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Abstract— Over the past twenty years, functional connectivity
of the human brain has been studied in detail using tools from
complex network theory. These methods include graph theoretic
metrics ranging from the micro-scale such as the degree of a
node to the macro-scale such as the small worldness of the
brain network. However, most of these network models focus
on average activity within a time window of interest and given
frequency band. Therefore, they cannot capture the changes
in network connectivity across time and different frequency
bands. Recently, multilayer brain networks have attracted a
lot of attention as they can capture the full view of neuronal
connectivity. In this paper, we introduce a multilayer view of the
functional connectivity network of the brain, where each layer
corresponds to a different frequency band. We construct multi-
frequency connectivity networks from electroencephalogram
data where the intra-layer edges are quantified by phase
synchrony while the inter-layer edges are quantified by phase-
amplitude coupling. We then introduce multilayer degree,
participation coefficient and clustering coefficient to quantify
the centrality of nodes across frequency layers and to identify
the importance of different frequency bands. The proposed
framework is applied to electroencephalogram data collected
during a study of error monitoring in the human brain.

I. INTRODUCTION

The human brain is widely considered to be a complex
network that can be studied by graph theoretical approaches.
In such a description, nodes in the network correspond
to anatomical regions and links typically refer to either
structural or functional connections between those regions.
Graph theory has been applied successfully to networks
derived from a wide range of modalities and for a variety of
cognitive tasks [1]. Various metrics, describing both local and
global topological network characteristics, have been shown
to provide useful quantitative descriptions of networks in
order to differentiate between brain states during cognitive
tasks [2]. Despite its promise, most of the application of
graph theory to neuroimaging studies has been limited to
studying single layer networks that correspond to the average
connectivity for a given modality and within a time window
and frequency band of interest.

Recently, multilayer network approaches have been intro-
duced to the field of neuroscience [3], [4], [5], [6], where
different layers can correspond to different modalities, time
points or frequency bands. A multilayer network can be
considered as a ‘network of networks’, which consists of
individual network layers that are interconnected and where
a given node can be involved in different types of interactions
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It is well-known that for electroencephalogram (EEG),
synchronization within different frequency bands and cross-
frequency coupling play a major role in many internal
cognitive processes like decision making, memory and error
processing. Thus, there is no reason why different frequency-
specific networks would operate independently from one
another [3], [4]. For this reason, in this paper, we will present
a multilayer view of functional connectivity networks, where
each layer corresponds to a different frequency band.

Despite the promise of this multilayer network view of
the brain, there is a lack of graph theoretic metrics that
can characterize the topology of fully connected multilayer
networks. Most of the extensions of graph theoretic metrics
to multilayer networks are limited to multiplex networks,
where the only inter-layer connections are between a node
and its replica across layers [7], [10]. Thus, they cannot
distinguish between the centrality of a particular node within
a layer versus across layers, i.e., differentiate between brain
regions that play a key role within a frequency band versus
brain regions that are central to cross-frequency coupling.

In this paper, we address these issues by first introduc-
ing a methodology for constructing multilayer functional
connectivity networks from EEG data, where each layer
corresponds to a different frequency band. The intra-layer
edges are quantified through a measure of phase synchrony,
while the inter-layer edges are quantified through a measure
of cross-frequency phase-amplitude coupling (PAC). After
the multilayer networks are constructed, we introduce mul-
tilayer centrality metrics, i.e., degree, clustering coefficient
and participation coefficient. These metrics are extensions
of conventional graph theoretic metrics defined for single
layer networks and are defined for both intra- and inter-
layer networks. Finally, the proposed framework is applied
to EEG recordings collected during a cognitive control study
to determine the brain regions that are central to error
processing across different frequency bands.

II. BACKGROUND

A. Reduced Interference Rihaczek (RID-Rihaczek) Time-
Frequency Distribution

RID-Rihaczek distribution of a signal x(r) is defined as
[11]:

.0 - [ fon( -

where exp ( — @) corresponds to the Choi-Williams kernel

with the variance parameter ¢, and exp ( J %) corresponds to
the kernel function of the Rihaczek distribution [12], A(6, )

> exp (j%)A(& T)e 1027 grag. (1)
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refers to the ambiguity function of a signal x(¢) and is defined
T
u+ =

" A(G,T):/x( :

This complex time-frequency distribution can be used to
extract the amplitude and phase components of a given
signal.

)x* (u— %)eje"du. ()

B. Intra-layer Coupling Measure

In this paper, the intra-layer edges, i.e., within frequency
band connectivities, are quantified using time-frequency
phase synchrony (TFPS) measure based on RID-Rihaczek
time-frequency distribution [11], [13]. Based on the complex
distribution defined in (1), the instantaneous phase of a signal

x;(t) is computed as:
|Ci(t7f):| 7

and the phase difference, ¢; (7, f), between two signals x;()
and x;(t), recorded from electrodes i and j can be computed
Ci(tmf)c;f(tvf)

as:
|Ci(t7f)||cj(t7f)|}
Phase Locking Value (PLV) is defined as the consistency

of the phase differences ¢; ;(z,f) across trials and can be
computed as:

Ci(tvf)
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where K is the total number of trials and (])ilfj(t, f) is the
phase difference for the kth trial. Once the pairwise PLV
values are computed between all pairs of brain regions,
this pairwise synchrony is used to construct the intra-layer
adjacency matrix for the I/th frequency band, i.e., Af‘ i =

PLV, (t, .. . . .
%\FAM’ 1 <i,j<n, where T is the time window

of interest, |T| is the length of this time window, |F;| is the
number of frequency bins in the /th frequency band, F;, and
n is the number of brain regions.

C. Inter-layer Coupling Measure

The inter-layer edges, i.e., cross-frequency connectivities,
are quantified by PAC, which quantifies the modulation of
the amplitude of a high frequency oscillation by the phase
of a slow rhythm [14], [15]. PAC between two brain regions
is quantified using the RID-Rihaczek time-frequency based
PAC measure [16], [17]. RID-Rihaczek distribution is used
to extract both the envelope of the high frequency amplitude
component at electrode i, A}.a (), and the low frequency

phase component at electrode j, (Z)f/-]) (1), where f, and f,
are frequencies within the /th and mth frequency bands,
respectively. A}a (1) is extracted from the RID-Rihaczek dis-
tribution, C;(¢, f), by computing a frequency constrained time
marginal as follows:

. fay
Al (1) = /f Cit, f)df, ©)
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where f,, and f,, define the bandwidth around the high
frequency of interest. The phase of the low frequency signal
at f, is extracted from RID-Rihaczek distribution C;(z, f)
similar to (3). After detecting the amplitude and phase, PAC
is computed by mapping the amplitude time series Aj,a (1)
and phase time series (P]]cp (t) to a complex-valued vector at
each time point and computing the amplitude normalized
modulation index (MI) [18] as follows:

ik R
| [l
VK

MIi,j(fp,fa,t)

(7

ik 2 ?
lec(:lA}a (z)
where K is the number of trials. The value of MI ranges
between 0 and 1 as it is amplitude-normalized [19]. MI
can be used to construct the inter-layer adjacency matrix

MI; j(fp.fas . .
as Hf;" - Z'ET):f”EF‘lFﬁfr;:"’_"TI iUn:f t), where T is the time
window of interest, |F| is the number of frequency bins in
the /th frequency band and |F,,| is the number of frequency
bins in the mth frequency band.

IIT. MATERIALS AND METHODS
A. EEG Data Acquisition

In this paper, we analyze EEG data collected during a
cognitive control-related error processing study. The exper-
imental procedures involving human subjects described in
this paper were approved by the MSU Institutional Review
Board. The Institution’s Ethical Review Board approved all
experimental procedures involving human subjects. Partici-
pants were recruited from Michigan State University campus,
greater Lansing and East Lansing communities. All of them
were female and the mean age was 20.78 (SD = 1.81).
A letter version of the speeded reaction Flanker task [20]
was performed. For each trial, a string of five letters, which
could be congruent (e.g., SSSSS) or incongruent stimuli (e.g.,
SSTSS), were presented to each participant. The participants
were instructed to select the center letter with a standard
mouse with respect to the Flanker letters. Each trial began
with 35ms of flanking stimuli (e.g., SS SS). After that, the
target stimuli were presented for 100 ms (total presentation
time is 135ms) by embedding them in the center of the
flanker letters (e.g., SSSSS/SSTSS) followed by an inter-
trial random interval ranging from 1200 to 1700 ms. The
EEG was recorded using the ActiveTwo system (BioSemi,
Amsterdam, The Netherlands). 64 Ag—AgCl electrodes were
placed following the international 10/20 system. The sam-
pling frequency of the data was 512 Hz. Trials with artifacts
were removed and Current Source Density (CSD) Toolbox
[21] was used to minimize the volume conduction. Each trial
was one second long. The trials corresponding to the error
responses were considered for multi-frequency functional
connectivity analysis. EEG data from 20 participants were
considered for this analysis. The inclusion criteria was that
the number of trials for error response should be at least 40.
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B. Multilayer Networks

A multilayer network with M layers can be defined as a
quadruplet .# = (V 4,E 4,V,L), where V and L represent
the set of objects and the set of layers with cardinalities
|[V|=nand |L| = M, respectively [9]. V4 and E 4 are the set
of nodes and edges respectively where V , = {VZ VZ
V.l e L} with V//, as the set of nodes in layer / and E% =
{ef&" ut V" eV 4} with el as the set of edges between the
uth and vth nodes in /th and mth layers, respectively.

Simple graphs can be constructed from V , and E 4. In
particular, intra-layer and inter-layer networks can be defined
as G, = (V,E!,)) and Gl;{" =, uvn ,Ei/;"), respec-
tively. Finally, adjacency matrices of these simple networks
are denoted as A/ € R">" and H/" € R">"n | respectively.
In this paper, we focus on node-aligned multilayer networks
(fully connected) where all the layers contain all of the nodes,
i.e., n; = n. These intra- and inter-layer adjacency matrices
can be used to construct the supra-adjacency matrix, Ags,pra,
of the multilayer network, .#, as:

Al Hl 2 Hl M
H2,1 AZ HZ,M

ASupra = : . : ®)
HM,I HM',2 AM

C. Multilayer Degree

Using the supra-adjacency matrix, we can define both the
total degree of each node i in the supra-adjacency matrix
as well as intra- and inter-layer degree. The total degree of
node i, d;, is defined as the sum of the weights of all edges
connected to that node both within the layer and across other
layers as follows:

9

assuming efi =0.
We define the intra-layer degree of node i for layer /, df s

as:
< )
=) €ij-
=1

Finally, we define the inter-layer degree of each node i
with respect to layer /, d!, as

n
i _ I,m
=Y e
I#m j=1
D. Multilayer Participation Coefficient

(10)

(1)

In this paper, we define participation coefficients to quan-
tify the contribution of each node to each layer of the
network. Unlike participation coefficient for a multiplex net-
work [10], in this paper, we compute two different types of
participation coefficient; intra-layer participation coefficient,
ng, and inter-layer participation coefficient, Paf, as

1
Pwl = d
1 d] ?
dl
Pd = e (12)
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where d' and d' are the total intra- and inter-layer degrees for
layer I, respectively. Pwﬁ quantifies how much a particular
node contributes to a layer’s intra-layer degree while Paﬁ
quantifies how much a particular node contributes to a layer’s
inter-layer degree. If this metric is greater than 1, it implies
that the particular node contributes more than the total degree
partitioned uniformly across nodes and vice versa.

E. Multilayer Clustering Coefficient

The clustering coefficient quantifies the degree to which
neighboring nodes in a network form a cluster [22]. The
clustering coefficient of node i is the average "intensity" of all
triangles associated with that node, and is in the range [0, 1].
In this paper, we computed two different types of clustering
coefficient; intra-layer clustering coefficient, Cl( , and inter-
layer clustering coefficient, C!:

1

Cl = - el .el. el »
i df(dil—l);: ij¢ jkCki
= 1
¢ = ——VYé.izé, 13
i d?-(d?*l)%:’”jkkl ( )
where ef = ]):m# el i . Therefore, the intra-layer clus-

tering coefficient computes the local clustering coefficient
of each node within a layer without taking any of the
other layers into account whereas the inter-layer clustering
coefficient of a node is computed with respect to the average
inter-layer edge strength.

F. Feature Extraction

For each intra- and inter-layer adjacency matrix, we ex-
tracted three different features per node, namely degree,
participation coefficient and clustering coefficient. In order
to identify the nodes that are central for each frequency
band and across all subjects, we first form the feature
matrix X € R"3S where S is the number of subjects. We
extract the principal components from each feature matrix
corresponding to each frequency band by first computing
the covariance matrix £ = XX7 and then computing its
eigendecomposition £ = UTUT, where I is a diagonal matrix
of the eigenvalues and U is a unitary matrix corresponding to
the eigenvectors. Based on the distribution of the eigenvalues,
we use the z-scores of the entries of the first eigenvector to
identify central nodes.

IV. RESULTS

In this paper, we constructed multilayer networks for each
subject where each layer corresponds to a different frequency
band. In particular, we considered four frequency bands: 6
(4-7 Hz), o (8-12 Hz) , B (13-30 Hz), y (31-100 Hz). For
each multilayer network, we computed the different metrics
both within and across layers, e.g., intra and inter-layer
degree, participation coefficient and clustering coefficient.
For each subject, this resulted in 8 feature matrices, 4
corresponding to each frequency band and 4 corresponding
to each frequency band’s interactions with other frequency
bands.
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Fig. 1: Box plots representing three different metrics: degree, participation, clustering coefficient, averaged across electrodes

and subjects by frequency band.

For each of the three different metrics we calculated
(degree, participation, and clustering coefficient), the box
plots for the different frequency bands are shown in Fig.
1. These box plots represent the distribution of each metric
computed within or between frequency bands across subjects
and electrodes. These plots illustrate the importance of the
different frequency bands and the discriminative power of
the different metrics. It can be seen from this figure that
the degree and clustering coefficient are more discriminative
across the frequency bands compared to the participation
coefficient. In particular, all of the pairwise intra- and inter-
frequency band comparisons were significant at o = 0.01
(Bonferroni corrected, using Wilcoxon ranksum test) for the
degree and clustering coefficient metrics. The participation
coefficient, on the other hand, did not yield any significant
differences across frequency bands. From the multilayer de-
gree and clustering coefficient, it can be seen that inter-layer
connections between theta and gamma bands are stronger,
i.e., higher degree and clustering coefficient, compared to the
other frequency bands. This is consistent with prior studies
where PAC was reported between theta phase and gamma
amplitude for visual tasks like working memory processing
and serial memory recall [15]. Significant theta-gamma PAC
during error response was also reported in an error processing
study [23]. It is hypothesized that large-scale functional
integration across different frequency bands supports flexible
behavior adaption to improve the performance after an error
and thus results in an increase of PAC following error
response. Comparing intra-layer connections, it can be seen
that theta frequency band has stronger connections than the
other frequency bands. This is in line with previous research
on error monitoring showing increased synchronization for
theta band [13].

For each of the frequency bands, we also investigated the
centrality of different brain regions. From the eight feature
matrices corresponding to the different frequency bands, we
computed the first eigenvector of the covariance matrix and
found the z-scores for the first eigenvector. These z-scores
were used to identify the electrodes that are significant for
each frequency band at the 90% (orange), 95% (yellow)
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and the 98% (green) significance levels. The topomaps
illustrating the significant electrodes for each frequency band
can be seen in Fig. 2.

It can be seen that for 0-band, the significant electrodes
are in the frontal-central regions consistent with previous
findings on 8-band synchronization during error monitoring
[24], [13]. Similarly, intra B and y synchronization are con-
centrated in the frontal region, while there is no localization
for a-band activity. With respect to inter-layer centrality,
parietal-occipital regions are found to be central for both
0 and 7y bands. This indicates the presence of theta-gamma
coupling between these brain regions. Similarly, there is
some overlap between o and 3 bands in terms of the brain
regions that are responsible for cross-frequency coupling.

V. CONCLUSIONS

In this paper, we presented a multilayer network approach
to studying functional connectivity of the brain. We con-
structed a multi-frequency network from EEG and developed
multilayer graph theoretic metrics. These metrics are used to
identify the central nodes within and across frequency bands
as well as illustrate the importance of different frequency
bands. The application to EEG data from a study of error
monitoring in the brain illustrated that with this approach,
we can differentiate across frequency bands in terms of their
contributions to error processing. We identified that theta
band synchronization as well as theta-gamma coupling play
an important role in the functional connectivity network for
error monitoring. These metrics also help us differentiate
between brain regions that are key to functional integration
within and across frequency layers. In particular, we identify
that frontal-central regions play a key role in theta band
synchronization while parietal-occipital regions play a role
in theta-gamma coupling.
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