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Sharp estimates for the integrated density of states in Anderson tight-binding models
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Recent work [G. David, M. Filoche, and S. Mayboroda, arXiv:1909.10558 [Adv. Math. (to be published)]]
has proved the existence of bounds from above and below for the integrated density of states (IDOS) of the
Schrodinger operator throughout the spectrum, called the landscape law. These bounds involve dimensional
constants whose optimal values are yet to be determined. Here, we investigate the accuracy of the landscape
law in 1D and 2D tight-binding Anderson models, with binary or uniform random distributions. We show, in
particular, that in 1D, the IDOS can be approximated with high accuracy through a single formula involving a
remarkably simple multiplicative energy shift. In 2D, the same idea applies but the prefactor has to be changed

between the bottom and top parts of the spectrum.
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I. INTRODUCTION

In single-particle quantum systems subject to random
potential, the integrated density of states [IDOS, or count-
ing function, defined as the number of eigenvalues per
unit volume smaller than a given energy and denoted here-
after as N(E)] departs significantly at low energy from the
high-energy asymptotic behavior known as Weyl’s formula.
According to the latter, in the absence of any potential, N(E)
scales as E/2 where d is the ambient dimension. However,
in the presence of a disordered or random potential, the IDOS
exhibits a very slowly growing tail at low energy. In 1964,
Lifshitz proposed a model based on scattered impurities where
the IDOS would drop off exponentially as E approaches its
minimum value Ej, forming what is known as a Lifshitz tail
[1,2]:

N(E) ~ Cexp (- c(E — Ep)~%). (1)

Since then, understanding the precise behavior of the density
of states in the presence of disorder has been the subject of a
very rich literature (for an extended review on the topic, the
reader can refer to Refs. [3-7]). The existence of Lifshitz tails
for the Poisson random potential was proved in Refs. [8—11].
Later, Kirsch and Martinelli gave a proof close to Lifshitz’s in-
tuition for a large class of random potentials in the continuous
setting in Ref. [12], while Simon generalized the argument to
the tight-binding model [13]. These are only a few isolated
results and we do not aim to provide an exhaustive list of the
literature. It is important to mention, however, that there exist
exact asymptotic results on Lifshitz tails for specific models
[7,13-15]. Nonetheless, we are still lacking a general under-
standing for all models, and the only mathematical statement
that could be rigorously proven in full generality does not have
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the form of Eq. (1) but rather the weaker form:
In(In(NE))  d

In(E — Ey) 2 @

E—E,
These results are asymptotic in the limit of vanishing £ — E.
Away from the asymptotic behavior at low energy, Klopp
and Elgart showed that in the weak disorder limit these Lif-
shitz tails extend roughly up to the average of the potential
[16-18]. To this day, many unsolved questions remain con-
cerning these Lifshitz tails: (i) Can one improve the known
results by deriving a general estimate on In(N(E)) and not
on In(|In(N(E))|)? (ii) If so, how does disorder enter the
estimate? For instance, can one quantify existing results show-
ing logarithmic corrections for random uniform disorder as
compared to binary disorder [19,20]? (iii) Can one derive a
precise estimate for the full spectrum instead of asymptotic
near the lower bound of the spectrum?

In this paper, we present a function, denoted by N,(E) and
called the landscape law [21], that provides estimates for the
actual counting function (from above and below) throughout
the spectrum. This function is obtained from the localization
landscape, a theoretical tool introduced in 2012 and devel-
oped in recent years [22,23]. Not only do these estimates cover
the entire range of energy for any type of potential or disorder
in continuous models, but they also provide the asymptotic
behavior of In(N(E)) at low energy for random uniform or bi-
nary disorder, thus removing a log from the previously known
results. In particular, they recover the logarithmic correction
in the case of the uniform Anderson model. We investigate
numerically the optimal constants involved in the bounds and
observe their similarity for both binary and uniform Anderson
models. Finally, we test whether these mathematically proven
bounds from above and below could, in fact, be merged into
one single approximate formula based on N, thus providing
a very fast and efficient way of predicting the behavior of the
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IDOS on the entire spectrum even in a random or complicated
system.

II. THE LANDSCAPE LAW

We consider a d-dimensional tight-binding model. The
corresponding Hamiltonian is

A=Y Viala;—1) (aja;+Hc), 3)
i (i,)
where (i, j) denotes the sum over nearest neighbors, 7 is the
hopping term, V; is the on-site random potential (on a grid
of lattice parameter 1), and aj and q; are the creation and
annihilation operators, respectively. From now on, ¢ will be
taken equal to 1, thus setting the energy scale. The V; are
i.i.d. variables and follow a random law which can be either
uniform or binary in [0, Vihax]. The localization landscape u in
this system is defined as the solution to Hu = 1, the right-hand
side being the constant vector. To ensure that the landscape is
positive everywhere, the potential V is uplifted by a quantity
2d, where d is the embedding dimension. Consequently, the
lowest bound E| of the spectrum in all subsequent examples is
Ey = 0 and the spectrum lies in the interval [0, Vi + 4d]. It
has been shown in Ref. [24] that the function W = 1/u defines
an effective potential for all quantum states in the tight-
binding model and that this potential provides a remarkably
accurate estimate of the energy of the lower-energy states.
Using this effective potential, the function N, (E) is defined
as follows: For a given energy E, we partition the entire
domain into d-cubes (intervals in 1D, squares in 2D,...) of side
length E~'/2. N,(E) is then defined as the fraction of such
cubes for which the minimum of W over the cube is smaller
than E:

1 1
NJ(E)= — x (number of cubes of size —
=) €2 vE

x where min(W) < E) 4

For the continuous model, it has been mathematically proven
in Ref. [21] that there exist constants Cy4, Cs, Cg such that N,
satisfies the following inequalities:

CsNu(GeE) < N(E) < Nu(G4E), ®)

where N(E) is the IDOS per unit volume. The constants Cs
and Cg depend only on the dimension d and on the aver-
age of the potential, and C4 depends only on the dimension.
When the potential is random, this inequality is verified for
the expectations of the IDOS (note that these expectations
become finite deterministic quantities in the limit of an in-
finite domain). These inequalities are universal bounds for
the counting function N(E) of a Schrodinger Hamiltonian
throughout the entire spectrum. In other words, unlike Weyl’s
formula or Lifshitz tails, they are not asymptotic. The proof is
rather technical and is based on the analysis of the low values
of the effective potential W. A sketch of the proof is given
in the Supplemental Material. We are currently preparing a
version of this proof for discrete tight-binding models [25].
An example of the sharpness and the predictive power of
this inequality is provided in Fig. 1, which displays the actual
IDOS N(E) (blue) and the landscape law N, (E) (red) for one
realization of a random i.i.d. binary disorder with periodic

NE) |

IDOS / system size

-5 |
10
102 107! 10
Energy (units of ¢)

0

FIG. 1. Counting function N(E) (blue) and landscape law N, (E)
(thick upper red) for one realization of a one-dimensional binary
Anderson tight-binding model. The number of sites is N = 10° and
the values of the on-site potential are either O or 1.

boundary conditions. The potential can take the values either
0 or Vimax = 1 with equal probability on each site of a one-
dimensional (1D) domain of N = 10° sites. N(E) is computed
using the LDL” factorization and Sylvester’s law of inertia
[26]. One can see how the two curves, plotted on a log-log
scale, follow each other very closely. On this log-log plot, the
upper and lower bounds of (5) would correspond simply to
horizontal and vertical translations of the graph of N,(E).
While Ref. [21] proves the existence of constants Cy4, Cs, Cg
fulfilling (5), it does not bring any insight into their sharpest
values. Indeed, strictly speaking, Ref. [21] gives a tube con-
taining the IDOS (in log-log plot), and while it is remarkable
that the tube diameter does not depend on the energy, it could
be quite wide if the constants are very different. The goal of
this paper is threefold: First, to demonstrate the accuracy of
the landscape law in approximating the actual IDOS. Second,
we indicate how to determine numerically the sharpest values
for the constants entering the bounds in (5). This is of partic-
ular relevance for Cy, which is predicted to be universal, i.e.,
to depend only on the dimension d and not on the particular
potential. Third, we assess the possibility of providing an
optimal approximation to the IDOS N (E) (rather than a tube),
i.e., to find a constant Cs g such that N(E) =~ Cs 5N, (CsE).

A. 1D systems: results

One starts with the same system as in Fig. 1 but this
time N(E) is averaged over 1000 realizations. Figure 2(a)
displays the corresponding N(E) and N,(E) together with
their standard deviations represented as error bars (the bot-
tom bars are not displayed when they are larger than the
value itself, i.e., when they cross the horizontal axis). To
determine the constants Cy4, Cs, Cg, We first restrict our study
to the domain £ > 0.02 to avoid the noise at very low energy.
We observe that the graph of N, (E) is always above the graph
of N(E), which means that C; < 1. This fact derives from the
definition of N,, and we will discuss it further down. The value
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FIG. 2. (a) N(E) (blue) averaged over 1000 random realiza-
tions and averaged landscape law N,(E) (thick upper red) for
a one-dimensional binary Anderson tight-binding model of size
N =10° and V,, = 1. The error bars show the standard devia-
tion over the 1000 realizations (the bottom bars are not displayed
when they are larger than the value itself, i.e., when they cross
the horizontal axis). (b) Standard deviation of the distribution of
values of In(N,(CE)/N(E)) for various values of C. The minimum
around C = 0.90 &~ 1/1.11 provides the value of Cg. (c) Plot of
N,(C¢E)/N(E). The maximum shows that one can take Cs = 1/5.45.
A best fit for N(E) is obtained by taking the average value Cs g &~
1/4.08. (d) Final comparison between the original N(E) (blue), the
best fit Cs 5 N,(C¢E) (dashed red), and the two bounds from above
and below in Eq. (5) N,(C4E) and CsN,(GsE) (dotted lines). Note
that the best fit is so close to the actual IDOS that the blue line is
almost invisible.

of the constant C, corresponds in log-log scale to the largest
possible right-shift of the graph of N, (or, in other words, to
the smallest possible value of C) such that N(E) < N,(CE).
Here, this value is found to be C4 ~ 0.79 (or 1/C4 ~ 1.26). To
find the values of Cs and Cg, we first look for the optimal value
C such that N(E)/N,(CE) is as constant as possible. This is
achieved by taking the minimum of the standard deviation of
In(N(E)/N,(CE)) when varying C. Figure 2(b) displays this
standard deviation for values of C ranging from 0.5 to 1. One
observes a clear minimum at Cg = 0.90 (or 1/Cs =~ 1.11).
Finally, the minimum of the graph of N(E)/N, (C¢E) provides
us the sharpest value of Cs [see Fig. 2(c)]: Itis here Cs =~ 0.18.
However, one can observe that if we were looking for a best
fit for Cs [instead of a lower bound for (5)], then the best fit
would be closer to Cs g ~ 1/4.08 (obtained by computing
the average of In(N(E)/N,(C¢E)) for E > 0.02). With these
constants, the agreement between the actual IDOS and the
rescaled formula based on the localization landscape is excel-
lent throughout the computed spectrum [see Fig. 2(d)]. This
means that the inequalities in (5) can almost be transformed
into an equality:

N(E) ~ Cs it Nu(Cs E). (6)

The same methodology is then applied to a 1D uni-
form Anderson tight-binding model (N = 10°) and to two-
dimensional (2D) binary and uniform Anderson tight-binding
models. Figure 3 displays the results for a uniform Anderson
model of disorder amplitude Vi,,x = 1. Here also, we observe
that the landscape law N, (E) follows very closely the actual
IDOS N(E). After computation, the value found for Cy in this
case is C4 &~ 0.78 = 1/1.28. Further analysis of the standard
deviation of the values of N,(CE)/N(E) as a function of
C [see Fig. 3(b)] yields Cs ~ 0.84 = 1/1.19. Plotting now
N,(CsE)/N(E) as a function of E [Fig. 3(c)], one observes
that it oscillates slowly between 3 and 5 in the noiseless part
of the graph. A possible choice for Cs is then Cs = 1/4.85,
but the best fit is obtained for Cs 5, = 1/3.94, as confirmed in
Fig. 3(d).

To check the validity of our approach, we have investigated
the role of the domain size for these 1D Hamiltonians (we
could not run such a study in 2D because the computation time
did not allow us to explore a large enough range of domain
sizes). Domain sizes N = 103, 10*, and 10° were simulated
for both Anderson binary and Anderson uniform models. We
also tested several values of the potential amplitude, Vijox = 1,
2, and 4. For instance, Fig. 4 displays the analysis of the
Anderson uniform model for Vj,,x = 4. Once again, one can
observe that the fit is excellent throughout the spectrum, justi-
fying looking for constants that satisfy Eq. (6) (see Table I for
the summary of these results).

B. 2D systems: results

We then turned our study to 2D systems. The considered
domain is a square of side length L = 1500 which corresponds
to N = 2.25 x 10° sites. Given that this system size is more
than 10 times the size of the studied 1D systems, we could
average only over 100 realizations for computational reasons.
The fact that the side length of the system has been reduced by
three orders of magnitude when going from 1D to 2D shifted
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FIG. 3. (a) N(E) (blue) averaged over 1000 random realizations
and averaged landscape law N,(E) (thick upper red) for a one-
dimensional uniform Anderson tight-binding model of size N = 10°
and V.« = 1. (b) Standard deviation of the distribution of val-
ues of In(N,(CE)/N(E)) for various values of C. The minimum
around C = 0.84 =~ 1/1.19 provides the value of Cg. (c) Plot of
N,(C¢E)/N(E). The maximum shows that one can take Cs = 1/4.85.
A best fit for N(E) is obtained by taking the average value Cs 5 ~
1/3.94. (d) Final comparison between the original N(E) (blue), the
best fit Cs 5 N,(C¢E ) (dashed red), and the two bounds from above
and below N, (C4E) and CsN,(C¢E) (dotted lines).

Average N(E) ||
‘—I—Average N, (E)

0.2 0.3 0.5 1 2 4
Energy (units of t)

Q 1
=] 1
20N L e
> 1 K
204 !
:; %%0 : o°°°
0.2 B
g R
“ 9 : 0
0.6 0.8 1 02 0.3 0.5 1
C Energy (units of t)
(b) (c)
10°;
102
107
10—6 [ /
N(E)
= Cs,4it N, (CsE)
10-87 ........ Nu(C4E) i
o o Cs 1:,(06 )
0.2 0.3 0.5 1 2 4
Energy (units of t)
(d)

FIG. 4. (a) N(E) (blue) averaged over 1000 random realizations
and averaged landscape law N,(E) (thick upper red) for a one-
dimensional uniform Anderson tight-binding model of size N = 10°
and V.« = 4. (b) Standard deviation of the distribution of val-
ues of In(N,(CE)/N(E)) for various values of C. The minimum
around C = 0.82 &~ 1/1.22 provides the value of Cg. (c) Plot of
N,(C¢E)/N(E). The maximum in the noiseless part of the graph
shows that one can take Cs = 1/2.77. A best fit for N(F) is obtained
by taking the average value Csg ~ 1/2.23. (d) Final comparison
between the original N(E) (blue), the best fit Cs 5NV, (CsE) (dashed
red), and the two bounds from above and below N,(C4E) and
Cs5N,(C4E) (dotted lines).
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TABLE I. Summary of the values found for the constants Cy, Cs, Cs i, and Cs. The Anderson models are one- or two-dimensional, with
binary or uniform random laws. L is the side length (so the system size is Q2| = L?) and Vp,, is the disorder strength. For the three cases
presented in Figs. 2—4, error bars were computed. The numbers displayed after the £ symbol correspond to two standard deviations. The 2D
computations performed were with too few realizations to derive meaningful statistics.

Model L Vinax 1/Cy 1/Cs 1/Cs 1/Cs
1 1.26 £0.05 545+ 5 4.08 + 0.15 1.11 £ 0.02
10° 2 1.3 3.78 3.03 1.2
binary 4 1.26 2.91 2.04 1.32
10* | 1.27 8.18 4.15 1.1
103 1.26 5.96 4.27 1.08
1D
1 1.28 £0.02 4.85 +£4.3 394 £0.2 1.19 £0.02
10° 2 1.24 8.14 3.36 1.19
uniform 4 1.24 £0.03 277 £1.2 2.23 £0.05 1.22 +£0.01
10* ! 1.28 7.81 4.05 1.18
10° 1.27 8.86 4.29 1.16
binary 1 1.53 66.4 14.8 1.42
D 1500 2 1.54 33.8 9.00 1.44
uniform 1 1.39 298 23.5 1.31
2 1.47 4.64 1.83 1.48

considerably the lower bound of the energy range that could
be explored. In the following simulations, we were unable to
go below Ey;, ~ 0.2.

Figure 5 displays the analysis for a 2D binary Anderson
model. The constants extracted from the analysis are Cy =
1/1.53,Cs 5t = 1/14.5, C¢ = 1/1.42. The agreement between
N(E) and the rescaled landscape law is still good in the whole
energy range, even though one can see now that the ratio
N,(C¢E)/N(E) oscillates much more than in the 1D case [see
Fig. 2(c). This observation is even more marked in the case of
the 2D uniform Anderson case (see Fig. 6). One can observe
that the upper and lower bounds are significantly apart in this
case, especially at larger energy. This reflects the fact that the
prefactor of N, (E) has to be different at low and high energy
to approximate N (E') accurately.

III. ANALYSIS

Table I summarizes the values obtained for the constants
in all cases. For the three 1D cases displayed in Figs. 24,
we performed an error bar analysis by splitting the 1000 real-
izations into 20 samples of 50 realizations and computing the
constants separately for each sample. The numbers to the right
of the symbol & correspond to twice the standard deviation.

This table triggers several comments. First, the values of
the constants Cy4, Cs, Cs g, Cs do not seem to depend at all
on the domain size (for the same potential law). For instance,
for Vmax = 1 and a binary disorder, the values of C, ! are
1.26, 1.27, 1.26, for L = 103, 10*, 103, respectively, while
for the same V,,x and a uniform disorder the corresponding
values are 1.28, 1.28, and 1.27. Similarly, the values of Cg !
are 1.11, 1.1, 1.08 for the same domain sizes for a binary
disorder and 1.19, 1.18, and 1.16 for a uniform disorder.
The values of C; él are 4.08, 4.15, 4.27 for a binary disor-
der and 3.94, 4.05, 4.29 for a uniform disorder. Finally, the
values of CJ U are 5.45, 8.18, 5.96 for the binary disorder

and 4.85, 7.81, 8.86 for a uniform disorder. These last values
are slightly more dispersed, and the reason is that they are
determined by the maxima of the curves in frames (c) (Figs. 2—
6) which depend on the accuracy of the data in the lower
part of the spectrum. This dispersion justifies looking for the
values of Cs g which are much more reliable than the ones
of C5 .

Second, the values of 1/C, are quite close to the value
1 4+ d /4, where d is the ambient dimension. This value arises
in the localization landscape approach as the ratio between
a local fundamental eigenvalue inside a localization region
and the local minimum of the effective potential W = 1/u
[27,28]. From the definition of N,(E), at a given energy E,
a d cube of side length E~'/2 contributes to N,(E) only if
min(W) inside the cube is smaller than E. In that situation,
one would expect a local fundamental eigenvalue roughly at
(1 + d/4)Wpin. Consequently, there is a natural multiplicative
shift in energy between N(E) and N,(E') by a factor 1 4 d /4.
This is what is found in our 1D and 2D simulations. One
has to note that this shift has already been observed in a
very different model, namely, the pieces model in which a
1D system is partitioned into subintervals of random length
following a Poisson law [29,30].

Third, the values of Cg follow rather closely those of Cy,
being only slightly larger (Cg I < C, 1). We observe that the
values of Cg are closer to those of C; for Anderson uniform
models.

Fourth, the results displayed in Table I help us understand
the influence of the disorder strength V.. To that end, we
have set Vinax = 1, 2, or 4 for Anderson binary and Ander-
son uniform models in 1D and 2D. The theory developed in
Ref. [21] states that the constants involved in the bounds and
which depend on the potential should, in fact, not depend of
its maximum value but rather on its average value. However,
in both Anderson binary and Anderson uniform models, the
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FIG. 5. (a) N(E) (blue) averaged over 100 random realiza-
tions and averaged landscape law N,(E) (thick upper red) for
a two-dimensional binary Anderson tight-binding model of size
N = (1500)?. (b) Standard deviation of the distribution of val-
ues of In(N,(CE)/N(E)) for various values of C. The minimum
around C = 0.7 &~ 1/1.42 provides the value of Cg. (c) Plot of
N,(C¢E)/N(E). Its maximum for E > 0.3 shows that one can
take Cs = 1/66.4, which is also almost the best fit Cs 5 =~ 1/14.8.
(d) Final comparison between the original N(E) (blue), the best
fit Cs 4 N,(C¢E) (dashed red), and the two bounds from above and
below N,(C4E) and CsN, (C¢E) (dotted lines).

FIG. 6. (a) N(E) (blue) averaged over 100 random realiza-
tions, and averaged landscape law N,(E) (thick upper red), for
a two-dimensional uniform Anderson tight-binding model of size
N = (1500)?. (b) Standard deviation of the distribution of val-
ues of In(N,(CE)/N(E)) for various values of C. The minimum
around C = 0.76 ~ 1/1.31 provides the value of Cs. (c) Plot of
N,(C¢E)/N(E). Its maximum for £ > 0.4 shows that one can take
Cs = 1/298 while the best fit leads to Cs g =~ 1/23.5. (d) Final com-
parison between the original N(E) (blue), the best fit Cs 4 N,(CoE)
(dashed red), and the two bounds from above and below N, (C4E ) and
CsN,(CgE) (dotted lines).
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average value of the potential is (V) = Vi,ax/2, so it is still
directly determined by the disorder strength. In all computed
cases, we observe that the values of C; and Cg remain almost
unchanged while the value of Csg appears to be roughly
proportional to VL%, which is a natural scaling in the problem
at hand.

A. Scaling analysis near E = 0

One can mention an alternative way of relating N(E) and
N,(E) at the bottom of the spectrum, and therefore of extract-
ing the constants involved in Eq. (6). This consists of using
a corollary of the landscape law pertaining to the scaling at
low energies for all random i.i.d. potentials. In Ref. [21], it is
shown that, in the case of an Anderson tight-binding model
where the on-site potential values {V;} follow a random law
of cumulative distribution function F (i.e., the probability to
have V; < E is F(E)), there exist constants y1, 2, ¥3, V4, C1,
¢, such that
N(E)

d
2

_d _d
BF(@EYE * < < yF(qE)YE . 7)

More specifically, in the case of binary and uniform random
laws, one has F(E)=1/2 and F(E)=FE for 0 <E < 1,
respectively. Therefore, with a slight change of the meaning
of yu,

_d d _d
yse"t 2 SN(EYE™? <y et 2, )

_d . _d
ysenE T ImEN N(E)E—j[ < prerE 2 ImEN 9)

Let us consider the binary Anderson model. The inequality
(8) can be rewritten as

va +In(»)E? <E*In (N(E)E™?)
<2+ In(y)E?. (10)

In other words, the quantity £ % 1n (N(E)YE -5 ) can be bounded
between two affine functions of E 2. In the uniform Anderson
model, a similar expression holds with a logarithmic correc-
tion:

+ In(y3) £ < £ In (N(E)E™?)
Y @) S TnE)]

d

2

<y +In(yy) (11)

| In(E)|’

Figure 7 displays the graphs of these quantities near £ = 0
in three different cases already examined: (i) a 1D binary
Anderson model (cf. Fig. 2), (ii) a 1D uniform Anderson
model (cf. Fig. 3), and (iii) a 2D uniform Anderson model
(cf. Fig. 6). In each case, the values of y, y», y3, ys are
extracted from the scaling behavior of N(E) and N, (E) (the
linear scaling relations expressed in Eqs. (10) and (11) are
shown in dotted lines in the graphs), and then used to com-
pute the effective values of Cs and Cg relating N to N,. The
findings are grouped in Table II. One has to underline that the
huge computation time required to reach very low values of
E limited the accuracy and the range of the data on which
the scaling behavior could efficiently be tested and led to
significant error bars. It precluded us from performing this
analysis in the 2D uniform Anderson model. Even in the 2D

1 -
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= -- Landscape law e
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S e
ER! s
N V" ,f”
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1
Energy:
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& _p |- Landscape law e
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—~ 10 — Landscape law e
& ‘ .-
—~ ,” -
\Z/ 0 ‘;_;::- = e
g o
N 5.7 .7
-10
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Energy

FIG. 7. Scaling behavior of N(E) (blue line) and N,(E) (red
dashed line) near £ = 0. The straight lines correspond to the asymp-
totic linear behaviors appearing in Egs. (10) and (11). (a) 1D binary
Anderson model. (b) 1D uniform Anderson model. (c) 2D binary
Anderson model. All quantities are dimensionless.

binary Anderson model [Fig. 7(c)], the scaling is observed for
a very limited range of energies. Yet, we observe in 1D the
scaling predicted by the mathematical proof in Ref. [21] [see
Figs. 7(a) and 7(b)]. The parameters Cs and Cg are consistent
with the values reported in Table I, confirming that N, can
be used through Eq. (6) to approximate N(E) throughout the
spectrum. Finally, in 2D [Fig. 7(c)], the discrepancy in the
values of Cs clearly indicates that one cannot find a single
prefactor satisfying Eq. (6), and that this prefactor, in fact, has
to be modified into a very slowly varying function from E = 0
to the largest eigenvalue.

IV. CONCLUSION

The general picture that emerges from this exhaustive nu-
merical study is that N,(E) follows very closely the behavior
of the actual IDOS N(E) throughout the entire energy range
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TABLE II. Comparisons between the constants Cs 4 and Cg from
Table I and the constants Cs and Cg obtained from the scaling analysis
near E = 0.

Table 1 Scaling
Model Vinax 1/Cs e 1/Cs 1/Cs 1/Cs
binary 1 4.08 1.11 2.55 1.2
1D
uniform 1 3.95 1.19 4.05 1.44
2D
binary 1 14.5 1.42 0.84 1.62

while at the same time being much easier to compute and
to handle. Although it is not always possible to approximate
N(E) through one single expression such as Eq. 6, one can
wonder whether we could obtain a very good estimate with
almost universal constants. First, remember that the values
found for the constant Cg are all very close to 1/(1 + d/4), for
a reason expressed in Ref. [28]. A natural universal approx-
imation for N(E), without any fitting parameter, could thus
be proportional to N,(E /(1 + d/4)). To test this hypothesis,
we plot the ratio N(E)/N,(E/(1 +d/4)) vs E for all cases
reported in Table I, see Fig. 8.

6
+ bin, Viax =1
+ bin, Viax =2
5~ bin, Vi = 44
+ bin, N = 10*
© + bin, N =10°
\g 4 uni, Vipax = 1|4
—uni, Viyax =2
= i Vo= 4
N3 ——uni, N =10
— uni, N = 10%
E s
e 4
— 2 ':»t’%*
FIF .
wi
1 r +* 4
0 L
0.02 0.05 0.1 0.5 1 2
Energy (units of ¢)
20
+ bin, Viax =1
+ bin, Vi =2
uni, Vipay =1
—uni, Viax =2

15 - 1

.."‘f"‘-o
g'ige
P

0 1
0.2 0.5 1
Energy (units of ¢)

FIG. 8. Ratio N,(E /(1 4+d/4))/N(E) plotted as a function of the
energy E. Top: For all 1D models reported in Table I. Bottom: The
same plot for all 2D models reported in Table I.

We observe that in 1D, all curves for all tested poten-
tials (binary or Anderson models, different disorder strengths,
different system sizes) follow the same pattern, i.e., a slow
evolution from a value close to 2 at low energy to a value
close to 4 at larger energy. In 2D, the structure is similar
with a wider dynamics, from about 1 to about 16. This means
that while the IDOS N(E) spans several orders of magnitude
(about 6 to 10 in our examples), the function N,(E /(1 + d /4))
always remains remarkably close to N(E). The prefactor ap-
pears to be different in the low- and high-energy regimes,
although it seems within reach, at least in 1D, to derive a
very slowly varying function of the energy that would account
for this change of prefactor. This change of prefactor between
the low- and the high-energy regimes can be understood. One
knows that, at least in the continuous setting, N(E)/N,(E)
is equivalent to wy/(27)¢ at higher energy (so independent
of the potential), with w; the volume of the unit ball in
dimension d. Therefore, as soon as E > V., all cubes sat-
isfy the condition in Eq. (4) and N,(E) = E%/2. On the other
hand, in the low-energy limit, one expects N(E) to behave as
N,(E /(1 +d/4)) which implies a different prefactor depend-
ing on the type of potential.

In conclusion, we have presented here a function called the
landscape law, which provides bounds from above and below
for the IDOS of quantum systems on the entire spectrum.
This landscape law, derived from the localization landscape,
is not only much faster to compute than the entire IDOS,
especially in random or disordered systems, but it also cap-
tures the scaling behavior of Anderson models near the bottom
of the spectrum in full generality, for instance, accounting
for the logarithmic correction distinguishing the binary and
uniform Anderson models. In one dimension, the bounds
are so close that a single formula approximates the IDOS
throughout the entire spectrum, with only a prefactor Cs and
a multiplicative shift on the energy Cgs (consistent with the
1 4+ d /4 formula found in Ref. [28]). In two dimensions, the
bounds still provide a satisfactory approximation to the IDOS,
but they cannot be merged into a single formula. Instead, one
needs to adjust the prefactor from the bottom to the top of
the spectrum. In summary, the landscape law promises to be
a remarkable tool for investigating the properties of IDOS in
many random or disordered potentials, with or without spatial
correlations, not only theoretically but also numerically. In
particular, it opens the perspective of accurately assessing the
density of states in systems of very large sizes without having
to compute any eigenvalues.
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APPENDIX: MATHEMATICAL PROOFS

This Appendix intends to highlight some ideas behind the
mathematical proof of Eq. (5) for tight-binding Hamiltonians
H defined on a d-dimensional lattice.
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Let us start with an argument which is quite far from the
proof but which nonetheless indicates the possibility of a
connection between the minima of 1/u and the eigenvalues
(u being the localization landscape defined as the solution to
Hu=1).

To this end, we recall Lifschitz’s original intuition behind
the exponential nature of Lifschitz tails, the asymptotics of
the IDOS near the edges of the spectrum (in our case, near
zero). Since the potential V is non-negative, for H=-A+V
to have an eigenvalue smaller than some E > 0, both (/| —
Alr) (the kinetic energy) and (¢ |V |y) (the potential energy)
must be smaller than E. The eigenvalues of the Laplacian are,
of course, known explicitly, and one can see that for the first
condition to be satisfied, ¢ has to be spread out on a cube
of side length r with E ~ r=2. For (y|V|¥) to be below E
on such a cube, V itself has to be smaller than £ on most of
the sites. And, since the total number of sites in such a cube
is 7 ~ E~4/2 the probability that V is desirably small is ap-
proximately e~ ~ ¢~E~"*_ This suggests N(E) ~ e~°E "
for the Anderson model, but for us it will carry a different
information: a possibility of comparison to the landscape.

Indeed, by the same token, what would it take to have
minbll < E? If we assume for the moment that V =0 on
some cube Q of side length r and that u# has zero Dirichlet
boundary data on its boundary, we observe that ming i ~r2
(e.g., in 1D, we can write down the solution u explicitly:
u= %(i — ip)(iy — i) on [iy, i1]). A small V would not distort
this picture too much and hence, yet again, we discover that
to have ming . ~ E we need a cube of size r ~ E~4/2 where
the potential is small—exactly the same condition as the one
which governs the eigenvalues according to Lifschitz’s ideas.

In terms of rigorous mathematics, there are many prob-
lems with this argument. First, neither the eigenvalues nor u
are local quantities, so a restriction to the Dirichlet problem
on Q is not fully justified. In the case of the eigenvalues,
this problem is solved by the so-called Dirichlet-Neumann
bracketing, showing that the boundary values do not affect the
situation too much. In the case of the landscape, the situation
is more complicated: By the maximum principle, the bigger
the boundary data, the bigger the solution inside. Furthermore,
such an argument could only provide a one-sided estimate:
One needs different (and much more involved) considerations
to assure that small eigenvalues cannot arise by any other
mechanism than the one described above, and similarly for
the landscape. Finally, and most importantly, all this mainly
applies to small eigenvalues and asymptotic results. Neverthe-
less, it is an important insight which lets us set up the scales
and justifies the definition of the counting function N, as the
number of boxes of size r¢ ~ E~%/? where min, % <r2

Another important insight comes from a version of the
uncertainty principle guided by the landscape. It was proved in
Ref. [27] that A is conjugate to a Hamiltonian which replaces
the potential V with i:

1

R 1 5 1
~Hu=——=V V) + -, (A1)
u u u
SO
E ={(Vy|Vy) + yIVIY)
1
=<uvf‘uvﬂ>+<w|—|w>. (A2)
u u u

The last inequality can be viewed as an uncertainty princi-
ple. Since the first term on the right-hand side is positive, it
immediately implies that £ > min % providing yet another

connection between the energies and the minima of %, al-
though, in fact, we will need the full identity to study the
trade-off between the kinetic and potential energy governed
by u, a clever localization procedure, and some fine properties
of the landscape as a solution of an elliptic PDE to prove the
inequalities (5) in the main paper.

Let us now discuss the argument in a little more detail. The
most general form of the landscape law [21] establishes that
for all potentials bounded from below,

Coa?N,(C1aT*E) — CoN,(C3a%TE)

S N(E) < Nu(GE), (A3)

with the constants C; and some sufficiently small parameter
o > 0 depending on the dimension only. There are no re-
strictions on the (probabilistic or deterministic) nature of the
potential or the size of the underlying domain, and there is no
dependence of the constants on the energy E or the potential.

The polynomial correction of a lower bound is somewhat
unpleasant, but irrelevant in most applications via a certain
dichotomy. Indeed, if the behavior of N(E) and N,(E) is
exponential at the bottom of the spectrum (one of the signa-
tures of localization and a consequence of the aforementioned
estimates for Lifschitz tails) then, of course, the polynomial
corrector is irrelevant. Actually, for periodic potentials or for
reasonably decaying ones (the so-called Kato class), the poly-
nomial corrector disappears for different reasons. In either
case, we ultimately get

CsNu(CeE) < N(E) < Nu(G4E). (A4)

Let us now say a few words about the proof of (A3). If one
can bound the energy for a collection of functions ¥ which
do not necessarily represent eigenmodes but span some linear
subspace, then the IDOS N(E) can be estimated using the
dimension (codimension) of this subspace. Clearly, we need
this dimension to be related to N, in a desirable fashion. So the
key is to pick an appropriate collection of cubes Q and then an
appropriate collection of functions v to test our Hamiltonian.
The upper bound on N(E') is achieved by taking the collection
of cubes Q of side length approximately E~'/? such that
ming i < E, and then considering functions 1y whose average
is zero on all cubes Q as above. It can be shown that for
all such functions (W |H |¥) > E (¥ |¥), and the choice of the
collection of cubes assures the connection with N,,.

To attack the lower bound (A3), we start with a similar
collection of cubes but now consider test functions y» given by
a (smooth) restriction of the landscape u to the cubes Q. One
wants to show the opposite inequality, (v |H |y) < E (W |¢),
in the corresponding subspace, and this is where the variation
of u on Q becomes important: One needs some control on
how nice the test function is. If u? is a doubling weight so its
average on Q is, roughly speaking, proportional to its average
on 20 (which is the case, for instance, when V is periodic
or rapidly decaying) then we can use some self-improvement
properties for solutions of elliptic equations and obtain the
lower bound from (A4). Here and everywhere, by multiples of
0O, we mean the cubes concentric with Q with the side length
multiples by the corresponding factor. If no such control on
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u is a priori known (it could be violated, for instance, for
Anderson potentials), one has to be more careful and work
with a collection of cubes Q such that ming,,, i <altp
and ming % > a9, where Qgnig is concentric with Q but
has a much smaller side length. This ultimately yields a more
complex lower bound (A3).

Now to pass from (A3) to (A4) for Anderson potentials,
one needs to show that N,(E) behaves exponentially at the
bottom of the spectrum so the polynomial correction could
be absorbed. The arguments that we outlined in the beginning
of this sketch are helpful, albeit one-sided and too crude (we
note that the actual precision of the exponential-type estimates
needed for such an absorption supersedes even what has been
known for classical Lifschitz tails). However, here we restrict
our attention only to principal challenges, and perhaps it is fair
to say that the biggest problem is the nonlocal character of u:
even if V is literally zero on a cube, the boundary data on dQ
could make u itself arbitrarily small or large.

It turns out that the solution to the problem lies in the fact
that the problem is bigger than anticipated. We show that not
only the landscape can be large in Q when its boundary data
on dQ is large but, actually, if u is large somewhere in Q and
V is non-negligible, than there is a point on dQ (or close to
it) where u is even larger. This result comes with quantitative
estimates and, ultimately, allows one to set up a multiscale
argument and conclude that u blows up at the boundary of
the entire domain, arriving at a contradiction. This shows that
too large values of u (equivalently, too small values of 1/u)
have the same probability as negligible values of V, that is, an
exponentially small probability.

To be a little more precise, we want to study the local
behavior of u on those cubes Q of side length r ~ E~!/? where
the potential has at least ¢ portion of non-negligible values:

Card{ie Q:V, > E} > er’. (A5)

~

This is exactly the setting in which u being large deeply
in the interior of Q implies that # on the boundary is

even larger. Suppose ming 1 < 1/72, i.e., maxgu 2 r*. Let
(W1+er)Q D Q be a slightly larger cube of side length
/1 4+ e r. Using some PDE considerations, starting from the
subaveraging property for the Laplacian, one can show that
whenever (A5) is true the maximum of u on (/1 +¢&r)Q
increases at least by a factor (1 + ¢) compared to the val-
ues of u in Q/2. One can gain some intuition looking at a
precursor of this effect in 1D. Indeed —u” + Vu = 1, which
means that every time u is large and V is non-negligible, the
second derivative of u grows by this large amount and, hence,
u becomes substantially larger at least in one direction. If
V is negligible, for instance zero, then the second derivative
drops by 1, but overall the growth is overwhelming. Somewhat
similar, although much more technical considerations apply
in higher dimensions as well. In particular, one can find an
i’ in the +/1 + e-enlarged cube such that uy > (1 + &)r?. In-
ductively, if the next </1 + e-enlarged cube again has at least
¢ portion of V = E, one can repeat the above construction
and, ultimately, we obtain a sequence of i, such that u;, 2
(14 &)*r> — oo as k — oo. This leads to contradiction at
infinity or, if the domain is finite, to violation of the boundary
data on the boundary of the entire domain. To prevent the con-
tradiction, one has to exclude the events of the form (A5), with
growing side length r; ~ (1 + &)*r. The total probability of
these events can be estimated by Y, e~"f ~ ¢~ " which
leads to the bound N, (E) < e,

In the other direction, (A1) implies that for cubes of side
length r ~ E~1/2,

inn 1/u < avegV +E. (A6)

Therefore, P(ming 1/u < E) > P(avegV < E), which can
also be bounded from below by e=£~*. All in all, we get

exponential bounds for N,(E) near E = 0 which allows us to
self-improve (A4) to (A3), as desired.
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