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ABSTRACT

Almost all aspects of modern automobiles are controlled by embed-
ded computers, known as Electronic Control Units (ECUs). ECUs
are connected with each other over a Controller Area Network
(CAN) network. ECUs communicate with each other and control
the automobile’s behavior using messages. Heavy vehicles, unlike
passenger cars, are constructed using ECUs manufactured by dif-
ferent Original Equipment Manufacturers (OEMs). For reasons of
interoperability, the Society of Automotive Engineers (SAE) man-
dates that all ECUs should communicate using the standardized
SAE-J1939 protocol that gives semantics to the signals transmit-
ted on the CAN network. Security concerns have been historically
ignored in protocols and standards. Consequently, an ECU hav-
ing malicious code can spoof other ECUs, e.g., a message can be
injected through the OBD-II port or the telematics unit into the
internal network to interfere with the behavior of the vehicle. In-
trusion Detection Systems (IDS) have been proposed and utilized
to detect various types of security attacks. However, such systems
are only capable of detecting attacks and cannot mitigate them.
A compromised ECU may generate invalid data values; even if
such invalid values are detected, there is still a need to counter
their effects. Almost all prior works focus on detecting attacks. We
demonstrate how to make the vehicle resilient to attacks. We ana-
lyze the log files of real driving scenarios and show ECUs are sig-
nificantly dependent on other ECUs to operate. We demonstrate
that parameters of a compromised ECU can be reconstructed from
those of other non-compromised ECUs to allow the vehicle to con-
tinue operation and make it resilient to attacks. We achieve this
by modeling the behavior of an ECU using the multivariate Long
Short-Term Memory (LSTM) neural network. We then reconstruct
compromised ECU values using information obtained from trust-
worthy ECUs. Despite some levels of errors, our model can recon-
struct trustworthy data values that can be substituted for values
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generated by compromised ECUs. The error between the recon-
structed values and the correct ones is less than 6% of the oper-
ating range for the compromised ECU, which is significantly low
and can be substituted. Our proposed approach makes the vehicle
resilient without requiring changes to the internal architecture.
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1 INTRODUCTION

In the United States, trucking is a critical part of the nation’s eco-
nomic infrastructure carrying 62.7% of the tonnage and 61.9% of
the value of all goods shipped, coming to a total of $11.2 billion
as of 2016. This amount is projected to increase to $18.7 billion
by 2045. The increase in e-commerce since the year 2000 has only
served to increase truck traffic in urban and residential areas [3].
As a result, cybersecurity attacks that target heavy vehicles, in-
cluding trucks, represent a severe threat to both the nation’s in-
frastructure and economy. Moreover, the increased use of embed-
ded computers, networked controllers, and associated software has
caused the attack surface of heavy vehicles to expand. To ensure
interoperability between components and provide a uniform diag-
nostic standard, heavy vehicle embedded networks use a standard-
ized protocol known as the Society of Automotive Engineers (SAE)
standard SAE-J1939 [2]. These standards were designed without
considering any security issues.

A lack of attention to security during the design of vehicle net-
work standards has left them vulnerable to attacks [16, 29]. Spe-
cific to heavy vehicles, Mukherjee et al. [20] demonstrated multi-
ple forms of Denial-of-Service (DoS) attacks that targeted the SAE-
J1939 protocol directly. Injection attacks against the SAE-J1939
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protocol were demonstrated by Burakova et al. [5] that are ca-
pable of taking over select functions of a heavy vehicle, such as
disabling a driver’s ability to accelerate. Previously, security con-
cerns in-vehicle networks were downplayed because of the need
for physical access. However, a more comprehensive analysis of
vehicle attack surfaces has found several attack vectors that can
be exploited remotely [6]. In heavy and commercial vehicles, the
rise of telematics opens up a significant attack vector that exposes
the SAE-J1939 embedded network. Such attacks can damage the
heavy vehicle, jeopardize its behavior, and even cause loss of life.
In June 2020, the UNECE World Forum for Harmonization of Ve-
hicle Regulations (WP.29) adapted a new international automotive
security regulation. While such attempts can mitigate the cyberse-
curity risks posed to vehicles, there is a need to mitigate attacks
for vehicles on the roads.

1.1 Limitation of Existing Approaches

With an ever-increasing attack surface and a lack of built-in secu-
rity features, reactive security mechanisms that can detect and mit-
igate the effects of attacks will be critical to securing heavy vehicle
networks. Most of the works in heavy vehicle security either fo-
cus on simulating attacks or develop Intrusion Detection Systems
(IDS) that can detect attacks and notify the system [7, 8, 21, 23,
25]. Existing IDSs can only detect compromised devices through
anomalous values generated by them. Along with IDSs, we need
mechanisms that will make vehicles resilient to attacks. In other
words, when an anomalous value has been detected by a compro-
mised or spoofed device, we need mechanisms that will replace
the compromised values with correct ones. Such mechanisms will
make heavy vehicles more resilient to attacks.

1.2 Our Approach

Our research is a step towards making heavy vehicles more re-
silient to cyber-attacks. We develop a machine learning model of
the system with reasonable accuracy and robustness in the event of
an attack. Specifically, we demonstrate that if an Electronic Con-
trol Unit (ECU) has been compromised, how its data values can
be reconstructed from non-compromised values. Our proposed ap-
proach has the capability to mitigate the effects of that attack once
it has been detected by some existing IDS.

In a heavy vehicle, the ECUs communicate with each other us-
ing the SAE-J1939 protocol. For this, various types of messages are
sent, some periodic and some aperiodic. Some messages are broad-
cast, whereas others are destination-specific. We begin by develop-
ing a model of the data transmitted using the SAE-J1939 protocol
in a heavy vehicle that can serve as a fingerprint for the system.
This fingerprint can learn the behavior of the ECUs embedded in
the vehicle. We use Long Short-Term Memory (LSTM) neural net-
work, which is a form of Recurrent Neural Network (RNN) that
has proven effective in modeling complex multivariate time series
data [12, 14], for our work. Our approach is to train multivariate
LSTM models when multiple values generated from ECUs have
been used as input so that the models may learn the relationships
between the different vehicle parameters.

Subsequently, the multivariate approach will leverage the addi-
tional information gained from the dynamical system to fine-tune
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the fingerprint. Our core hypothesis is that LSTM models that can
learn relationships between large number of inputs will perform
better than LSTM models that rely on fewer inputs. While the sto-
chastic nature of neural network training means there is no way to
guarantee what influence each input will have on the final model,
we will use the Pearson correlation coefficient technique to exam-
ine the models after they have been trained to determine the num-
ber of inputs used by the models.

Once an attack is detected, our proposed approach can recon-
struct the vehicle’s parameter data that has been compromised by
the attacker, taking the use of multivariate LSTM. If the multivari-
ate model can learn enough relationships between inputs, a tar-
get output can be reconstructed using only these alternate inputs
while ignoring the original, compromised data. Such data can be
used to mitigate the effects of an attack if one is detected and has
the added benefit that reconstructed data are immune from the ef-
fects of the compromised data.

We empirically show how our proposed approach can recon-
struct compromised sensor values. During experiments, we use
Controller Area Network (CAN) log files of a real-driving vehi-
cle and train LSTM network. We assume that each sensor value
obtained from the ECU can be compromised regardless of adver-
sary access and knowledge. We reconstruct each sensor value us-
ing other trustworthy values that exist on the CAN network. Our
results significantly improve existing statistical approaches; the er-
ror, at most, is only 6% of operating ranges for sensor values in all
cases we have conducted our experiments.

The contributions of this paper are:

e We state the limitations of existing work which focus on
IDSs that can detect attacks but are unable to mitigate them.

e We develop and evaluate multivariate LSTM reconstructive
models for SAE-J1939 heavy vehicle network vehicle data.
Such a model can be used as a trusted source of data in the
presence of an attack.

e We demonstrate that for specific target inputs, the multi-
variate LSTM models use data from multiple inputs to in-
form and improve the accuracy of the trained models. We
compared our results with two predictive models of Naive
PCHIP. These two models use values of targeted Suspect Pa-
rameter Number (SPN) for prediction. While our proposed
reconstructive model does not use past values of targeted
SPN, it’s performance is comparable to that of predictive
models.

e We illustrate how compromised data can be reconstructed
using specially crafted LSTM models. These models only
draw on inputs other than the target output to reconstruct
the target input, thereby preventing the compromised data
from affecting the prediction.

The rest of the paper is organized as follows. In Section 2, we
provide the background of CAN and SAE-J1939 protocols followed
by related literature on defense and attacks against heavy vehicles.
In Section 3, we explain our data collection and preprocessing. In
Section 4, we describe the proposed approach with three methods
of Naive, linear, and LSTM. In Section 5, we create the experimental
configuration and discuss our results. In Section 6, we conclude the
paper and mention some future work.
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2 PREREQUISITE AND RELATED WORK

2.1 Standards

2.1.1  CAN Bus. Development of the CAN started at Robert Bosch
GmbH and was released in 1986 [1]. CAN employs a two-wired
differential bus, which supports speeds of up to 1 Mbit/s. The ini-
tial version, CAN 1.0, used 11 bits for the identifier fields, which
has since been upgraded to 29 bits in CAN 2.0 called an extended
version. The protocol establishes a priority mechanism to prevent
message collision on a shared bus; a lower value of the identifier
specifies a higher priority for the sender [22]. CAN 1.0 was pro-
posed in a time when neither the Internet nor concepts of virus
and worm were prevalent [8] and security was not a concern. This
is evident in the fact that the CAN protocol alone does not address
any security concerns.

2.1.2  SAE-J1939 . The CAN bus forms the lower layer of a vehi-
cle’s network. SAE-J1939 constitutes the upper layers of a heavy
vehicle’s network. The SAE-J1939 protocol allows ECUs from mul-
tiple vendors to communicate. SAE-J1939 defines five layers in
the seven-layer OSI network model, including the CAN ISO 11898
specification, and uses only extended frames with a 29-bit identi-
fier for the physical and data-link layers. Protocol Data Unit (PDU)
is a block of information transferred over the internal network.
Each PDU in the SAE-J1939 protocol consists of seven fields: prior-
ity (P), extended data page (EDP), data page (DP), PDU format (PF),
PDU specific (PS) (which can be a destination address, group exten-
sion, or proprietary), source address (SA), and data field. There is
also a reserved field Reserved (R) with a one-bit length for further
usage. These fields are all packed in one data frame and sent over
the physical media to other network devices. The combination of
the PF and the PS fields derives two important parameters: Param-
eter Group Number (PGN) and Destination Address (DA). PGN is
used to group similar vehicular parameters in one single message
frame. Each parameter is referred to as SPN. Each SPN defines how
the application layer can interpret some portion of the data field.
DA specifies the destination of the message.

2.2 Introduced Defense Mechanisms

Daily et al. [11] were instrumental in connecting security researchers
with the heavy vehicle industries. The authors prototyped a re-
motely accessible testbed to evaluate and improve existing and
new domain-specific security technologies. The system relies on
embedded Linux-based node controllers that can simulate the sen-
sor inputs to various heavy vehicles ECUs. The node controller also
monitors and affects the flow of network information between the
ECUs and the vehicle communications backbone on the SAE-J1939
and J1708 networks. Many concepts from the IT networks, such
as securing the network, cryptography, proposed attacks, and de-
fense mechanisms, have been adapted for the internal network of
automobiles. The proposed countermeasures can be classified into
proactive and reactive mechanisms [19].

2.2.1 Proactive Mechanisms. Proactive mechanisms focus on im-
proving protocols, applications, systems, etc. to prevent the occur-
rence of any attacks. These mechanisms are not foolproof [19], but
can be remarkably effective. The CAN and SAE-J1939 protocols
do not support authentication and encryption, so a wide range
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of attacks can be launched. Towards this end, Murvay and Groza
[22] proposed a mechanism to include message authentication on
the protocol and evaluated the overall overhead on network com-
munication. However, even with an authentication mechanism on
the CAN bus, the maximum payload length is only 8 bytes, so
the available space for an encrypted Message Authentication Code
(MAC) is minimal [7]. Multiple solutions have been proposed to ad-
dress this limitation. These include sending MAC in multiple data
frames, using multiple CRC fields, or exploiting an out-of-bound
channel for message authentication [7, 24, 26, 28]. Although proac-
tive mechanisms can prevent attacks, they require changing the
protocols, applications, and hardware. These types of solutions are
unrealistic as they do not consider vehicles that are currently op-
erational.

2.2.2  Reactive Mechanisms. Reactive mechanisms detect an attack
or an impending attack and reduce its impact on the victim’s vehi-
cle at the earliest and provide a response mechanism to either block
the attack or alert other systems [19] while trying to minimize the
number of false-alarms !.

The physical signal characteristics have been recently used to
fingerprint ECUs connected to the CAN bus using voltage or time.
Murvay and Groza [21] have authenticated messages on the CAN
bus using physical characteristics of ECUs. The approach requires
measuring the voltage, filtering the signals, and calculating mean
square errors to uniquely identify ECUs. The signals from different
ECUs showed minor variations in, for example, how the fast-rising
edge is set up or how stable a signal is. Although these characteris-
tics remain unchanged over a period of several months, there are
certain limitations. Examples include results varying with changes
in temperature [10]. Furthermore, their method was evaluated on
the low-speed bus with trivial ECUs, not on the high-speed bus
with critical ECUs. In addition, the authors did not consider colli-
sion situations that would impact the identification mechanism [9].

Cho and Shin [7] proposed a time-based IDS. The clock offsets
and skews of asynchronous nodes depend solely on their local
clocks, thus distinct from others. Their method detects anomalies
based on clock skew of different ECUs connected to the bus. The
approach measured intervals of periodic messages for different
ECUs to measure unique clock skews for each ECU. However, this
method can be defeated in specific ways. For example, if an adver-
sary can match the clock skews of a tampered device with that of
the actual one, this approach does not work [27]. Moreover, this
approach does not work for non-periodic messages.

Machine learning algorithms are widely used for levels higher
than the physical layer. Learning algorithms have the ability to
learn patterns and detect any deviation outside of an acceptable
threshold. Hence, these algorithms have been widely employed to
create detection mechanisms. Kang and Kang [15] proposed an in-
trusion detection model that discriminates between regular and
abnormal packets in an embedded vehicles network by using a
Deep Neural Network (DNN). As this algorithm tested only one
type of attack, it is unclear how this mechanism will detect more
complex attacks. Furthermore, it authenticates targeted fields with
other current field values but does not take into account previous

1A false-alarm occurs when an alert is not due to an actual attack.
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values of the fields. An attack message that is consistent with other
feature values can bypass this algorithm.

Chockalingam et al. [8] investigated the use of different ma-
chine learning algorithms in detecting anomalies in CAN packets
or packet sequences and compared the algorithms. They used Long
Short-Term Memory (LSTM) to consider the sequence of inputs
for labeling the dataset. While they did not report the accuracy,
the Area Under Curve (AUC) for Receiver Operating Characteris-
tic (ROC) curve varies from 82% to 100% in different situations.

Narayanan et al. [23] introduced OBD Secure-Alert, which de-
tects abnormal behavior in vehicles as a plug-n-play device on vehi-
cles. They used Hidden Markov Model (HMM) to decide whether
a vector is normal or not. HMM considers just a single previous
vector, so Narayanan et al. added more previous messages to each
learning vector.

Shirazi et al. [25] presented a modular machine learning-based
approach to obtain a fingerprint of a vehicle’s embedded network.
Specifically, this approach uses data taken from the SAE-J1939 SPNs,
which represents the actual physical state of the vehicle consisting
of values captured through sensor readings and command/control
messages, not just relying on metrics gleaned from the data link
layer. By using the actual vehicle data off of the SAE-J1939 bus,
the intrusion detection system is able to detect anomalies originat-
ing from almost any source. The authors collected datasets from a
heavy vehicle under various real-world driving scenarios injected
with labeled anomalies. The authors were able to detect 98-99% of
the malicious messages injected to the bus. Using this approach, at-
tacks that alter the data contained in the SAE-J1939 protocol can
be easily detected; such situations occur when a trusted ECU in the
embedded vehicle network becomes compromised. However, this
approach has the following limitations. First, the system relies on
labeled anomalous data for constructing the supervised training
dataset. Second, the approach only detects malicious behavior and
does not mitigate attacks.

2.3 Attacks Against Heavy Vehicles

The SAE-J1939 communication protocol used in heavy vehicle em-
bedded networks and the CAN network bus it is built on are both
unencrypted and lack any way to authenticate packet source. Be-
cause of this, attacks have been demonstrated by Burakova et al. [5]
that require nothing more than an ability to inject packets onto the
target’s network bus. The attacks described in the paper used two
different strategies for injecting packets into the network. The first
is a spoofing attack that utilized specially crafted packets to alter
the output of the heavy vehicle’s controllers, such as the instru-
ment cluster. The authors precisely controlled the output of the ve-
hicle’s speedometer, tachometer, etc. just by manipulating values
within specific SPNs. This type of attack occurs because of the lack
of security inherent in the underlying protocols. However, it can
be observed that the SPN values engineered by the attackers will
deviate from the valid SPN values purposefully and, therefore, the
actual physical state of the vehicle. A basic example of this is alter-
ing the speedometer reading while the vehicle is parked. While the
speedometer value may indicate the vehicle is moving, the wheel
speed sensors, engine rpm, and other readings would contradict
this.
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The authors’ second form of attack was a replay attack where
they recorded protocol traffic during specific periods of operation,
such as driving down the highway, and then replayed that sequence
of messages at other times. Using this method, the vehicle could be
tricked into accelerating while at a standstill without input from
the driver. While a replay attack may not allow an attacker to al-
ter the vehicle state as precisely as a spoofing attack, the replay
attack has several advantages that make it harder to detect. If im-
plemented carefully, a replay attack may almost perfectly replicate
not just the protocol message contents but even the lower-level
timing of the bus. Also, because the data being replayed is from
the actual running of the vehicle, the replayed data will naturally
be very accurate to the original physical system. Detecting this at-
tack should still be possible because the vehicle state encoded in
the replayed packets will conflict with the actual vehicle state that
is still being transmitted by the real hardware.

2.4 Remote Attacks Against Passenger Vehicles

While heavy vehicles and passenger vehicles do not share the same
upper-layer protocol, they both use the same underlying CAN bus
for communication between the embedded controllers. Many of
the same forms of attack that are effective against passenger ve-
hicles can be used against heavy vehicles. Miller and Valasek [18]
targeted passenger vehicles and successfully attacked a vehicle re-
motely over a cellular modem. The severity of the vulnerabilities
demonstrated and the impact the findings had, including a vehicle
recall by Chrysler, is significant.

This work is significant because the attack into the internal em-
bedded network came from a telematics system. These systems
are generally not considered an essential controller in a vehicle’s
design and operation. Further, the vulnerable device was a com-
bined audio, display, telematics unit, sometimes referred to as an
“infotainment” system. While the remote attack over a cellular net-
work was severe, the vulnerable infotainment system also had vul-
nerable WiFi and Bluetooth transceivers. These examples serve
to illustrate how, as vehicle network complexity and connectivity
increase, the attack surface will also continue to increase. Thus,
we cannot assume that attacks will only come from foreign de-
vices connected to the vehicle network in the future. Due to the
increased attack surface and benefits of remote exploitations, at-
tacks will likely occur due to the use of legitimate OEM hardware
devices that have been compromised remotely.

3 DATA PREPARATION AND FEATURE
ENGINEERING

This section details the collection and feature engineering steps
used for preparing the data used in the experiments.

3.1 Data Collection and Representation

We use the previously captured CAN bus log messages at the Uni-
versity of Tulsa to create the dataset. For security reasons, we can-
not release information about the model or manufacturer of the
vehicle. The vehicle was driven on a closed course for more than
12 minutes, and a 1.4 million CAN messages were captured. For
capturing messages, a SAE-J1939 protocol logger is connected to
the vehicle’s diagnostic port during driving. In total, there were 96
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Figure 1: Engine Speed (SPN 190) and Wheel speed (SPN 84) of the vehicle during the logged experiment.
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Table 1: Listing of all SPNs we conducted experiments in this study, their operating range (or data range), units and transmis-

sion rates

Parameter Group Number (PGN) PGN Label SPN  SPN Label Data Range  Units Rate
FD9%4 Electronic Engine Controller 7 27 EGR Valve Position 0 to 160.6 % 100 ms
FEF1 Cruise Control Speed 84 Wheel-Based Vehicle Speed 0 to 251 km/h 100 ms
FEDB Engine Fluid Level Pres. 157  Engine Fuel Injector Metering Rail Pres. 0 to 251 MPa 500 ms
FEF2 Fuel Economy (Liquid) 183  Engine Fuel Rate 0 to 3212 L/h 100 ms
FEF2 Fuel Economy (Liquid) 184  Engine Instantaneous Fuel Economy 0to 125 km/L 100 ms
F004 Electronic Engine Controller 1 190  Engine Speed 0 to 8031 rpm 20 ms
FEBF Wheel Speed Information 904  Front Axle Speed 0 to 250 km/h 100 ms
FEA6 Intake Manifold Information 1~ 1127  Engine Turbocharger 1 Boost Pres. 0 to 8031 kPa 500 ms
FDB3 AT 1 Outlet Gas 2 3246 AT 1 Diesel Particulate Filter Outlet Temp. -273t0 1734  °C 500 ms
FD8C AT 1 Gas Parameters 3609 AT 1 Diesel Particulate Filter Intake Pres. 0 to 6425 kPa 500 ms
FD3E AT 1 SCR Exhaust Gas Temp. 1 4360 AT 1 SCR Intake Temp. -273t0 1735 °C 500 ms
FD3E AT 1 SCR Exhaust Gas Temp. 1 4363 AT 1 SCR Outlet Temp. -273t0 1735 °C 500 ms
FD20 AT 1 Diesel Oxidation Catalyst 4765 AT 1 Diesel Oxidation Catalyst Intake Temp. -273 to 1735 “C 500 ms
FD20 AT 1 Diesel Oxidation Catalyst 4766 AT 1 Diesel Oxidation Catalyst Outlet Temp. -273 to 1735 °C 500 ms
FCFD Electronic Engine Controller 9 5313 Commanded Engine Fuel Rail Pres. 0 to 251 MPa 100 ms
FCC5 AT 1 SCR Exhaust Gas Temp. 2 5862 AT 1 SCR Intermediate Temp. -273t0 1735 °C 500 ms

different PGNs in the log file, and we used SAE-J1939 standard to
convert raw data from CAN network into SPNs values.

3.2 SPN Selection.

as temperature, pressure, RPM, etc. The SPNs selected were of the
“Measured” type, ie. continuously sampled. A summary of the SPNs
used as input for this experiment can be found in Table 1.

Figure 1 shows physical movement of the vehicle, during this

Since the learning algorithms need adequate data to learn the pat-
tern, we had to select SPNs which had at least 500 messages in the
log file. Applying this condition, 16 SPNs were selected from multi-
ple subsystems representing different physical measurements such

experiment, with plotting two SPN values of Engine Speed (SPN
190) and Wheel Speed (SPN 84). For example, the vehicle’s speed
has been decreased and increased multiple times, and there are
periods during which the vehicle was stationary.
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3.3 Data Representation.

In this article, we denote our multivariate input matrix as X €
R™7 where n is the number of inputs to the model, and 7 is the
number of input samples. Further, our time series input is repre-
sented as a vector sequence:

T
x(t) x(t) t=12,.

1) _ |,
x(®) = X)Xy X | 2,0, T

1

3.4 Data Downsampling

Multivariate LSTM models are not designed to handle inputs of dif-
ferent sampling rates. All input sequences to an LSTM model must
be of equal length. The SAE-J1939 protocol carries SPN data from
a wide variety of sensors and ECUs that have varying sampling
rates from as little as 20 ms to as much as a minute. Some SPNs
may even be sampled asynchronously. Neither the CAN protocol
nor SAE-J1939 have a shared master clock and neither make any
timing guarantees resulting in samples that may not be aligned.

There are multiple approaches to resampling multi-rate signals,
including interpolation and decimation, which use frequency do-
main analysis. However, these approaches are computationally in-
tensive and introduce assumptions that may bias the training of the
LSTM model. Downsampling by throwing out intermediate values
introduces aliasing noise into the signal, but we believe that the
LSTM model can overcome this noise to produce good predictive
results.

We chose to model the effect of a one-sample deep buffer where
the model input at each sequential time step is equal to only the
most recently received value for that SPN. For each input sequence
x; fori=1,2,...,n, timestamps were recorded for each packet re-
ception. These timestamps comprise an index series S;, with each

(®)

;~ representing the time of reception for

each data point xl.(t) . A new index series s;(t) is generated for all

inputs with a new index t = 1,2,..., 7 and a new sampling period
T = 500ms, the longest sampling period of the SPNs in the experi-
ment. To simulate the buffer, for each new time step ¢T, the most
recent past value is selected:

element of the series s

sl{(t) =max({s € S; | s <tT}) )
The resampled input sequence x; is then given by:
/(t)
A =) ®

3.5 Data Scaling

To aid in the training and performance of neural networks, it is
standard practice to rescale inputs to the range [0, 1]. Simple min-
max scaling is utilized where each scaled input is given as:

* xj — min(x;)
xp = - minba) @
max(x;) — min(x;)
Output predictions £* from the model for each target SPN i must
be re-scaled back to the original range of the SPN:

®)

£ = £} (max(x;) — min(x;)) + min(x;)
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4 OUR APPROACH

In this section, we review the theory behind each of the two ap-
proaches of predictive and reconstructive followed by threat adver-
sary and threats against this system. Predictive models use previ-
ous values of targeted SPNs to predict values in the future. For
predictive models, we propose (i) naive, and (ii) Piecewise Cubic
Hermite Interpolating Polynomial (PCHIP) method. Reconstruc-
tive models does not use targeted SPNs and reconstruct targeted
SPNs by using other SPNs. We propose LSTMs method for recon-
structive approach. Predictive and reconstructive models will be
utilized to perform single-time step prediction iteratively over the
input data sequence.

4.1 Predictive Approach

4.1.1 Naive Method. The input data used in this experiment comes
from a range of sources with very different dynamics, from slow-
moving temperature values to fast-moving, state-dependent boost
pressure values, which makes finding a statistical model to serve
as a point of comparison to our proposed LSTM model difficult. To
serve as point of comparison for the prediction performance, we
will use the naive method:

24D (0

(6)

Equation 6 shows that the output of the naive method for each
given input is equal to the input, and the error would be the changes
of input values between two consequent timestamps.

4.1.2  PCHIP. PCHIP is an statistical approach that is being used
to approximate some function f, with y = f(x). This algorithm uses
monotonic cubic splines to find the values for new points. That pre-
serves monotonicity in the interpolation data and does not over-
shoot if the data is not smooth. It also could be used to extrapolate
values for unseen out-of-bounds points.

4.2 LSTM Reconstructive Approach

In this section, we will give a brief overview of the functioning of
an individual LSTM cell within a larger model [12, 14]. SPN val-
ues on the CAN bus network are a stream of packets consisting
of multiple sub-sequences where the data exhibits temporal de-
pendencies within each sub-sequence. LSTM networks have been
highly effective in modeling such temporal sequences as demon-
strated in problems like unconstrained handwriting recognition
[4], speech recognition [13], image captioning [31] and anomaly
detection [30], among others. LSTMs exhibit two levels of recur-
rence: one within each cell where a self-loop exists between the
components of the cell, and another is the recurrence among the
cells that form the outer RNN structure. For each input time step ¢,
it uses both the input x(*) and the output from the previous time
step h{'=1 to calculate the output h(9). h for “hidden” is used in
machine learning contexts to output a single layer. LSTMs improve
upon standard RNNs with two key elements. First is the addition
of a cell state variable ¢ that is passed on during each time step
in addition to the previous output value h(~1)_ This internal state
acts as the cell’s long-term memory. The second element is three
gates f(t>, i) and 0, the forget, input, and output gates respec-
tively that control the flow of information through the cell. Each
of these gates is controlled by a set of weights W, U, b, the input
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weights, recurrent weights and, biases respectively. The equations
for the gates are defined as:

£O = o wpx® + Upn D 4 by @)
i) = o (Wi + U + by ®)
o) = o (Wox® + Uph(t~1) + b, )

Where o is the sigmoid recurrent activation function with a
range [0, 1], which allows gates to turn “off” and “on” respectively.
There is also a set of weights and biases for the update of the cell
state:

¢ = pO (=1 4 4(8) tanh(ch(t) +URED 4 bc) (10)

The output of the cell & is computed using the tanh activation
function:

R = o0 tanh(cm) (11)

4.2.1 LSTM Model Architecture. Our model input will have a depth
of 5, 10, or 20 time steps input per iteration for this experiment. We
evaluate which model gives the best performance. Besides, for each
compromised SPN, we will use the other 15 SPNs to predict only
one value ahead of the time. Thus, our output will be predicting
one-time steps in the future for one feature at a time. Each of the
16 SPNs will have a separate model trained for them.

The model architecture selected for this experiment has a stack
of two LSTM layers with 64 units each. A final densely connected
layer takes the output of the second hidden LSTM layer and out-
puts the final prediction.

4.2.2 Model Training. A 75/25 train/test split was used when par-
titioning the data. Due to the sequential nature of time series data,
care must be taken to ensure that out-of-order samples are not pre-
sented to the model. The last 25% of the training data was selected
as the test set, and all performance evaluations were done against
that subset.

For training, Mean Squared Error (MSE) was used for the loss
function. The Adam optimizer was used with a learning rate of
0.001, 1 = 0.9 and fiz = 0.999 [17]. Learning rate decay was not em-
ployed. The training was performed for 1000 epochs with a batch
size of 100. For computational efficiency, checkpointing is used to
save the best-performing model.

4.3 Threat Modeling

We have the following assumptions to model the adversary and
attacks. We assume that the adversary can receive and decipher
all packets on the CAN bus. Besides, the adversary can send mes-
sages that are fully compatible with SAE-J1939 on the bus, such as
sending messages to a specific ECU or broadcasting messages. In
addition, the adversary can send messages in the desired frequency
and priority. As there is no security mechanism in the SAE-J1939
the adversary can impersonate other ECUs and send messages on
their behalf.

We also assume an IDS mechanism in the network can detect
and label adversarial behavior and compromised devices and SPN.
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This IDS is required for our proposed model to know which signal
is non-trustworthy and needs to be reconstructed.

5 EXPERIMENTS AND EVALUATION

In evaluation, one step ahead prediction is performed over the test
data sequence for each of the three predictive models: (i) naive, (ii)
PCHIP, and (iii) LSTM reconstruction. We use naive and PCHIP
for comparison. Two models are using a targeted SPN value for
prediction, while the LSTM reconstruction model does not have
access to targeted SPN and uses other SPN values for prediction. In
other words, two models of naive and PCHIP predict SPN values
based on previous values of the same SPN, but LSTM models do not
do so. Our hypothesis here is that our predictive LSTM model can
be used to generate trustworthy values for a compromised SPN if
an IDS detects it without using any of its past compromised values.

5.1 Correlated SPNs

We assume that each SPN in the system can be compromised. Thus,
we create a specific LSTM model to re-construct targeted SPN val-
ues. This enables the resiliency of the system when a threat persists.
For each LSTM model of targeted SPN, we need to specify what
other SPNs are required to be added in the input vector of LSTM
models for the reconstruction. In other words, which other SPNs
can be used to reconstruct values of compromised SPN. Using all
available SPNs may be one approach; however, all SPNs may not
be useful or related and may not converge in the training phase.
Therefore, for each SPN, we used Pearson correlation coefficient
to detect related SPNs of each targeted SPN. This model measures
the linear correlation between two sets of data. One limitation is
that this approach only considers the linear relationship between
variables. We cover this limitation with testing LSTM models with
all available SPNs.

Pearson correlation coefficients range between —1 and +1, with
+1 representing a positive correlation and —1 representing a neg-
ative correlation. A positive correlation means when the variable
increases, the other one increases as well, and vice versa. A neg-
ative correlation means variables are changing in different direc-
tions, e.g. when a variable increases, the other one decreases. 0 also
represents no linear correlation. Our study only needs to know
which two pairs of values are moving together, regardless of direc-
tions. Thus, we use absolute values of coefficients instead. Figure
2, shows correlation between each pairs of SPN in our experiment.
For example, (84, 904) and (4363, 5862) are highly correlated, while
(157,4363) are not linearly correlated.

5.2 Selected Input SPNs for Compromised SPN

For visualizing correlation between different SPNs, we draw two
directed graphs of correlated SPNs relation. Each graph, in Figure
3, shows top 5 (or 10) most related SPNs. Each node in the graph
representing one SPN in our study has 5 (or 10) incoming nodes
from the most correlated other SPNs. For example, Node 184 (SPN
184) has five incoming nodes from 904, 84, 1127, 27, 183.

These two graphs also show which SPNs are correlated to others
and which ones are not. For example, 9 SPNs are dependent on SPN
4765 while no other SPNs are dependent on SPN 184 when we only
consider the top 5 correlated SPNs in Figure 3a.
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Figure 2: Coefficient heat map matrix. This heat map matrix shows the coefficient values when Pearson algorithm was used.
The larger values (represented in darker color) show two SPNs are more related. The values close to zero ( are shown in lighter

color) mean two SPNs are not linearly related.

For each SPN, we created three LSTM models. The difference
between the three networks is the number of SPNs that have been
used as input for predicting the targeted SPN. For the first network,
we selected 5 and 10 most related SPNs from Figure 2. We also
created another model with all 15 available SPNs. We call these
multivariate LSTM models as LSTMs, LSTMjo, and LSTMj5 respec-
tively.

5.3 Predictive and Reconstructive Performance

We define two tasks to create predictive and reconstructive models.
Two models of naive and PCHIP predict new values of a targeted
SPN based on previous values of the same SPN. Thus, we call this
task prediction. LSTM models do not have access to previous val-
ues of the same targeted SPN. These models reconstruct targeted
SPN values based on values from other SPNs. This task is called
reconstruction. The comparison between these two approaches is
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unfair, as these algorithms are not conducting the same task. LSTM
model is conducting a relatively more complex task.

To evaluate predictive and reconstructive performance, we used
mean error between the actual SPN values x; and the predicted or
reconstructive values x;. Evaluation results can be seen in Table 2.

It can be seen in Table 2 that for some tested SPNs, the multi-
variate LSTMs model provides similar performance to naive and
PCHIP methods. Nonetheless, LSTM models have shown reason-
ably good performance or even better. For example, Turbocharger
Boost Pressure (SPN 1127), is one which shows improvement.

In addition LSTM models that use more SPNs to reconstruct tar-
geted SPN are performing better except a few SPNs like (4363, 4765,
and 4766). We added SPNs sorted based on correlation. It shows
that when more correlated SPNs were available, the model recon-
structed targeted SPN better. For the exception, the difference is
not significant. It means all correlated SPNs have been added, and
adding new SPN does not improve the performance.
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904

(a) SPNs correlated to 5 most related SPNs (b) SPNs correlated to 10 most related SPNs

Figure 3: A graph shows each SPN related to which other SPNs. Left (3a) shows each SPN is related to top 5 most related SPNs
and right (3b) shows top 10 SPNs.

Table 2: Reconstructive LSTM models performance as compared to predictive models of Naive and PCHIP. LSTM networks
are reported based on the number of SPNs used for reconstruction, 5,10 and, 15 SPNs. Best performance for each approach are
highlighted in bold.

SPN Predictive Reconstructive

# Label Unit | Naive PCHIP | LSTMs LSTM;, LSTM;is

157  Injector Metering Rail Pres. MPa | 9.76 16.62 21.17 18.29 15.81

1127 Turbocharger Boost Pres. kPa | 1238  12.04 18.53 15.46 11.53

3609 Particulate Filter Intake Pres.  kPa 0.49 0.66 1.03 0.99 0.98

5313 Commanded Fuel Rail Pres. MPa | 10.39 20.73 21.24 20.08 19.8
3246 Particulate Filter Outlet Temp. °C | 0.17  0.18 | 14.27 1457 1497

4360 SCR Intake Temp. °C 0.12 0.18 10.14 10.36 9.94

4363 SCR Outlet Temp. °C 0.11 0.16 43.18 42.68 43.19

4765 Catalyst Intake Temp. °C 1.18 2.39 16.15 12.92 14.36

4766 Catalyst Outlet Temp. °C 0.21 0.43 30.16 23.97 24.04

5862 SCR Intermediate Temp. °C 0.12 0.18 10.89 10.53 10.51
7190  EngineSpeed ~ rpm | 4874 5621 | 1739  160.90  149.82

904  Front Axle Speed km/h | 0.98 0.79 5.33 5.22 5.16

183 Fuel Rate L/h 3.57 6.09 8.51 8.41 8.22

184  Instantaneous Fuel Economy  km/L | 2.66 6.82 7.83 6.72 6.23

84 Wheel-Based Vehicle Speed km/h | 0.95 0.58 8.38 7.16 6.57
27 EGRValve Position ¢ % | 444 936 |1490 1101 119
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Figure 4: Comparison of reconstructed LSTM model predictions to the naive model for Turbocharger Boost Pressure (SPN 1127).
The period displayed is from the test data split during the opening of a blow-off valve to illustrate the transient response of
the model. An important feature of the LSTM model is that it does not lag the actual data, and in some SPNs, the model is

leading the actual data.

Not all SPNs tested proved to be a good fit for the multivari-
ate LSTM model, with some performing worse than the baseline
predictive models. In particular, SPNs relating to temperature per-
formed the worst, as can be seen in Table 2 where SPNs relating
to temperature have been grouped in the middle section. One rea-
son for that is that these temperature values were relatively slow-
moving, and some were monotonically increasing over the test in-
terval, two features that are not ideal for LSTM models. Addition-
ally, as we will see below, the temperature models did not make
heavy use of other input variables to help improve their predic-
tions. In the future, it will likely be necessary to perform additional
feature engineering on temperature data to improve the perfor-
mance of the LSTM models.

Further insight can be gained by examining Fig. 4 where we can
see that unlike the naive method, which lags the actual values by
one-time step, both the LSTM model and the LSTM reconstruction
closely follow changes in the actual value and, in some cases lead
it. This ability to anticipate sudden state changes in the dynamical
system indicates that the model uses information from other in-
puts to help its future predictions. If the model were only relying
on current and past values of boost pressure, an aperiodic signal
subject to sudden transients like the opening of the blow-off valve,
it would not have the necessary information to anticipate these
changes see a lag in the predicted values.

5.4 Normalized Error

One limitation in the previous comparison is that we cannot com-
pare the performance of models among different SPNs because the
operating range for each SPN is different thus, the error unit also
will be different. For example, Engine Speed (SPN 190) ranges from
0 to 8032 but SCR Intermediate Temperature (SPN 5862) ranges
from —273.0 to 1735. SAE-J1939 defines this operating ranges for
each SPN. To address that limitation, we defined a unit-less error
metric that does not consider the range or unit of SPNs as follows:

o — (drmax — drmin)

O =
drmax — drmin

(12)
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drmin is the minimum value in the SPN data range, drpqx is the
maximum value in the SPN data range, o is the mean of the error,
and O is a normalized error with respect to the range of data.

If this new error metric is low, the predicted values range sim-
ilar to the actual values, and the model can precisely predict the
targeted SPN. However, if the error values are high, it means the
model failed to predict the compromised SPN precisely and cannot
be used when a threat persists.

The intuition behind this metric is two-fold. First, it makes it pos-
sible to consider the error of different SPNs regardless of the data
range. Second, it better understands the volume of error among
different SPNs as it is normalized.

Figure 5 shows the performance of three models on all 16 SPNs.
For some of SPNs like 3609, 1127, and 4360 the error level is signifi-
cantly low (less than 1%), but, for some other SPNs like 27 and 157,
the error is more (larger than 5%). However, in all cases, the error
rate is not significant. Another observation here is the comparison
between different prediction models. LSTM models perform rea-
sonably well in all cases but have lower performance than naive
or PCHIP models. This performance can still be accepted in case of
compromised SPN to make the system resilient and be operational.

6 CONCLUSION

This work presented a multivariate LSTM approach to creating a
fingerprint of the data carried on an embedded heavy vehicle net-
work utilizing the SAE-J1939 protocol. We addressed the lack of
resiliency in existing IDS for heavy vehicles. While current IDS
can only detect a security incident, our proposed approach utilized
trusted SPNs to reconstruct compromised values. We also have
shown that our approach can learn the complex dynamical rela-
tionships between inputs and that the resulting models can then
leverage this information to outperform the naive statistical ap-
proach. The performance of the models shown here proves the vi-
ability of such a mitigation strategy.

The experiment presented here only uses a small subset of the
SPNs carried within the SAE-J1939 protocol, but this method can
be extended and scaled to include many more. With more SPNs
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Figure 5: Error rate of predictive models (naive or PCHIP) and constructive model (LSTM).

10-
H Naive
I PCHIP
g- W LSTM

available for training, the greater the possibility for additional learn-
ing leading to improved prediction performance. Future work will

include increasing the number of SPNs available for training new

models. One limitation of our proposed approach is that it only

works when only one SPN is compromised. If more than one SPN

is compromised, this approach may not work very well. In the fu-
ture, we will work to address this limitation. We believe that once

these issues have been addressed, we can truly integrate our ap-
proach with an anomaly detection mechanism and provide robust

intrusion detection and mitigation system.
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