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Abstract

By utilizing the perfectly matched layer (PML) and source transfer techniques, the diagonal sweep-
ing domain decomposition method (DDM) was recently developed for solving the high-frequency
Helmholtz equation in Rn, which uses 2n sweeps along respective diagonal directions with checker-
board domain decomposition. Although this diagonal sweeping DDM is essentially multiplicative,
it is highly suitable for parallel computing of the Helmholtz problem with multiple right-hand sides
when combined with the pipeline processing since the number of sequential steps in each sweep
is much smaller than the number of subdomains. In this paper, we propose and analyze a trace
transfer-based diagonal sweeping DDM. A major advantage of changing from source transfer to
trace transfer for information passing between neighbor subdomains is that the resulting diagonal
sweeps become easier to analyze and implement and more efficient, since the transferred traces have
only 2n cardinal directions between neighbor subdomains while the transferred sources come from
a total of 3n − 1 cardinal and corner directions. We rigorously prove that the proposed diagonal
sweeping DDM not only gives the exact solution of the global PML problem in the constant medium
case but also does it with at most one extra round of diagonal sweeps in the two-layered media case,
which lays down the theoretical foundation of the method. Performance and parallel scalability of
the proposed DDM as direct solver or preconditioner are also numerically demonstrated through
extensive experiments in two and three dimensions.

Keywords: Domain decomposition method, diagonal sweeping, Helmholtz equation, perfectly
matched layer, trace transfer, parallel computing

1. Introduction

In this paper, we consider the Helmholtz equation in Rn (n = 2, 3) with the Sommerfeld radia-
tion condition:
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∆u+ κ2u = f, in Rn (1.1)

r
n−1
2

(∂u
∂r
− iκu

)
→ 0, as r = |x| → ∞, (1.2)

where f is the source and κ(x) is the wave number defined by κ(x) := ω
c(x) with ω denoting the

angular frequency and c(x) the wave speed. The Helmholtz equation has practical applications in
diverse areas, such as acoustics, elasticity, electromagnetism and geophysics, in which the compu-
tational costs mainly come from solving the Helmholtz equation numerically. It is a challenging
task to design efficient and robust solvers for the Helmholtz problem with large wave number κ(x),
since in this situation the resulting discrete system is highly indefinite and the Green’s function of
the Helmholtz operator is very oscillatory [17]. Many numerical methods have been proposed to
solve the Helmholtz problem (1.1)- (1.2), including the direct methods [14, 23] with the sparsity of
the coefficient matrix being exploited [37], the multigrid methods with the shifted Laplace used as
the preconditioner [20, 18, 19, 35, 31, 2], and the domain decomposition methods (DDM) with dif-
ferent types of transmission conditions [11, 10, 22, 12, 4, 30, 34]. Our work in this paper is devoted
to development and analysis of a new effective and efficient DDM for solving the high-frequency
Helmholtz equation.

The sweeping type DDM was first proposed by Engquist and Ying in [15, 16], and then fur-
ther developed in [32, 36, 38, 7, 21]. The sweeping type DDMs are quite effective for solving the
Helmholtz equation due to two ingredients: one is the employment of the perfectly matched layer
(PML) boundary condition on subdomains, the other is the transmission condition between neigh-
bor subdomains. The latter one is also the main difference among existing sweeping type DDM
approaches. In most of them, the domain is only partitioned into layers along a single direction,
and the layered subdomain problems are then solved one after another through the forward and
backward sweeps. The subdomain problems are preferred to be solved with some direct methods,
which can greatly reduce the computational cost in sweeps. However, the factorization processes
for subdomain problems in the direct methods are often computationally expensive, particularly for
3D problems. To overcome such difficulty by the one-directional domain partition in the sweeping
type DDMs, the structured domain decomposition along all spatial directions (i.e., checkerboard
domain decomposition) naturally comes to consideration. One obvious way to build the sweeping
DDM for the checkerboard partition is to use recursion as done in [29, 13], however, the number
of sequential steps in each of such recursive sweeps are proportional to the number of subdomains,
thus still not practical for real large-scale applications.

Inspired by the source trace method [7], the corner transfer for the checkerboard domain decom-
position was introduced for the first time to design the additive overlapping DDM in [26]. Another
DDM based on the corner transfer is the “L-sweeps” method recently proposed in [33], in which the
sweeps of 3n−1 directions (cardinal and corner) with trace transfer are performed to construct the
total solution, and the number of sequential steps in each sweep is reduced to be proportional to
the n-th root of the number of subdomains. Thus this method becomes very attractive for solving
in parallel high-frequency Helmholtz problems with multiple right-hand sides using the pipelining
processing. One of the major differences between the additive overlapping DDM [26] and the L-
sweeps method [33] is the subdomain solving order. More recently, the diagonal sweeping DDM
with source transfer was developed in [27] based on further re-arranging and improving the subdo-
main solving order, in which only 2n sweeps of diagonal directions are needed and the reflections
in the media is also handled in a more proper way.
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In this paper, we design and analyze a new diagonal sweeping DDM by changing the information
passing between neighbor subdomains for diagonal sweeping from source transfer to trace transfer.
Consequently, the proposed DDM is easier to analyze and implement and more efficient since the
transferred traces have only 2n cardinal directions, while the transferred sources are from 3n − 1
cardinal and corner directions. Moreover, the overlapping of subdomains in domain decomposition
becomes only optional while it is essential for the source transfer approach. We rigorously prove that
the DDM solution is indeed the solution of the Helmholtz problem in the case of constant medium,
and such result also holds with at most one extra round of diagonal sweeps in the two-layered media
case.

The rest of the paper is organized as follows. In Section 2, the perfectly matched layer and trace
transfer techniques are first introduced with some useful analysis results, and the trace transfer-
based diagonal sweeping DDM is then proposed for solving the Helmholtz equation in R2. Con-
vergence analysis for the proposed method in the constant medium and two-layered media cases is
then presented in Section 3. The extension of the method to the Helmholtz equation in R3 is given
and discussed in Section 4. In Section 5, numerical discretization of the proposed trace transfer
method is briefly discussed, and through extensive numerical experiments in two and three dimen-
sions, we verify its convergence and demonstrate its efficiency and parallel scalability. Finally some
concluding remarks are drawn in Section 6.

2. Trace transfer-based diagonal sweeping DDM in R2

In this section, we first recall the perfectly matched layer formulation for the Helmholtz problem
(1.1)-(1.2) in R2, then introduce the trace transfer technique with related lemmas for algorithm
design and analysis, and finally present the trace transfer-based diagonal sweeping DDM in R2.

2.1. Perfectly matched layer

Suppose that the source f is compactly supported in a rectangular box in R2, defined by
B = {x = (x1, x2) | aj ≤ xj ≤ bj , j = 1, 2}, then the Sommerfeld radiation condition (1.2) in
R2 can be replaced by the PML boundary outside the box B and the solution to the Helmholtz
equation (1.1) inside the box B correspondingly can be obtained by solving the resulting PML
problem. We adopt the uniaxial PML [3, 9, 25, 5, 7] and use the PML medium profile defined in
the following. Let {σj}2j=1 be piecewise smooth functions such that

σj(x) =


σ̂(xj − bj), if bj ≤ xj ,
0, if aj < xj < bj ,
σ̂(aj − xj), if xj ≤ aj ,

(2.1)

where σ̂(t) is a smooth medium profile function such as [6, 7, 8, 39], then the complex coordinate
stretching x̃(x) is defined as

x̃j(xj) = cj +

∫ xj

cj

αj(t) dt = xj + i

∫ xj

cj

σj(t) dt, j = 1, 2, (2.2)

where cj =
aj+bj

2 , for j = 1, 2, and α1(x1) = 1 + iσ1(x1), α2(x2) = 1 + iσ2(x2).
The PML equation derived from (1.1) by using the chain rule then can be written as follows:

J−1
B ∇ · (AB∇ũ) + κ2ũ = f, in R2, (2.3)
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where ũ is called the PML solution and

AB(x) = diag

(
α2(x2)

α1(x1)
,
α1(x1)

α2(x2)

)
, JB(x) = α1(x1)α2(x2).

It has been shown in [6, 7] that the PML equation (2.3) is well-posed and its solution decays
exponentially outside the box for both the constant medium and the two-layered media cases.
From now on, the wave number κ(x) is assumed to be either constant or two-layered except stated
otherwise. For simplicity, we also assume that the media interface does not coincide with the
subdomain boundaries in the two-layered media case.

Let us denote the PML problem (2.3) associated with the box B and the wave number κ as
PB,κ and the corresponding linear operator as

LB,κ = J−1
B ∇ · (AB∇ ·) + κ2.

Denote the fundamental solution of the problem PB,κ asGB,κ(x,y), which satisfies LB,κGB,κ(x,y) =
−δy(x) for any x ∈ R2 (since the Helmholtz operator is usually defined as −∆− κ2). It has been
proved in [28] that

GB,κ(y,x) :=
JB(x)

JB(y)
GB,κ(x,y) (2.4)

is the fundamental solution to the adjoint PML equation. Following Lemma 2.1 and 4.5 of [8], it
is easy to obtain the following result with similar derivations.

Lemma 2.1. For continuous GB,κ(x,y), ∂yiGB,κ(x,y) and ∂2
yiGB,κ(x,y), i = 1, 2, there exists a

constant C depending only on the rectangular box B and the wave number κ such that for any x
and y, it holds that

GB,κ(x,y) ≤ C
(

1

|x− y|1/2 +
1

|x− y′|1/2 + 1

)
, (2.5)

∂yiGB,κ(x,y) ≤ C
(

1

|x− y|3/2 +
1

|x− y′|3/2 + 1

)
, i = 1, 2, (2.6)

∂2
yiGB,κ(x,y) ≤ C

(
1

|x− y|5/2 +
1

|x− y′|5/2 + 1

)
, i = 1, 2, (2.7)

where y′ is identical to y in the constant medium case or the image point of y with respect to the
media interface in the two-layered media case.

2.2. Trace transfer

The trace transfer technique [38] used in the polarized trace method is first stated below.
Suppose that a piecewise smooth curve γ divides R2 into two parts Ω1 and Ω2, and also divides
the rectangular box B into two parts, as shown in Figure 1-(left). Define the discontinuous cutoff
function µΩ′ associated with a given region Ω′ as

µΩ′(x) =


1, if x ∈ Ω′ \ ∂Ω′,
1/2, if x ∈ ∂Ω′,
0, if x /∈ Ω′ ∪ ∂Ω′,
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Figure 1: Divide R2 and the box B with γ.

which is the counterpart of the smooth cutoff function in the source transfer technique [7, 27]. Base
on the exponential decay of the solution [6, 7] and the fundamental solution to the PML problem,
one can easily get the following result on trace transfer by using integration by parts.

Lemma 2.2. Suppose that f ∈ L2(R2) and supp(f) ⊂ Ω1∩B. Let u be the solution to the problem
PB,κ with the source f (i.e, LB,κu = f in R2). Let u2 be the potential using the transferred trace
of u on γ, defined by

u2(x) :=

∫
γ
J−1
B GB,κ(x,y)

(
AB∇yu(y) · n

)
− u(y)

(
AB∇y(J−1

B GB,κ(x,y)) · n
)
dy, x ∈ R2 \ γ,

(2.8)

where n is the unit normal of γ pointing to Ω2. Then we have that

uµΩ1 + u2µΩ2 = u, in R2. (2.9)

Moreover, u2 = 0 in Ω1 \ γ.

We note that the following convention is used for the potential (2.8) throughout this paper: the
function u and its derivatives in the integrand over γ are defined as their corresponding limits from
the positive n side, and the value of the integral over γ is also defined as its limits from the positive
n side. For simplicity, we omit the dependence of y of function JB(y) and AB(y) in (2.8), such
convention is used in the following paper if not specified otherwise. A similar result as Lemma 2.2
also holds for the corresponding PML problem of the Helmholtz equation in R3.

The trace transfer will be applied in the diagonal sweeping DDM [27] for horizontal or vertical
interfaces or quadrant region interfaces, as shown in Figure 1-(middle and right). Lemma 2.2
implies a procedure of two subdomains solving: suppose we only know the solution of PB,κ in
Ω1 and smoothly extend it to Ω2 so that its limit on γ from the Ω2 side is well defined, then
the solution in Ω2 could be obtained using the potential (2.8), and together they form the total
solution in Ω with (2.9). Building a domain decomposition method further requires changing the
global problem solving in the procedure to subdomain problems solving, that is, substitute the
fundamental solution GB,κ(x,y) in (2.8) to the ones of subdomains.

Assume that Ω2 ∩ B is also a rectangular (denoted by B2), then a subdomain PML problem
associated with B2 can be built and the wave number of this subdomain problem, denoted by κ2,
is an extension of κ|Ω2 to R2 but could be different from κ outside of Ω2. We then can prove the
following lemma regarding such subdomain PML problem PB2,κ2 .
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Lemma 2.3. Suppose that f , u and u2 satisfy the conditions given in Lemma 2.2, and additionally,
f is bounded and smooth. Assume that the wave number κ2 satisfies the following two conditions:
(i) κ2 = κ in Ω2 and (ii) κ2 is either constant or two-layered in R2. Let ũ2 be the potential
associated with the subdomain PML problem PB2,κ2, defined as

ũ2(x) :=

∫
γ
J−1
B2
GB2,κ2(x,y)

(
AB2∇yu(y) · n

)
− u(y)

(
AB2∇y(J−1

B2
GB2,κ2(x,y)) · n

)
dy, x ∈ R2/γ

(2.10)

then ũ2 = u2 in R2.

Proof. We just need to consider the case of horizontal trace transfer (see Figure 1-(middle)) for the
horizontally layered media since all other cases are similar. By the definition of uniaxial PML, it
is clear that JB2 |γ = JB|γ and AB2 |γ = AB|γ , and also GB2,κ2(x,y) = GB,κ(x,y) for x ∈ Ω2 and
y ∈ γ , thus ũ2 = u2 in Ω2. Since u2 = 0 in Ω1, we will show that ũ2 = 0 in Ω1 by using the
following argument.

As in the source transfer approach [7], an extended region of the subdomain is introduced. Let
us define Ωε

2 := {x | dist(x,Ω2) ≤ ε}, which is an extended region of Ω2 by a distance of ε > 0, and
Ωε = Ωε

2 \ Ω2. A smooth function βε exists such that βε = 1 in Ω1 \ Ωε and βε = 0 in Ω2. Denote
uε as the solution to problem PB,κ with the source f · χΩ1\Ωε , i.e., LB,κuε = f · χΩ1\Ωε in R2, and
vε as the solution to the problem

LB,κvε = −LB,κ(uεβε)χΩε , in R2, (2.11)

then it is easy to see that LB,κvε = f · χΩ1\Ωε − LB,κ(uεβε) in R2, which implies

vε = uε(1− βε), in R2. (2.12)

γ

yεy

xxε

B1 B2

Ω1 Ω2
γ

y

y′

B1 B2

Ω1 Ω2

Figure 2: Trace transfer for two subdomains. Left: the shadowed area denotes Ωε; right: the
shadowed area denotes Bε, the dashed line denotes the media interface, the red shadowed region
denotes Bε

y, and the blue shadowed region denotes Bε
y′.

Let the extended rectangle of B2 be defined as Bε
2 = Ωε

2 ∩ B, as shown in Figure 2, then by
(2.11) and (2.12), we see that vε is also the solution to the following subdomain problem associated
with Bε

2:

LBε2 ,κ2v
ε = −LB,κ(uεβε)χΩε , in R2. (2.13)
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Using Lemma 2.2 on (2.13), we have that for any x ∈ Ω1 \ Ωε,∫
γ
J−1
Bε2
GBε2 ,κ2(x,y)

(
ABε2∇yu

ε(y) · n
)
− uε(y)

(
ABε2∇y(J−1

Bε2
GBε2 ,κ2(x,y)) · n

)
dy = 0, (2.14)

where the fact of uε|γ = vε|γ is used. Clearly, we also have JBε2 |γ = JB2 |γ and ABε2 |γ = AB2 |γ .
Suppose that for any given x ∈ Ω1,

lim
ε→0

GBε2 ,κ2(x,y) = GB2,κ2(x,y), (2.15)

lim
ε→0
∇y(JBε2GBε2 ,κ2(x,y)) = ∇y(JB2

GB2,κ2(x,y)) (2.16)

uniformly for any y ∈ γ, and also suppose that

lim
ε→0

uε(y) = u(y), (2.17)

lim
ε→0
∇yu

ε(y) = ∇yu(y) (2.18)

uniformly for any y ∈ γ, then we can obtain from (2.14) that for any x ∈ Ω1,∫
γ
J−1
B2
GB2,κ2(x,y)

(
AB2∇yu(y) · n

)
− u(y)

(
AB2∇y(J−1

B2
GB2,κ2(x,y)) · n

)
dy = 0,

that is, ũ2 = 0 in Ω1. Hence now we are left to verify (2.15)-(2.18).
To prove (2.15)-(2.16), we first observe that

|GBε2 ,κ2(x,y)−GB2,κ2(x,y)| = |GB2,κ2(xε,yε)−GB2,κ2(x,y)|
≤ |GB2,κ2(xε,yε)−GB2,κ2(x,yε)|+ |GB2,κ2(x,yε)−GB2,κ2(x,y)|,

where xε = x + (ε, 0), yε = y + (ε, 0), as shown in Figure 2-(left). For fixed x ∈ Ω1, let us denote
by dx the distance between x and γ and take ε < dx/4, then by Lemma 2.1 we have that

|GB2,κ2(xε,yε)−GB2,κ2(x,yε)| = ε|∂x1GB2,κ2(x + θ(ε, 0),yε)| ≤ C ε

dx
,

|GB2,κ2(x,yε)−GB2,κ2(x,y)| = ε|∂y1GB2,κ2(x,y + θ̂(ε, 0)| ≤ C ε

dx
,

for some θ, θ̂ ∈ [0, 1], which deduce that (2.15)-(2.16) hold uniformly for any y ∈ γ .
To prove (2.17)-(2.18), we first notice that for any y ∈ γ,

|uε(y)− u(y)| =
∣∣∣∣∫
Bε
f(z)GB,κ(y, z)dz

∣∣∣∣ ≤ C ∫
Bε
|GB,κ(y, z)|dz. (2.19)

Without loss of generality, let assume the box B = [−l1, l1] × [−l2, l2] and the interface γ =
{ξ} × (−∞,∞). We can split Bε = [ξ − ε, ξ] × [−l2, l2] into three parts (see Figure 2-(right)): a
box region in the neighbor of y, namely Bε

y = [ξ − ε, ξ] × [y2 − ε, y2 + ε], a box region Bε
y′ in the

neighbor of y′ just as Bε
y, and the left region Bε \

(
Bε

y ∪Bε
y′
)
. Then by Lemma 2.1, we have∫

Bεy

|GB,κ(y, z)|dz ≤ C
∫
Bεy

(
1

|y − z|1/2 + 1

)
dz ≤ C

∫
[0,
√

2ε]

(
1

t1/2
+ 1

)
tdt ≤ Cε3/2, (2.20)
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and similar estimation also holds for the region Bε
y′ , and∫

Bε\
(
Bεy∪Bεy′

) |GB,κ(y, z)|dz ≤ C
∫

[ξ−ε,ξ]
dz1

∫
[−l2,l2]\

(
[y2−ε,y2+ε]∪[y′2−ε,y′2+ε]

) ( 1

|y − z|1/2 + 1

)
dz2

≤ Cε
∫

[ε,2l2]

(
1

t1/2
+ 1

)
dt ≤ Cε. (2.21)

Therefore, it holds that ∫
Bε
|GB,κ(y, z)|dz ≤ C(ε3/2 + ε). (2.22)

Similarly, we also have that ∫
Bε
|∇zGB,κ(y, z)|dz ≤ Cε1/2. (2.23)

Based on (2.19), (2.22) and (2.23), it is easy to find that (2.17)-(2.18) hold uniformly for any
y ∈ γ.

2.3. Diagonal sweeping DDM

We use the following domain decomposition for the rectangular domain Ω = [−l1, l1]× [−l2, l2]
in R2. Denote ∆ξ = 2l1/N1, ξi = −l1 + (i − 1)∆ξ for i = 1, 2, . . . , N1 + 1, and ∆η = 2 l2/N2,
ηj = −l2 + (j − 1)∆η for j = 1, 2, . . . , N2 + 1, then a set of N1 × N2 nonoverlapping rectangular
subdomains are given by

Ωi,j := [ξi, ξi+1]× [ηj , ηj+1], i = 1, 2, . . . , N1, j = 1, 2, . . . , N2.

Define the region Ωi0,i1;j0,j1, 1 ≤ i0 ≤ i1 ≤ N1 + 1, 1 ≤ j0 ≤ j1 ≤ N2 + 1, as the union of the
subdomains as

Ωi0,i1;j0,j1 :=
⋃

i0≤i≤i1
j0≤j≤j1

Ωi,j .

The decomposition of the source f is defined as

fi,j = f · χΩi,j , i = 1, 2 . . . , N1, j = 1, 2, . . . , N2.

For the PML problem PΩi,j ,κi,j associated with the subdomain Ωi,j , the corresponding wave number
κi,j is defined through extension of the subdomain interior wave number by

κi,j(x) = κ(x′), (2.24)

where x′ = arg miny∈Ωi,j |x−y|. We remark that with this definition the subdomain PML problem
associated with a subdomain completely contained in the interior of one medium region always has
a constant wave number. The regional PML problem PΩi0,i1;j0,j1,κi0,i1;j0,j1 associated with the region
Ωi0,i1;j0,j1 uses the wave number κi0,i1;j0,j1, which is defined in a similar way as (2.24).

The following notations are introduced. Let H denote the Heaviside function and define the
following one-dimensional cutoff functions:

µ
(1)
2;i(x1) =


H(x1 − ξi), 2 = −1 and i 6= 1,
H(ξi+1 − x1), 2 = 1 and i 6= N1,
1, otherwise,

µ
(2)
M;j(x2) =


H(x2 − ηj), M= −1 and j 6= 1,
H(ηj+1 − x2), M= 1 and j 6= N2,
1, otherwise,
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for 2,M= ±1, i = 1, . . . N1, j = 1, . . . , N2. Then the two-dimensional cutoff function corresponding
to the subdomain Ωi,j is defined as

µi,j(x1, x2) = µ
(1)
−1;i(x1)µ

(1)
+1;i(x1)µ

(2)
−1;j(x2)µ

(2)
+1;j(x2),

for i = 1, . . . N1, j = 1, . . . , N2. These cutoff functions could be regarded as the discontinuous
counterpart of the smooth cutoff functions used in the diagonal sweeping DDM with source transfer.
For brief notations, set Gi,j = GΩi,j ,κi,j the fundamental solution to the subdomain PML problem
PΩi,j ,κi,j , denote the boundaries of Ωi,j as

γ2,M;i,j =


{(x1, x2) | x1 = ξi}, if (2,M) = (−1, 0) and i > 1,
{(x1, x2) | x1 = ξi+1}, if (2,M) = (+1, 0) and i < N1,
{(x1, x2) | x2 = ηj}, if (2,M) = (0,−1) and j > 1,
{(x1, x2) | x2 = ηj+1}, if (2,M) = (0,+1) and j < N2,
∅, otherwise,

and the corresponding unit normal vectors associated with them are then n2,M = −(2,M). Then
we are able to define the potential operators as follows:

Ψ2,M; i,j(v) = Φ2,M; i,j

(
(v,AΩi,j∇v · n2,M)T

)
, (2.25)

where

Φ2,M; i,j((v, w)T ) :=

∫
γ2,M; i,j

J−1
Ωi,j

Gi,j(x,y)w(y)− v(y)
(
AΩi,j∇y

(
J−1

Ωi,j
Gi,j(x,y)

)
· n2,M

)
dy,

for (2,M) = (±1, 0), (0,±1).
There are totally 22 = 4 diagonal directions in R2: (+1,+1), (−1,+1), (+1,−1), (−1,−1), and

the sweep along each of the directions contains a total of (N1−1)+(N2−1)+1 = N1 +N2−1 steps.
The sweeping order is of top-right, top-left, bottom-right, and bottom-left, denoted respectively by

(+1,+1), (−1,+1), (+1,−1), (−1,−1). (2.26)

In the s-th step of the sweep of direction (d1, d2), the group of subdomains {Ωi,j} satisfying

î(i) + ĵ(j) + 1 = s (2.27)

with

î(i) =

{
i− 1, if d1 = 1,
N1 − i, if d1 = −1,

ĵ(j) =

{
j − 1, if d2 = 1,
N2 − j, if d2 = −1,

(2.28)

are to be solved. Define that two vectors d1 and d2 in R2 are in the similar direction if d1 ·d2 > 0,
the following rules on the transferred traces during sweeps in R2 are introduced, which are the same
with those in [27].

Rule 2.4. (Similar directions in R2) A transferred trace which is not in the similar direction of
one sweep in R2, should not be used in that sweep.

Rule 2.5. (Opposite directions in R2) The transferred trace generated in one sweep in R2 should
not be used in a later sweep if these two sweeps have opposite directions.
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Our trace transfer-based diagonal sweeping DDM in R2 is then stated in the following.

Algorithm 2.1 (Trace transfer-based Diagonal sweeping DDM in R2).

1: Set the sweep order as (+1,+1), (−1,+1), (+1,−1), (−1,−1)

2: Set the local trace of each subdomain for each sweep as gl2,M;i,j = 0, l = 1, 2, 3, 4
3: for Sweep l = 1, . . . , 4 do
4: for Step s = 1, . . . , N1 +N2 − 1 do
5: for each of the subdomains {Ωi,j} defined by (2.27) in Step s of Sweep l do
6: If fi,j 6= 0, then solve the local solution LΩi,j ,κi,j (u

l
i,j) = fi,j,

else set uli,j = 0 without solving
7: Set fi,j = 0
8: Add potentials to the local solution

uli,j ← uli,j +
∑

(2,M)=(±1,0),(0,±1)

Φ2,M; i,j(g
l
2,M;i,j) (2.29)

9: for each direction (2,M) = (±1, 0), (0,±1) do

10: Compute new transferred trace
(
uli,j , AΩi,j∇uli,j · n2,M

)T ∣∣∣
γ2,M;i,j

11: Find the smallest sweep number l′ ≥ l, such that the transferred trace could be
used in Sweep l′, according to Rules 2.4 and 2.5

12: Add the transferred trace to the l′-th local trace of the corresponding neighbor
subdomain

gl
′
−2,−M;i+2,j+M ← gl

′
−2,−M;i+2,j+M +

(
uli,j , Ai,j∇uli,j · n2,M

)T ∣∣∣
γ2,M;i,j

13: end for
14: end for
15: end for
16: end for
17: The DDM solution for PΩ,κ with the source f is then given by

uDDM =
∑

l=1,...,4

∑
i=1,...,N1
j=1,...,N2

uli,jµi,j

We note that the subdomain problem (2.29) in Algorithm 2.1 is solved with several potentials,
however, in the practical numerical discretization, these potentials are not computed individually
then summed up. Instead, the line integrals of the potentials for one subdomain are discretized
as solutions to the subdomain problem with particular sources, as is done in the polarized trace
method [38], then the sources are summed up as one RHS for the subdomain and solved, therefore
the subdomain problem (2.29) is solved only once in one step.

3. Convergence analysis

In this section we carry out convergence analysis to the proposed diagonal sweeping DDM with
trace transfer in R2 (Algorithm 2.1) in both the constant medium and two-layered media cases.
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3.1. The constant medium case

We will show that the DDM solution uDDM of Algorithm 2.1 gives exactly the solution u of (2.3)
(the PML problem PΩ,κ with the source f) in the constant medium case. Note that in this case
κi,j ≡ κ and κi1,i2;j1,j2 ≡ κ where κ is a constant function. Let us start by assuming that the source
lies in only one subdomain, i.e., supp(f) ⊂ Ωi0,j0 for some (i0, j0). Define the regional solution
ui1,i2;j1,j2 as the solution to the PML problem PΩi1,i2;j1,j2 ,κ

with the source f , where i1 ≤ i0 ≤ i2
and j1 ≤ j0 ≤ j2, obviously, ui1,i2;j1,j2 = u in Ωi1,i2;j1,j2 .

Let us check the trace transfers for the subdomain solution construction in the first sweep, i.e.,
the sweep in the direction of (+1,+1). The nonzero subdomain solve starts at step i0 + j0− 1, the
subdomain problem PΩi0,j0 ,κ

is solved with the source f , and in the following steps, the subdomain
problem PΩi,j ,κ, i ≥ i0, j ≥ j0, is solved at step i + j − 1. For those subdomains to the right
of Ωi0,j0 , i.e., Ωi;j0 , i = i0 + 1, . . . , N1, the subdomain solutions u1

i,j0
are obtained sequentially at

one per step from left to right. By applying the horizontal trace transfer repeatedly on the region
Ωi0,i;j0,j0 , i = i0 + 1, . . . , N1, one can easily see that for any N1 ≥ i′ > i0,∑

i=i0,...,i′

u1
i,j0µi,j0 = ui0,i′;j0,j0 , in Ωi0,i′;j0,j0 . (3.1)

Similarly, for the subdomains to the top of Ωi0,j0 , we have that for any N2 ≥ j′ > j0,∑
j=j0,...,j′

u1
i0,jµi0,j = ui0,i0;j0,j′ , in Ωi0,i0;j0,j′ . (3.2)

The following result holds for the solutions of the subdomains in the upper-right direction of
the subdomain Ωi0,j0 .

Lemma 3.1. For the constant medium problem, suppose the source satisfies supp(f) ⊂ Ωi0,j0, then
for any N1 ≥ i′ > i0 and N2 ≥ j′ > j0, we have∑

i=i0,...,i′

j=j0,...,j′

u1
i,jµi,j = ui0,i′;j0,j′ in Ωi0,i′;j0,j′ . (3.3)

Proof. First we consider the subdomain Ωi0+1,j0+1, of which the local problem is solved at step
i0 + j0 + 1 in the first sweep, as shown in Figure 3. The local problem of its lower left neighbor
subdomain Ωi0,j0 is solved two steps before, as shown in Figure 4-(a). The local problems of its
lower neighbor subdomain Ωi0+1,j0 and left neighbor subdomain Ωi0,j0+1 are solved one step before,
as shown in Figure 4-(b) and (d), respectively. Consequently, for the region Ωi0,i0+1;j0,j0+1 with 2×2
subdomains, three subdomain problems have been solved and the solution within them has been
constructed, while only the subdomain problem of Ωi0+1,j0+1 is left to be solved. For convenience,

let us define µ→ = µ
(1)
+1;i0

, µ↑ = µ
(2)
+1;j0

, µ← = µ
(1)
−1;i0+1, µ↓ = µ

(2)
−1;j0+1, Ω̂ = Ωi0,i0+1;j0,j0+1,

û = ui0,i0+1;j0,j0+1, and omit the superscripts of the subdomain solutions which indicate the first
sweep, i.e., ui,j = u1

i,j .
By applying the horizontal trace transfer on Ωi0,i0+1;j0,j0 , we know that by Lemma 2.3,

ui0,j0µ→ + ui0+1,j0µ← = û, in (−∞,+∞)× (−∞, ηj0+1) (3.4)
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Ωi0,j0

Ωi0,j0+1

Ωi0+1,j0

Ωi0+1,j0+1

O

x2

x1

ηj0

ηj0+1

ηj0+2

ξi0 ξi0+1 ξi0+2

Figure 3: The trace transfer for solving the subdomain problem of Ωi0+1,j0+1. The interface
represented by the dotted and solid red lines is used for horizontal trace transfer on Ωi0,i0+1;j0,j0

at step i0 + j0, the interface represented by the dotted and solid blue line is used for vertical trace
transfer on Ωi0,i0;j0,j0+1 at step i0 + j0, and the interface γ↑→ represented by the solid blue and red
lines is used for the trace transfer on Ωi0,i0+1;j0,j0+1 at step i0 + j0 + 1.

(a) ui0,j0 (b) ui0+1,j0 (c) ui0,j0µ→+ ui0+1,j0 (d) ui0,j0+1

(e) ui0,j0µ↑ + ui0,j0+1 (f) ûµ↑→ (g) ui0+1,j0+1 (h) û

Figure 4: Illustration of the process of trace transfer for 2 × 2 subdomains.

as shown in Figure 4-(c). Similarly, by applying the vertical trace transfer on Ωi0,i0;j0,j0+1, we know
that by Lemma 2.3,

ui0,j0µ↑ + ui0,j0+1µ↓ = û, in (−∞, ξi0+1)× (−∞,+∞) (3.5)

as shown in Figure 4-(e).
Base on (2.29), the subdomain problem of Ωi0+1,j0+1 is solved with the upward transferred trace

from Ωi0+1,j0 , and the rightward transferred trace from Ωi0,j0+1. By using (3.4), (3.5) and the fact
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that ui0+1,j0 = 0 on (−∞, ξi0+1)× {ηj0+1}, and ui0,j0+1 = 0 on {ξi0+1} × (−∞, ηj0+1), we see that

ui0+1,j0+1 = Ψ0,−1;i0+1,j0+1(ui0+1,j0) + Ψ−1,0;i0+1,j0+1(ui0,j0+1)

=

∫
γ↑→

J−1
Ωi0+1,j0+1

Gi0+1,j0+1(x,y)
(
AΩi0+1,j0+1∇yû(y) · n↑→

)
− û
(
AΩi0+1,j0+1∇y

(
J−1

Ωi0+1,j0+1
Gi0+1,j0+1(x,y)

)
· n↑→

)
dy,

where γ↑→ = {(x1, x2) | x1 = ξi0+1, x2 ≥ ηj0+1 or x1 ≥ ξi0+1, x2 = ηj0+1}, and n↑→ is the unit
normal of γ↑→ pointing to Ωi0+1,j+0+1, as shown in Figure 3.

By Lemma 2.3 and applying the trace transfer on Ω̂, we know that

ûµ↑→ + ui0+1,j0+1µ←µ↓ = û, (3.6)

where µ↑→ = 1−(1−µ→)(1−µ↑), as is shown in Figure 4-(f) to (h). Note that this also indicates that
the corner directional trace transfer is implicitly carried out by combining horizontal and vertical
trace transfers, which is the essential difference with the source transfer-based method proposed in
[27]. From (3.6) we know that

ui0,j0µ→µ↑ + ui0+1,j0µ←µ↑ + ui0,j0+1µ→µ↓ + ui0+1,j0+1µ←µ↓ = û. (3.7)

Thus we obtain that (3.3) holds for the case i′ = i0 + 1 and j′ = j0 + 1. After solving the
subdomain problem Ωi0+1,j0+1, the upward and rightward transferred traces are then generated
from the subdomain Ωi0+1,j0+1, while both the leftward and downward transferred traces are zero.

Next we will prove by induction that for any s > 0, (3.3) holds for i′ and j′ that i′+j′ ≤ i0+j0+s,
N1 ≥ i′ ≥ i0, N2 ≥ j′ ≥ j0. The cases for s = 1, 2 has been proved in the above, now assume
(3.3) holds for s ≤ t , we will prove it also holds for s = t + 1. For the subdomain Ωi′,j′ that
i′+ j′ = i0 + j0 + t+ 1, i′ ≥ i0, j′ ≥ j0, we can divide the region Ωi0,i′;j0,j′ into four regions, namely
Ωi0,i′−1;j0,j′−1, Ωi0,i′−1;j′,j′ , Ωi′,i′;j0,j′−1 and Ωi′,j′ , apply a similar argument for the 2× 2 subregions
as the above for Ωi0,i0+1;j0,j0+1, and we can obtain

ui0,i′;j0,j′ = Ui0,i′−1;j0,j′−1µ
(1)
+1;i′−1µ

(2)
+1;j′−1 + Ui′,i′;j0,j′−1µ

(1)
−1;i′µ

(2)
+1;j′−1

+ Ui0,i′−1;j′,j′µ
(1)
+1;i′−1µ

(2)
−1;j′ + ui′,j′µ

(1)
−1;j′µ

(2)
−1;j′ ,

where Ui1,i2;j1,j2 =
∑

i1≤i≤i2
j1≤j≤j2

ui,jµi,j , which completes the proof.

The application of cardinal trace transfers have been demonstrated in the construction of the
subdomain solutions in the first sweep through Lemma 3.1, and it is similar for all remaining sweeps.
However, we still need to ensure that each subdomain problem is solved with the right transferred
traces passed from its neighbor subdomains, and the following result can be obtained.

Lemma 3.2. Suppose that supp(f) ⊂ Ωi0,j0, then the DDM solution uDDM of Algorithm 2.1 is
indeed the exact solution to the problem PΩ,κ with the source f in the constant medium case.

Proof. The proof is similar to the verification for the source transfer method in [27], and the main
difference is that the transferred traces only come from neighbor subdomain in cardinal directions
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(a) First sweep: step 5 (b) First sweep: step 6 (c) First sweep: step 7

(d) After first sweep (e) Second sweep: step 6 (f) Second sweep: step 7

Figure 5: The first sweep (+1,+1) and the second sweep (−1,+1) of the trace transfer-based
diagonal sweeping DDM in R2, where the source lies in Ω3,3. The arrows denote the transferred
traces with their directions, the red ones are in the similar direction of the current sweep, while the
green ones are not, thus only the red ones are used in the current sweep due to Rule 2.4 (similar
directions).

at each step in all sweeps, while the transferred sources come from neighbor subdomains in both
cardinal and corner directions. Without loss of generality, we use a 5 × 5 (N1 = N2 = 5) domain
partition and a source lying in Ω3,3 (i0 = j0 = 3) for verification, and the movement of transferred
traces in each sweep is carefully checked in the following.

In the first sweep of direction (+1,+1), the solution in the upper-right region Ωi0,N1;j0,N2 =
Ω3,5;3,5 is to be constructed. The sweep contains N1 +N2−1 = 5+5−1 = 9 steps, and the group of
subdomain problems of {Ωi,j} with (i−1) + (j−1) + 1 = s are solved at the s-th step of the sweep.
The subdomain solutions are all zeros in the first (i0−1)+(j0−1) = 4 steps since the local sources
are all zeros. Then at step (i0 − 1) + (j0 − 1) + 1 = 5, the subdomain problem of Ωi0,j0 = Ω3,3 is
solved with the source f3,3 = f , and four transferred source in cardinal directions are generated,
as shown in Figure 5-(a). At step 6, the subdomain problems in Ω4,3 and Ω3,4 are solved, each of
them takes one transferred trace from Ω3,3, and generates three new transferred traces, as shown
in 5-(b). At step 7, the subdomain problems of Ω5,3 and Ω3,5 are solved in the similar way to the
previous step, while the subdomain problem of Ω4,4 is solved with the transferred traces from Ω3,4

and Ω4,3, and two new ones are generated, as shown in 5-(c). In the following steps, the subdomain
problems are solved similarly, and after N1 +N2− 1 = 9 steps the exact solution in the upper-right
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region is obtained.
In the second sweep of direction (−1,+1), the solution in the upper-left region Ω1,i0−1;j0,N2 =

Ω1,2; 3,5 is to be constructed, and the group of subdomain problems of {Ωi,j} with (N1 − i) + (j −
1) + 1 = 5 − i + j = s are solved at the s-th step of the sweep. Among all the unused transferred
traces from the first sweep, the ones in the similar direction with this sweep are needed while the
others are not (Rule 2.4), as shown in Figure 5-(d). Note that Rule 2.5 doesn’t apply here since
the first and second sweeps are not in the opposite direction. The steps of this sweep are similar to
the steps of the first sweep, hence the details are omitted. Steps 6 and 7 are shown in Figure 5-(e)
and (f), and after N1 +N2 − 1 = 9 steps the exact solution in the upper-left region is obtained.

(a) Before third sweep (b) Third sweep: step 6 (c) Third sweep: step 7

(d) After third sweep (e) Fourth sweep: step 7 (f) After fourth sweep

Figure 6: The third sweep (+1,−1) and the fourth sweep (−1,−1) of the trace transfer-based
diagonal sweeping DDM in R2, where the source lies in Ω3,3. The arrows denote the transferred
traces with their directions, the red ones are in the similar direction to the current sweep and not
against Rule 2.5 (opposite directions), the blue ones are in the similar direction but against Rule
2.5, and the green ones are not in the similar direction, thus only the red ones are used in the
current sweep.

In the third sweep of direction (+1,−1), the solution in the lower-right region Ωi0,N1;1,j0−1 =
Ω3,5;1,2 is to be constructed. as shown in Figure 6-(a), among all the unused transferred traces from
the previous two sweeps, the ones from the upper-right region are needed since they satisfy both
Rules 2.4 and 2.5, while the ones from the upper-left region are excluded by Rule 2.5, since they
are from the second sweep which is in the opposite direction of the current sweep. The steps of
this sweep are similar to the steps of previous sweeps, and steps 6 and 7 are shown in Figure 6-(b)
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and (c). After N1 +N2 − 1 = 9 steps the exact solution in the lower-right region is obtained.
In the fourth sweep of direction (−1,−1), the solution in the lower-left region Ω1,i0−1;1,j0−1 =

Ω1,2;1,2 is to be constructed. All the unused transferred traces from the previous sweeps are needed,
as shown in Figure 6-(d). The reason is that they are all from the second and third sweeps (thus
Rule 2.5 does not apply to them) and satisfy Rule 2.4. The steps of the sweep are again similar
to the steps of the previous sweeps, and step 7 of the sweep are shown in Figure 6-(e). After
N1 + N2 − 1 = 9 steps, the exact solution in the whole region Ω is finally obtained, as shown in
Figure 6-(f).

For the case of general source f , clearly u(f) =
∑

i,j u(fi,j), where u(g) denotes the solution to
the problem PΩ,κ with the source g, thus we have the following theorem based on Lemma 3.2:

Theorem 3.3. For a bounded smooth source f , the DDM solution uDDM of Algorithm 2.1 is the
exact solution to the PML problem PΩ,κ with the source f in the constant medium case.

3.2. The two-layered media case

The layered media problems play an important role in many applications involving the Helmholtz
equation, for example, the seismic wave traveling in the layered structure is extensively studied for
imaging the earth’s interior. Although the result of Theorem 3.3 in general does not hold for
DDMs in the inhomogeneous media case, the diagonal sweeping DDM handles the layered media
more properly than the L-sweeps method [33] and such advantage has been numerically demon-
strated in [27]. Part of the reason is that the forward sweep for the incident and the backward
sweep for the reflection could be accomplished in one iteration by the diagonal sweeping in the
layered media case, while the L-shaped sweeping only deals with the forward sweep for the inci-
dent within one iteration. Here we carry out rigorous analysis on the trace transfer-based diagonal
sweeping DDM in the two-layered media case and show that some nice results still can be achieved
for Algorithm 2.1 under relaxed conditions. Let us assume that the media has an interface γL,
which could be either horizontal or vertical. In the case that the media interface is horizontal, it
could be defined as γL = {(x1, x2) | x2 = ηL}, and the wave number κ satisfies

κ(x1, x2) =

{
κ↑, x2 > ηL,
κ↓, x2 ≤ ηL, (3.8)

for two constants κ↑ 6= κ↓, as shown in Figure 7-(left) where ηL > 0 is assumed for illustration.
The well-posedness and convergence of the resulting global PML problem in two-layered media
case have been proved in [6]. In the following, the one-dimensional strip domain partition is first
studied to establish some basic properties of the trace transfer in the two-layered media case, then
the general checkerboard partition is considered based on them.

3.2.1. With one-dimensional strip partitions

The trace transfer-based one-dimensional sweeping DDM for the 1×N2 domain partition consists
of one forward sweep and one backward sweep, which could be viewed as a degeneration of the
diagonal sweeping DDM in R2 (Algorithm 2.1). To illustrate this DDM, the simplest case 1 × 2 is
first described below. Suppose the domain Ω = [−l1, l1]×[−l2, l2] is partitioned into two subdomains
Ω1 = [−l1, l1] × [−l2, 0] and Ω2 = [−l1, l1] × [0, l2], by the x-axis, which is denoted by γ, as shown
in Figure 7-(middle). The upper half-plane is defined as Ω+ = {(x1, x2) | x2 > 0}, and the lower

16



Figure 7: Two-layered media (left) and its 1 × 2 (middle) or 2× 2 (right) domain partitions.

half-plane Ω− = {(x1, x2) | x2 < 0}. The two subdomain PML problems are PΩ1,κ1 and PΩ2,κ2

with the wave numbers κ1 and κ2 determined according to (2.24), and we denote G1 and G2 as
the fundamental solution to PΩ1,κ1 and PΩ2,κ2 , respectively. The potentials associated with the
subdomains Ω1 and Ω2 are then given by

Ψi(λ)(x) :=

∫
γ
J−1

Ωi
Gi(x,y)

(
AΩi∇yλ(y) · ni

)
− λ(y)

(
AΩi∇y

(
J−1

Ωi
Gi(x,y)

)
· ni
)
dy,

for i = 1, 2, where n1 = (0,−1) and n2 = (0,+1).
In the first sweep of upward direction, at step 1 the subdomain problem PΩ1,κ1 is solved with

the source f · χΩ1 , and denote the solution as u1 = L−1
Ω1,κ1

(f · χΩ1). At step 2, the subdomain
problem PΩ2,κ2 is solved with the transferred trace from Ω1 in addition to the source f · χΩ2 , and
denote the solution as u2, which is given by

u2 = L−1
Ω2,κ2

(f · χΩ2) + Ψ2(u1). (3.9)

In the second sweep of downward direction, at step 1, since the source f is no longer used and
there is no transferred trace passed to Ω2 from upside, the subdomain solution of PΩ2,κ2 is zero.
Then at step 2 the subdomain problem of PΩ1,κ1 is solved with the transferred trace from Ω2, and
denote the solution as u′1, which is given by

u′1 = Ψ1(u2). (3.10)

After these two sweeps, the one-dimensional sweeping DDM terminates and generates a DDM
solution for PΩ,κ with the source f , which is given by

uDDM = (u1 + u′1)µΩ− + u2µΩ+ . (3.11)

On the other hand, the sweeping procedure could still continue so that it results in an iterative
solver. For example, one more upward sweep could follow the second (downward) sweep, and we
then have the subdomain solution of Ω2, denoted as u′2 and given by u′2 = Ψ2(u′1). Consequently
the DDM solution with such three sweeps, denoted u3

DDM, is formed as

u3
DDM = (u1 + u′1)µΩ− + (u2 + u′2)µΩ+ . (3.12)
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(a) u1 (b) u2 (c) u′1 (d) u

Figure 8: Illustration of the sweeping process of Algorithm 2.1 in the two-layered media case with
the 1× 2 domain partition, ηL > 0 and supp(f) ⊂ Ω1.

By Lemma 2.3, it is obvious that the one-dimensional sweeping DDM could produce the exact
solution in two sweeps for the two-layered media case with vertical media interface. In the case of
horizontal media interface and ηL > 0, the exact solution could also be obtained in two sweeps and
we have the following lemma.

Lemma 3.4. Assume that f is a bounded smooth source, the media interface is horizontal and
ηL > 0. Then the one-dimensional sweeping DDM solution uDDM with the 1× 2 domain partition
(i.e., the DDM solution (3.11)) is the exact solution to PΩ,κ with the source f in the two-layered
media case.

Proof. Since ηL > 0, we have κ1 = κ↓ and κ2 = κ according to (2.24). The result obviously holds
in the situation of supp(f) ⊂ Ω2, thus we only need to consider the situation of supp(f) ⊂ Ω1.
Figure 8 gives the diagonal sweeping DDM solution process for this situation. The subdomain
solution u1 contains the up-going wave of Ω−, the subdomain solution u2 is already exact in Ω+,
the subdomain solution u′1 contains the reflection in Ω− from Ω+, and uDDM gives the exact PML
solution u, as shown in Figure 8-(a) to (d), respectively.

We start the proof with first introducing some notations. Define the following two PML prob-
lems associated with Ω: PΩ,κ is the one with the two-layered media κ and PΩ,κ↓ is the one with the
constant medium κ↓. The solution to the problem PΩ,κ with source f is denoted by u. Let Gκ and
Gκ↓ be the fundamental solutions to PΩ,κ and PΩ,κ↓ , respectively. Define the potential associated
with PΩ,κ as

Ψκ
±(λ)(x) :=

∫
γ
J−1

Ω Gκ(x,y)
(
AΩ∇yλ(y) · n±

)
− λ(y)

(
AΩ∇y

(
J−1

Ω Gκ(x,y)
)
· n±

)
dy, (3.13)

where n− = n1 and n+ = n2. The potentials Ψ
κ↓
± associated with PΩ,κ↓ are defined similarly.

First we prove that the diagonal sweeping DDM solution uDDM is exact in the upper half-plane:

u2 = u, in Ω+. (3.14)

To show this, we start by considering the case that f is a delta function δ(x− x′) with x′ ∈ Ω1. In
this case, the subdomain solution of Ω1 at step 1 is Gκ↓(x,x′) in Ω−, and define G

κ↓
x′ (x) = Gκ↓(x,x′)
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for any x ∈ Ω−. Then at step 2, the subdomain solution of Ω2 is Ψ2(G
κ↓
x′ ) according to (3.9). In

the upper plane Ω+, by the property of uniaxial PML, we have that for any x′′ ∈ Ω+ and y ∈ γ,
G2(x′′,y) = Gκ(x′′,y), thus Ψ2(G

κ↓
x′ ) = Ψκ

+(G
κ↓
x′ ). Then by (3.13) and (2.4), we have that for

Ψκ
+(G

κ↓
x′ )(x

′′) =

∫
γ
J−1

Ω (y)Gκ(x′′,y)
(
AΩ∇yG

κ↓(y,x′) · n+

)
−Gκ↓(y,x′)

(
AΩ∇y

(
J−1

Ω (y)Gκ(x′′,y)
)
· n+

)
dy

=
JΩ(x′)
JΩ(x′′)

∫
γ
J−1

Ω (y)Gκ↓(x′,y)
(
AΩ∇yG

κ(y,x′′) · n−
)

−Gκ(y,x′′)
(
AΩ∇y

(
J−1

Ω (y)Gκ↓(x′,y)
)
· n−

)
dy

=
JΩ(x′)
JΩ(x′′)

Ψ
κ↓
− (Gκx′′)(x

′), (3.15)

where Gκx′′ is the fundamental solution to the problem PΩ,κ with the delta source δ(x − x′′).
Moreover, using the same argument as done in Lemma 2.3, we obtain Ψ

κ↓
− (Gκx′′)(x

′) = Ψκ
−(Gκx′′)(x

′),
and by Lemma 2.2, Ψκ

−(Gκx′′)(x
′) = Gκx′′(x

′), thus (3.15) implies that for any x′′ ∈ Ω+,

Ψκ
+(G

κ↓
x′ )(x

′′) =
JΩ(x′)
JΩ(x′′)

Gκx′′(x
′) = Gκx′(x

′′), (3.16)

which implies that (3.14) holds in the case of f being a delta function δ(x− x′) in Ω1.
Next let us consider a general smooth bounded source f located in Ω1. By Fubini’s theorem,

for any y ∈ γ,

∇yu1(y) = ∇y

∫
Ω1

f(x′)Gκ↓(y,x′)dx′ =
∫

Ω1

f(x′)∇yG
κ↓(y,x′)dx′. (3.17)

Combining (3.16) and (3.17), we then have that for any x′′ ∈ Ω+,

u2(x′′) = Ψκ
+(u1)(x′′)

=

∫
γ
J−1

Ω (y)Gκ(x′′,y)
(
AΩ(y)∇yu1(y) · n2

)
− u1(y)

(
AΩ(y)∇y

(
J−1

Ω (y)Gκ(x′′,y)
)
· n2

)
dy

=

∫
γ

[
J−1

Ω (y)Gκ(x′′,y)
(
AΩ(y)

∫
Ω1

f(x′)∇yG
κ↓(y,x′)dx′ · n2

)
−
(∫

Ω1

f(x′)Gκ↓(y,x′)dx′
)(
AΩ(y)∇y

(
J−1

Ω (y)Gκ(x′′,y)
)
· n2

)]
dy. (3.18)

The fundamental solution Gκ↓ , Gκ and their derivatives are singular at x = x′, but still integrable
on Ω1, furthermore, they decay exponentially outside of Ω1, consequently the order of integration
in (3.18) can be changed according to Fubini’s theorem, therefore we have that for any x′′ ∈ Ω+,

u2(x′′) =

∫
Ω1

f(x′)
(∫

γ
J−1

Ω (y)Gκ(x′′,y)
(
AΩ(y)∇Gκ↓(y,x′) · n2

)
−Gκ↓(y,x′)

(
AΩ(y)∇y

(
J−1

Ω (y)Gκ(x′′,y)
)
· n2

)
dy

)
dx′

=

∫
Ω1

f(x′)Gκ(x′′,x′)dx′ = u(x′′).
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Next we prove that the diagonal sweeping DDM solution uDDM is also exact in the lower half-
plane Ω−:

u1 + u′1 = u, in Ω−. (3.19)

Let us investigate the limit value of the subdomain solution u2 on γ from the Ω− side, then study
the value of u′1 using (3.10). Since the media interface γL is away from the subdomain interface,
we denote the distance as d∗ > 0 and introduce a smooth cutoff function β∗(x2) = β(x2−d∗d∗

), which
is 0 for x2 ≥ dk, 1 for x2 ≤ 0, and smooth in x2 ∈ (0, d∗). Define

v = (u− u1)β∗, in R2, (3.20)

and it is clear that LΩ,κv = 0 in R2/Ωβ , where Ωβ = (−∞,∞) × (0, d∗). This indicates that v is
the solution to the problem PΩ,κ with the source lying in Ωβ . Let ṽ be the solution to the problem
PΩ2,κ with the same source, that is, LΩ2,κṽ = LΩ,κv in R2, which implies

Ψ2(ṽ) = −ṽ, in Ω−, (3.21)

according to Lemma 2.2. Since the problem PΩ2,κ is a subdomain problem of PΩ,κ and v and ṽ
shares the same source, we know that v = ṽ on γ, which further implies from (3.20) and (3.21)
that Ψ2(u − u1) = −ṽ in Ω−. Moreover, by Lemma 2.3, it holds Ψ2(u) = 0 in Ω−. Consequently
we obtain that Ψ2(u1) = ṽ, in Ω−. Therefore it holds that

lim
x2→0−

u2 = u− u1. (3.22)

On the other hand, v also satisfies that LΩ,κ↓v = 0 in R2/Ωβ , thus by Lemma 2.2 we get

Ψ1(v) = Ψ
κ↓
− (v) = v, in Ω−. (3.23)

Together with (3.20) and (3.22), we have

Ψ1(u2) = u− u1, in Ω−, (3.24)

and thus (3.19) is true.

In the above analysis for the 1× 2 partition, we have proved that the one-dimensional sweeping
DDM produces the exact solution in two sweeps (one upward and one downward) in the case of
horizontal media interface and ηL > 0. However, in the case of ηL < 0, one more upward sweep is
needed to construct the exact solution. Note that in this case supp(f) could be contained in the
subdomains above the media interface γL.

Lemma 3.5. Assume that f is a bounded smooth source, the media interface is horizontal and
ηL < 0. Then the DDM solution u3

DDM defined by (3.12) with the 1 × 2 domain partition is the
exact solution to PΩ,κ with the source f in the two-layered media case.

Proof. It is obvious that the exact solution can be constructed by the first (upward) sweep in the
situation of supp(f) ⊂ Ω1. In the situation of supp(f) ⊂ Ω2, the direct wave in Ω2 is obtained in the
first (upward) sweep, the reflection and refraction wave in Ω1 is obtained in the second (downward)
sweep, and the reflection wave in Ω2 is obtained in the third (upward) sweep. The details are
omitted here since the case of ηL < 0 is a mirror of the case ηL > 0, and all the differences are due
to the order of sweepings in our DDM algorithm.
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For the general one-dimensional strip partition 1 × N2, the number of sweeps of the one-
dimensional sweeping DDM to construct the exact solution for the two-layered media problem
also depends on the position of the layer interface. For example, for the partitions 1 × N2, as-
sume f = f1,N2 and the horizontal media interface satisfies that γL lies in Ω1,jL with jL < N2,
then the first (upward) sweep constructs the direct wave in Ω1,N2 , the second (downward) sweep
constructs the direct wave in Ω1,j , j = N2 − 1, . . . , jL, the reflection in Ω1,jL and the refraction
in Ω1,j , j = jL, . . . , 1. An extra upward sweep is still needed to construct the reflection in Ω1,j ,
j = jL + 1, . . . , N2. By using Lemma 2.3 for the trace transfer and similar arguments in Lemmas
3.4 and 3.5 for the 1× 2 partition, we can obtain the following result.

Theorem 3.6. Assume that f is a bounded smooth source and the domain Ω is decomposed into
1×N2 subdomains, then the DDM solution generated by the one-dimensional sweeping DDM with
one extra upward sweep is the exact solution to PΩ,κ with the source f in the two-layered media
case.

3.2.2. With general checkerboard partitions

For a general checkerboard partition of N1 × N2, we first show that the DDM solution of
Algorithm 2.1 is exactly the solution to PΩ,κ in the case of two-layered media and horizontal media
interface when supp(f) is not contained in any of the subdomains above the media interface γL.
Without loss of generality, the 2× 2 partition case is considered for demonstration. For simplicity,
the following notations are used for the 2 × 2 partition of the domain Ω = [−l1, l1]× [−l2, l2]. Let
Ω−x1 and Ω+

x1 be the left and right half-plane, while Ω−x2 and Ω+
x2 be the lower and upper half-plane,

respectively. The characteristic functions for half-planes are defined as χ±i = χΩ±xi
, i = 1, 2. The

four quadrant planes are denoted as Ω+;+, Ω−;+, Ω−;− and Ω+;−, and the x- and y-axes are denoted
as γ1 and γ2, respectively, as shown in Figure 7-(right). Assume the media interface is horizontal
and ηL > 0, similar to Lemma 3.4 for the 1 × 2 partition, such media interface condition implies
that the source can not lie in any of the subdomains above the media interface, hence no matter
where the source locates, four diagonal sweeps is enough to produce the exact solution.

Lemma 3.7. Assume that f is a bounded smooth source, the media interface is horizontal and
ηL > 0, and the domain Ω is decomposed into 2× 2 subdomains. Then the DDM solution uDDM of
Algorithm 2.1 is the exact solution to PΩ,κ with the source f in the two-layered media case.

(a) uLf (b) uDr (c) uRf (d) ũRf

Figure 9: Illustration of the partial solutions in the two-layered media case with the 2 × 2 domain
partition, ηL > 0 and supp(f) ⊂ Ω1,1.
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Proof. Following the similar line of augments used in Theorem 3.3 for constant medium, and using
Lemma 2.3, it is easy to prove the lemma holds in the case that the source lies within the upper
subdomains Ω1,2 and Ω2,2. Now we only consider the case that the source lies within subdomain
Ω1,1, since lying in any of the two lower subdomains makes no essential difference.

It is clear that the PML problem PΩ1,1;1,2,κ of the left half region is a two-layered media problem
using the 1 × 2 partition, of which the solution with the source f is denoted as uLf, as shown in
Figure 9-(a). If we regard the regions Ω1,2;1,1 and Ω1,2;2,2 as two subdomains, then the problem
PΩ,κ still can be treated as a two-layered media problem with the 1 × 2 partition as discussed in
the preceding subsection, of which the lower subdomain solution in the upward sweep is the direct
wave, denoted as uDr (shown in Figure 9-(b)). The lower subdomain solution in the downward
sweep is the reflection from the media interface, denoted as uRf (shown in Figure 9-(c)). Since the
reflection in the lower subdomain is caused by the medium change in the upper subdomain, we can
define the PML solution of the reflection for the upper subdomain problem as ũRf, as illustrated in
Figure 9-(d), which satisfies uRf = ũRf on γ1 and ũRf decays exponentially in the lower half-plane.

(a) u1
1,1 (b) u1

2,1 (c) u1
1,2 (d) U

(1)
2

(e) u1
2,2 (f) U (1) = U (2) (g) u3

1,1 (h) U
(3)
2

(i) u3
2,1 (j) U (3) = U (4) = u

Figure 10: Illustration of the sweeping process of Algorithm 2.1 in the two-layered media case with

the 2 × 2 domain partition, ηL > 0 and supp(f) ⊂ Ω1,1. U (l) (l = 1, 2, 3, 4) denotes the DDM

solution after sweep l, and U
(l)
i denotes the DDM solution at the i-th step of sweep l.
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In the first sweep of direction (+1,+1), at step 1 the subdomain problem of Ω1,1 is solved with
the source f , the solution u1

1,1 is obtained, as shown in Figure 10-(a). At step 2, the subdomain

problem of Ω2,1 is solved with the transferred trace from Ω1,1, the solution u1
2,1 is obtained, as

shown in Figure 10-(b). By applying the horizontal trace transfer on Ω1,2;1,1, we can show that

u1
2,1 =

{
uDr, in Ω+;−,
0, in Ω−;−,

(3.25)

thus one upward transferred traces are generated from Ω2,1. In addition, the subdomain problem
in Ω1,2 is solved with the transferred trace from Ω1,1, the solution u1

1,2 is obtained, as shown in
Figure 10-(c), and by applying the vertical trace transfer for the two-layered media on Ω1,1;1,2, we
have that

u1
1,2 =

{
u, in Ω−;+,
ũRf, in Ω−;−.

(3.26)

This implies that two transferred traces are generated from Ω1,2, one is rightwards and the other
is downwards. At step 3, the subdomain problem in Ω2,2 is solved with the transferred traces from
Ω1,2 and Ω2,1 and the solution u1

2,2 is obtained, as shown in Figure 10-(d). We will show that

u1
2,2 = u in Ω2,2. By (3.25) and (3.26), it is easy to see that

u1
2,2 = Ψ−1,0;2,2(u1

1,2) + Ψ0,−1;2,2(u1
2,1)

= Ψ−1,0;2,2(uχ+
2 + ũRfχ

−
y ) + Ψ0,−1;2,2(uDrχ

+
1 )

=
(

Ψ−1,0;2,2(uχ+
2 ) + Ψ0,−1;2,2(uχ+

1 )
)

+
(

Ψ−1,0;2,2(ũRfχ
−
2 )−Ψ0,−1;2,2((u− uDr)χ

+
1 )
)
. (3.27)

By Lemma 2.3 and applying the trace transfer on Ω2,2, we have

Ψ−1,0;2,2(uχ+
2 ) + Ψ0,−1;2,2(uχ+

1 ) = uχ+
1 χ

+
2 . (3.28)

and then by using the fact that uRf + uDr = u on γ1 and Lemma 2.3, it holds

Ψ−1,0;2,2(ũRfχ
−
2 )−Ψ0,−1;2,2((u− uDr)χ

+
1 ) = ũRfχ

+
1 χ
−
2 . (3.29)

Therefore, with (3.28) and (3.29) we obtain

u1
2,2 = uχ+

1 χ
+
2 + ũRfχ

+
1 χ
−
2 , (3.30)

which implies that the exact solution in Ω2,2 is obtained, as shown in Figure 10-(e), and a downward
transferred trace is generated on γ1. After the first sweep, the subdomain solutions of Ω1,2 and Ω2,2

are exact, while the reflection waves are missing in the subdomain solutions of Ω1,1 and Ω2,1, as
shown in Figure 10-(f). Besides, two downwards transferred traces from Ω1,2 and Ω2,2 are generated
and will be used in the remaining sweeps.

In the second sweep of direction (+1,−1), all the subdomain sources and solutions are zero
since the two transferred traces are not used in this sweep due to Rule 2.4 (similar directions). In
the third sweep of direction (−1,+1), the subdomain solution is zero in step 1. Then at step 2,
the subdomain problem of Ω1,1 with the transferred trace from Ω1,2 is solved, and the solution u3

1,1

is obtained. By the previous arguments for the two-layered subdomains, we have

u3
1,1 =

{
uRf, in Ω−;−,
0, in Ω+

x2 ,
(3.31)
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as shown in Figure 10-(g). This implies that the missing reflections in Ω1,1 is recovered, as shown
in Figure 10-(h), and a rightward transferred trace is generated. At step 3, the subdomain problem
of Ω2,1 with the transferred traces from Ω1,1 and Ω2,2 is solved, and the solution u3

2,1 is obtained.
By (3.30)-(3.31) and Lemma 2.3, we obtain that

u3
2,1 = Ψ−1,0;2,1(u3

1,1) + Ψ0,+1;2,1(u1
2,2)

= Ψ−1,0;2,1(uRfχ
−
2 ) + Ψ0,+1;2,1(uRfχ

+
1 )

= uRfχ
+
1 χ
−
2 , (3.32)

thus the missing reflection in Ω2,1 is obtained, as shown in Figure 10-(i), and no more transferred
traces are generated. All subdomain solutions in the fourth sweep are zero since there are no
transferred traces and source, and at last the total exact solution is constructed in Ω, as shown in
Figure 10-(j).

Next we consider the case of horizontal media interface and ηL < 0. Similar to Lemma 3.5 for
the 1 × 2 partition, when the source lies in the subdomain above the media interface, one extra
round of four (i.e., 22 = 4 in R2) diagonal sweeps is needed to produce the exact solution, and we
have the following Lemma.

Lemma 3.8. Assume that f is a bounded smooth source, the media interface is horizontal and
ηL < 0, and the domain Ω is decomposed into 2×2 subdomains. Then the DDM solution generated
by Algorithm 2.1 with one extra round of four diagonal sweeps is the exact solution to PΩ,κ with
the source f in the two-layered media case.

In the case of vertical media interface, similar analysis as Lemma 3.7 and Lemma 3.8 for the
horizontal media interface could be carried out, and the required number of diagonal sweeps to
obtain the exact solution follows a similar rule, that is, four diagonal sweeps are enough if no
source lies in any of the subdomains in the right of the media interface, and eight sweeps are
needed otherwise. We have the following Lemma.

Lemma 3.9. Assume that f is a bounded smooth source, the media interface is vertical, and the
domain Ω is decomposed into 2 × 2 subdomains. Then the DDM solution generated by Algorithm
2.1 with one extra round of four diagonal sweeps is the exact solution to PΩ,κ with the source f in
the two-layered media case.

Using the similar arguments of the Lemma 3.2 for the constant medium case, we can further
extend the above analysis from the 2× 2 partition to the general N1 ×N2 checkerboard partition.
Again, similar to the 1×N2 strip partition, the position of the media interface affects the number
of sweeps needed to construct the exact solution, and the following result can be obtained.

Theorem 3.10. Assume that f is a bounded smooth source and the domain Ω is decomposed into
N1 × N2 subdomains, then the DDM solution generated by Algorithm 2.1 with one extra round of
four diagonal sweeps is the exact solution to PΩ,κ with the source f in the two-layered media case.

4. Extension to the Helmholtz problem in R3

We now consider the extension the trace transfer-based diagonal sweeping DDM to the Helmholtz
problem (1.1)-(1.2) in R3. The PML equation in R3 associated with the cuboidal box B = {x =
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(x1, x2, x3) | aj ≤ xj ≤ bj , j = 1, 2, 3} is defined as

J−1
B ∇ · (AB∇ũ) + κ2ũ = f, in R3, (4.1)

where

AB(x) = diag

(
α2(x2)α3(x3)

α1(x1)
,
α1(x1)α3(x3)

α2(x2)
,
α1(x1)α2(x2)

α3(x3)

)
, JB(x) = α1(x1)α2(x2)α3(x3),

with α3(x3) = 1 + iσ3(x3) and σ3(x3) being defined in the same way as (2.1).
With the z-direction partition as ζk = −l3+(k−1)∆ζ for k = 1, . . . , N3+1, where ∆ζ = 2 l3/N3,

the cuboidal domain Ω = [−l1, l1] × [−l2, l2] × [−l3, l3] in R3 is partitioned into N1 × N2 × N3

nonoverlapping subdomains Ωi,j,k and the source f is decomposed into fi,j,k = f · χΩi,j,k , i =
1, 2, . . . , N1, j = 1, 2, . . . , N2, k = 1, 2, . . . , N3. Let the one-dimensional cutoff functions in the
z-direction be defined as

µ
(3)
#,k(x1) =


H(x3 − ζk), # = −1 and k 6= 1,
H(ζk+1 − x3), # = 1 and k 6= N3,
1, otherwise,

and the cutoff function for the subdomain Ωi,j,k is given by

µi,j,k = µ
(1)
−1,i(x1)µ

(1)
+1,i(x1)µ

(2)
−1,j(x2)µ

(2)
+1,j(x2)µ

(3)
−1,k(x3)µ

(3)
+1,k(x3). (4.2)

Denote by Gi,j,k(x,y) the fundamental solution of the problem PΩi,j,k,κi,j,k , where κi,j,k is the
extension of the wave number κ as done in (2.24), and denote the boundaries of Ωi,j,k as

γ2,M,#;i,j,k =



{(x1, x2, x3) | x1 = ξi}, if (2,M,#) = (−1, 0, 0) and i > 1,
{(x1, x2, x3) | x1 = ξi+1}, if (2,M,#) = (+1, 0, 0) and i < N1,
{(x1, x2, x3) | x2 = ηj}, if (2,M,#) = (0,−1, 0) and j > 1,
{(x1, x2, x3) | x2 = ηj+1}, if (2,M,#) = (0,+1, 0) and j < N2,
{(x1, x2, x3) | x3 = ηk}, if (2,M,#) = (0, 0,−1) and k > 1,
{(x1, x2, x3) | x3 = ηk+1}, if (2,M,#) = (0, 0,+1) and k < N3,
∅, otherwise,

and the corresponding unit normal vectors associated with them are then n2,M,# = −(2,M,#).
Using the above fundamental solutions, we can define the potential operators as follows:

Ψ2,M,#; i,j,k(v) := Φ2,M,#; i,j,k((v,AΩi,j,k∇v · n2,M,#)T ), (4.3)

where

Φ2,M,#; i,j,k((v, w)T ) :=

∫
γ2,M,#; i,j,k

J−1
Ωi,j,k

Gi,j,k(x,y)w(y)

− v(y)
(
AΩi,j,k∇y

(
J−1

Ωi,j,k
Gi,j,k(x,y)

)
· n2,M,#

)
dy,

for (2,M,#) = (±1, 0, 0), (0,±1, 0), (0, 0,±1).
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Eight diagonal directions, namely (2,M,#), 2,M,# = ±1, are used in diagonal sweeping in R3,
and the sweep along each direction contains a total of N1 +N2 +N3− 2 steps. The sweeping order
is set as

(+1,+1,+1), (−1,+1,+1), (+1,−1,+1), (−1,−1,+1),
(+1,+1,−1), (−1,+1,−1), (+1,−1,−1), (−1,−1,−1).

(4.4)

In the s-th step of the sweep of direction (d1, d2, d3), the group of subdomains {Ωi,j,k} satisfying

î(i) + ĵ(j) + k̂(k) + 1 = s (4.5)

are to be solved, where î(i) and ĵ(j) are defined by (2.28) and k̂(k) is defined as

k̂(k) =

{
k − 1, if d3 = 1,
N3 − k, if d3 = −1.

(4.6)

The similar direction of vectors in R3 is defined as in [27]:
two vector d1 and d2 in R3 are called in the similar direction [27] if d1·d2 > 0 and d1(k)d2(k) ≥ 0

for k = 1, 2, 3, where d1(k) and d2(k) are the k-th components of d1 and d2, respectively. The
rules on the transferred traces for sweeps in R3 are also as those in [27]:

Rule 4.1. (Similar directions in R3) A transferred source which is not in the similar direction of
one sweep in R3, should not be used in that sweep.

Rule 4.2. (Opposite directions in R3) Suppose a transferred source with direction dsrc is generated
in one sweep with direction d1, then it should not be used in the later sweep with direction d2,
if under any of x − y, x − z, y − z plane projections, the projection of dsrc has exactly one zero
components and the projections of d1 and d2 are opposite.

The trace transfer-based diagonal sweeping DDM in R3 is then stated as follows.

Algorithm 4.1 (Trace transfer-based diagonal sweeping DDM in R3).

1: Set the sweep order as list (4.4)

2: Set the local trace of each subdomain for each sweep as gl2,M,#;i,j,k, l = 1, . . . , 8
3: for Sweep l = 1, . . . , 8 do
4: for Step s = 1, . . . , N1 +N2 +N3 − 2 do
5: for each of the subdomains {Ωi,j,k} defined by (4.5) in Step s of Sweep l do
6: If fi,j,k 6= 0, solve the local solution LΩi,j,k,κi,j,k(uli,j,k) = fi,j,k,

else set uli,j,k = 0
7: Set fi,j,k = 0
8: Add potentials to the local solution

uli,j,k ← uli,j,k
∑

(2,M,#)=(±1,0,0),
(0,±1,0),(0,0,±1)

Ψ2,M,#; i,j,k(g
l
2,M,#;i,j,k)

9: Compute new transferred trace
(
uli,j,k, Ai,j,k∇uli,j,k · n2,M,#

)T ∣∣
γ2,M,#;i,j,k

, (2,M,#) =

(±1, 0, 0), (0,±1, 0), (0, 0,±1)
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10: for each direction (2,M,#) = (±1, 0, 0), (0,±1, 0), (0, 0,±1) do
11: Find the smallest sweep number l′ ≥ l, such that the transferred trace could be

used in Sweep l′, according to Rules 4.1 and 4.2

12: Add the transferred trace to the l′-th trace of the corresponding neighbor
subdomain

gl
′
−2,−M,−#;i+2,j+M,k+# ←gl

′
−2,−M,−#;i+2,j+M,k+#

+
(
uli,j,k, AΩi,j,k∇uli,j,k · n2,M,#

)T ∣∣∣
γ2,M,#;i,j,k

13: end for
14: end for
15: end for
16: end for
17: The DDM solution for PΩ,κ with the source f is then given by

uDDM =
∑

l=1,...,8

∑
i=1,...,N1
j=1,...,N2
k=1,...,N3

uli,j,kµi,j,k

The DDM solution of the above Algorithm 4.1 is exactly the solution to PΩ,κ with the source f ,
not only in the constant medium case, but also in the two-layered media case with one extra round
of eight diagonal sweeps. The verification in the constant medium case is similar to the source
transfer method discussed in [27], in fact, it is even simpler since only cardinal directions need to
be considered for transferred traces. The verification of the two-layered media case basically follows
the same line of argument used in the R2 case in the preceding section except the media interface
now becomes a plane in R3.

Remark 1. The proposed diagonal sweeping DDM is a very efficient method in terms of compu-
tational complexity and weak scalability. When we increase the number of subdomains while fixing
the subdomain problem size, the computational complexity of solving one RHS Helmholtz system by
using a Krylov subspace solver with the diagonal sweeping DDM as the preconditioner is O(Nniter),
where N is the size of global system and niter is the number of iterations used by the Krylov subspace
solver. If niter grows proportionally to logN , which is to be verified in the numerical experiments
section, then the method is of O(N logN) complexity. For problems with many RHSs, a pipeline
can be set up to solve all the RHSs in sequence as discussed in [27], where the number of used
cores in the pipeline is chosen to be equal to the number of subdomains. In the 2D case, assuming
that the number of RHSs (denoted as NRHS) is a multiple of N1 + N2 − 1, then the total pipeline
solving time (denoted as Tsol) and the consequent average solving time for one RHS (denoted as
Tpar) approximately satisfy

Tpar =
Tsol

NRHS
≈ 4niterT0 +

N1 +N2 − 1

NRHS
T0, (4.7)

where T0 is the time cost of one subdomain solve. Similarly, in the 3D case, assuming that the
number of RHSs is a multiple of N1 +N2 +N3 − 2, then we have

Tpar =
Tsol

NRHS
≈ 8niterT0 +

N1 +N2 +N3 − 2

NRHS
T0. (4.8)
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Thus, the pipeline is very efficient for the diagonal sweeping DDM in the sense that the idle of
the cores in the pipeline processing only wastes a tiny amount of the total computing resource, i.e.,
N1+N2−1
4niterNRHS

in the 2D case and N1+N2+N3−2
8niterNRHS

in the 3D case.

5. Numerical experiments

Performance evaluation of the proposed trace transfer-based diagonal sweeping DDM (Algo-
rithms 2.1 and 4.1) is presented in this section. The finite difference (FD) discretization on struc-
tured meshes is adopted for spatial discretization. More specifically, the five points stencil and
the seven points one are employed for two and three dimensional problems respectively, both of
them are second order accurate. The accuracy of the FD scheme is ensured by the mesh density,
which is defined as the number of nodes per wave length. The proposed diagonal sweeping DDM
algorithms are implemented in parallel using Message Passing Interface (MPI), and the spare direct
solver “MUMPS” [1] is used to solve the local subdomain problems. The numerical tests are all
carried out on the “LSSC-IV” cluster at the State Key Laboratory of Scientific and Engineering
Computing, Chinese Academy of Sciences, each computing node of the cluster has two 2.3GHz
Xeon Gold 6140 processors with 18 cores and 192G shared memory. The number of used cores is
always chosen to be equal to the number of subdomains in all tests.

First, the spatial discretization of the integral representation (2.10) of the proposed DDM
method is briefly introduced, and how the integral form is converted to subdomain problems to
be solved and corresponding approximation error are also discussed. Second, the convergence of
the fully discrete DDM solution is tested in the following sense. The total error of a numerical
solution usually consists of the errors from the discretization, the truncation of the PML layer and
the DDM algorithm. However, in the constant medium case and the two-layered media case (with
an extra round of diagonal sweeps), there is no error from the proposed DDM itself as shown by
convergence analysis. Therefore, using appropriate PML medium parameters to keep the PML
truncation error relatively small (which is easy since the truncation error decays exponentially
away from the computational domain), the total error will be dominated by the error of numerical
discretization and then can be identified by the convergence order. At last, the performance and
parallel scalability of the proposed DDM as the preconditioner is also tested. The DDM solution is
an approximate solution to the problem, hence it could be used as a good preconditioner for Krylov
subspace solvers (such as GMRES), and the effectiveness of the DDM preconditioner is usually
reflected by the number of iterations needed to reach certain stopping criterion. All running times
are measured in seconds.

5.1. On numerical discretization

Here we briefly discuss numerical discretization in space for the proposed trace transfer-based
diagonal sweeping DDM method. For simplicity, let us only consider the 2D constant medium
problem with the five-point FD stencil as used in the numerical test. Suppose that a uniform
rectangular mesh of size h is used for partition of the box domain Ω together with its truncated
PML layer, then the original global PML equation (2.3) can be discretized in a symmetric form as
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follows: at each node (ξi, ηj) of the rectangular mesh,

1

h2

(
−
(

α2(ηj)

α1(ξi−1/2)

)
(ui,jh − u

i−1,j
h ) +

(
α2(ηj)

α1(ξi+1/2)

)
(ui+1,j
h − ui,jh )

−
(

α1(ξi)

α2(ηj−1/2)

)
(ui,jh − u

i,j−1
h ) +

(
α1(ξi)

α2(ηj+1/2)

)
(ui,j+1
h − ui,jh )

)
+ (ki,j)2α1(ξi)α2(ηj)ui,jh = α1(ξi)α2(ηj)f(ξi, ηj), (5.1)

where ui,jh is the approximation of u(ξi, ηj). Let us denote the above equation (5.1) as (Lhuh)i,j =
α1(ξi)α2(ηj)f(ξi, ηj).

Assume that we decoompose the domain Ω into 2×1 subdomains, and the subdomain interface
face γ is located at half grid point ξ = ξi

′+1/2 for some i′ (the interface lies at the half grid
point is crucial to the discretization scheme to be presented below). Suppose the support of f is
only in the left subdomain, now we consider, given the left subdomain solution (denoted as vh),
how to discretize the integral representation (2.10) on the right subdomain (denoted as wh). Let
us begin with the integral representation (2.8) of global Green function, instead the subdomain
representation (2.10). Notice that γ can be split into intervals Ij = {(ξi′+1/2, η)|ηj−1/2 ≤ η ≤
ηj+1/2}, and the fact α1(ξ) = 1 on γ, then it holds

wh(x) ≈
∑
j

∫
Ij

(
G(x,y)∂y1u(y)− u(y)∂y1G(x,y)

)
dy

≈
∑
j

h

(
Gi
′,j
h (x) +Gi

′+1,j
h (x)

2

vi
′+1,j
h − vi′,jh

h
− vi

′,j
h + vi

′+1,j
h

2

Gi
′+1,j
h (x)−Gi′,jh (x)

h

)
=
∑
j

vi
′,j
h Gi

′+1,j
h (x)− vi′+1,j

h Gi
′,j
h (x), (5.2)

where Gi,jh (x) is the discrete Green solution that satisfies (LhGh)i,j = α1(ξi)α2(ηj)
δh(ξi, ηj)

h2
. In

contrast to the integral (2.8), we can solve the following finite difference system for wh by

(Lhwh)i,j = gi,jh , where gi,jh =


−α2(ηj)

h2
vi
′+1,j
h , i = i′,

α2(ηj)

h2
vi
′,j
h , i = i′ + 1,

0, otherwize.

(5.3)

A discrete trace transfer Lemma, which is the discrete counterpart of Lemma 2.2, holds for the
subdomain solution obtained by (5.3). In fact, suppose the left subdomain solution vh is exact, i.e.,
vhµh = uh for i ≤ i′, where µh is a cutoff function that µh := χi<i′+1/2 , then it is easy to check,

the source in (5.3) satisfies gi,jh = f i,jh − (Lh(uhµh))i,j , and hence

vhµh + wh = uh, (5.4)

which implies that the right subdomain solution is also exact. Similarly, such discrete trace transfer
Lemma holds in the case of corner direction transfer for the five-point FD stencil and we omit the
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details. The discretization of the integral representation (2.10) of the subdomain Green function
is then done in practice by solving (5.3) only on the right subdomain with its corresponding PML
instead of on the whole domain with PML. Since solving the subdomain problems with its respective
PML usually will bring some numerical errors due to the PML discretization, the exactness in (5.4)
is no longer true, but as discussed above those inconsistency errors can be greatly reduced by using
the scheme (5.3).

Remark 2. In the source transfer method, the transferred source is obtained directly using cutoff
functions. The cutoff function in source transfer method is away from the interface γ, i.e., a cutoff
function βh of width δl satifies βh = 1 for i ≤ i′ + 1, βh = 0 for i ≥ i′ + δl + 1, and is smooth in
i′ + 1 ≤ i ≤ i′ + δl + 1. In the case of the width δl = 1, the transferred source g̃h becomes

g̃i,jh =


−α2(ηj)

h2
vi
′+2,j
h , i = i′ + 1,

α2(ηj)

h2
vi
′+1,j
h , i = i′ + 2,

0, otherwise.

(5.5)

It is easy to see that a discrete source transfer Lemma holds for such source. By comparing (5.1)
and (5.5), we can also find that by using certain discretization schemes such as the five-point FD
stencil, the source terms obtained by the trace and source transfer methods could be quite similar
while their locations are somewhat different.

5.2. Convergence tests of the discrete DDM solutions

In this subsection, the convergence of the proposed method is tested in the constant medium
case and the two-layered media case. The error of the DDM solution is expected to be dominated by
the spatial discretization error, hence we fix both the wave number and the number of subdomains,
and increase the mesh resolution to check the convergence order. For all numerical tests, the
following PML medium profile function is used in defining (2.1):

σ̂(t) =
σ0

lPML

(
t

lPML

)3

, t ≥ 0, (5.6)

where lPML is the PML width and σ0 is a variable related to κ. We also note that the errors we
computed in the convergence tests are with respect to analytic solutions.

5.2.1. 2D constant medium problem

A 2D constant medium problem is used to test Algorithm 2.1. The computational domain is
BL = [0, 2L]× [0, 2L] with L = 1/2, and the interior domain without PML is Bl = [L− l, L+ l]×
[L− l, L+ l] with l = 25/56. For the wave number κ = 100π, a series of uniformly refined meshes
are used, of which the mesh density increases approximately from 11 to 173 . The domain partition
is fixed to be 4× 4 for all the meshes, and the source is defined as

f(x1, x2) =
16κ2

π3
e−( 4κ

π
)2((x1−r1)2+(x2−r2)2), (5.7)

where (r1, r2) = (0.28, 0.27), such that supp(f) extends to all four subdomains Ωi,j , i, j = 1, 2.
In this test we choose σ0 = 20/κ in (5.6) for the PML medium profile. The optimal second-order
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Mesh
Local Size

L2 Error
Conv.

H1 Error
Conv.

without PML Rate Rate

6302 1402 1.34×10−2 - 4.14×100 -
12602 2802 3.54×10−3 1.9 1.11×100 1.9
25202 5602 8.83×10−4 2.0 2.77×10−1 2.0
50402 11202 2.21×10−4 2.0 6.92×10−2 2.0

Table 1: The errors and convergence rates of numerical solutions by the trace transfer-based diag-
onal sweeping DDM for the constant medium problem in R2.

convergence of the errors in L2 and H1 norms along the mesh refinement are observed, as is reported
in Table 1, which implies the total error is indeed dominated by the FD discretization error in the
constant medium case.

The complexity of the proposed method with fixed number of subdomains is also tested for
this 2D constant medium problem. We fix the number of subdomains to be 4 × 4 = 16. Since the
method is very suitable for solving problems with multiple RHSs as discussed in Remark 1, we set
up a pipeline of 7 (4 + 4 − 1 = 7) different RHSs (by randomly selecting 7 different source centers
(r1, r2) based on (5.7)) to perform the test. Let h denotes the mesh size. Notice that the L2 error
of the numerical solution is of O(h2), and the size of one subdomain problem and its solution time
T0 are both of O(1/h2) since the computational cost of the subdomain MUMPS solve is basically
proportional to the subdomain problem size for 2D problems, then based on (4.7), the L2 errors
is expected to approximately change inversely proportional to the total pipeline solving time Tsol

when varying the mesh size. Such behavior is indeed observed as shown in Figure 11 where the
mesh resolution is increased from 6302 to 12602, 25202 and 50402.

10−4

10−3

10−2

10−1

10 100 1000

||u
h
−

u
|| L

2

Tsol

L2 error
Line of slope -1

Figure 11: Plot of the L2 solution error vs. the total pipeline solving time (Tsol) by the trace
transfer-based diagonal sweeping DDM with fixed 4 × 4 subdomains for the constant medium
problem in R2 when the mesh resolution is increased from 6302 to 12602, 25202 and 50402.
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5.2.2. 2D two-layered media problem

Next we test Algorithm 2.1 with a two-layered problem in R2, the problem settings are the same
as the first example, except that the wave number and the source is changed, as shown in Figure
12-(left)&(middle). The wave number is two-layered defined as follows:

κ =

{
κ↑, x2 ≥ ηL,
κ↓, x2 < ηL,

where κ↑ = 80π,κ↓ = 100π, ηL = 0.65, and the source is f(x) = GB,κ(x,x0)β(x,x0), where

x0 = (0.28, 0.27), β(x,x0) = β̂
( ||x−x0||−0.02

0.02

)
and

β̂(t) =


0, t < 0,
1−cos(πt)

2 , 0 ≤ t ≤ 1,
1, t > 1.

The PML layer is refined simultaneously as the mesh refines, and σ0 = 20/κ↓ is used in (5.6) for
the PML medium profile.

The domain decomposition is again fixed to be 4 × 4 for all the meshes. The real part of the
discrete DDM solution on the mesh of 12602 is shown in Figure 12-(right), the optimal second-order
convergence of the errors in L2 and H1 norms along the mesh refinement are again obtained, as
shown in Tables 2, which implies the total error is still dominated by the FD discretization error
in the two-layered media case.

Figure 12: Velocity profile of the 2D two-layered media (left) and the real part of the source (middle)
and the DDM solution (right), respectively.

Mesh
Local Size

L2 Error
Conv.

H1 Error
Conv.

without PML Rate Rate

6302 1402 2.51×10−2 - 3.67×10−1 -
12602 2802 6.81×10−3 1.9 9.95×10−2 1.9
25202 5602 1.63×10−3 2.0 2.35×10−2 2.0
50402 11202 4.15×10−4 2.0 6.10×10−3 2.0

Table 2: The errors and convergence rates of numerical solutions by the trace transfer-based diag-
onal sweeping DDM for the two-layered media problem in R2.
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5.2.3. 3D constant medium problem

Next a 3D constant medium problem is used to test Algorithm 4.1. The computational domain
is BL = [−L,L]3 with L = 1/2, and the interior domain without PML is Bl = [−l, l]3 with l = 3/8.
For the wave number κ/2π = 11, a series of uniformly refined meshes are used, of which the mesh
density increases approximately from 7 to 14 . The domain partition is fixed to be 3× 3× 3 for all
the meshes, and the source is defined as,

f(x1, x2, x3) =
64κ3

π9/2
e−( 4κ

π
)2((x1−r1)2+(x2−r2)2+(x3−r3)2),

where (r1, r2, r3) = (0.12, 0.13, 0.14). The PML layer is again refined as the mesh refines and
σ0 = 1.2/κ is used in (5.6) for the PML medium profile. The optimal second-order convergence
of the errors in L2 and H1 norms along the mesh refinement are again obtained, as is reported in
Table 3.

Mesh
Local Size

L2 Error
Conv.

H1 Error
Conv.

without PML Rate Rate

803 202 3.67×10−2 - 2.43×100 -
963 242 2.49×10−2 2.1 1.67×100 2.0
1283 322 1.37×10−2 2.1 9.33×10−1 2.0
1603 402 8.76×10−3 2.0 5.99×10−2 2.0

Table 3: The errors and convergence rates of numerical solutions by the trace transfer-based diag-
onal sweeping DDM for the constant medium problem in R3.

5.3. Performance tests with the DDM as the preconditioner

The trace transfer-based diagonal sweeping DDM (Algorithms 2.1 and 4.1) are now tested as
the preconditioner for the GMRES solver of the global discretized system of the Helmholtz problem,
each preconditioner solving consists of four diagonal sweeps and N1 +N2 − 1 sequential steps per
sweep for 2D problem, or eight diagonal sweeps and N1 +N2 +N3 − 2 sequential steps per sweep
in 3D problem. In all the tests, the stopping criterion is that the relative residual is less than 10−6.
The effectiveness and efficiency of the proposed method are evaluated by repeatedly increasing the
number of subdomains and frequencies while the subdomain problem size and mesh density remain
fixed. The performance of the proposed method is also compared to that of the diagonal sweeping
DDM with source transfer [27]. In addition, we demonstrate the scalability of the proposed method
when combined with the pipeline processing through solving multiple RHSs problems.

5.3.1. 2D constant medium problem

A constant medium problem on the square domain [0, 1] × [0, 1] is first used for testing and
comparison between the proposed method and the diagonal sweeping DDM with source transfer.
The source contains four approximated delta sources, that is

f(x1, x2) =
∑

i=1,...,Nx
j=1,...,Ny

∑
s=1,...,4

1

h1h2
δ(xs1 − ih1)δ(xs2 − jh2), (5.8)
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where (xs1, x
s
2) = (1/4, 1/4), (1/4, 3/4), (3/4, 1/4) and (3/4, 3/4), for s = 1, . . . , 4, and h1 and h2

are the grid spacing in x and y directions, respectively. The frequency and number of subdomains
increase as the mesh resolution increases, while the size of the subdomain problems is fixed to be
300 × 300 and the mesh density is kept to be 10. The PML layer is of 30 points (i.e., 3 wave
length), and σ0 = 40/κ is used in (5.6) for the PML medium profile. The factorization time of
the subdomains is around 2.3 ∼ 2.4 seconds for all partitions. The performance results of diagonal
sweeping DDMs with trace transfer or source transfer as the preconditioner are reported and
compared in Table 4. It is observed that the number of needed GMRES iterative steps (denoted
by niter) grows roughly proportionally to log(N1 + N2) or log(ω) for both methods, which implies
that they are highly efficient. In addition, the method based on trace transfer does relatively better
in efficiency than the one based on source transfer as expected, i.e., the GMRES iteration times
(denoted by Tsol) are around 6.7%–14.6% smaller.

Mesh N1 ×N2
Freq. GMRES

Tsolω/2π niter

6002 2 × 2 65.9 3 (3) 29.3 (32.0)
12002 4 × 4 126 3 (3) 64.4 (73.8)
24002 8 × 8 246 3 (3) 123.5 (136.7)
48002 16 × 16 486 3 (3) 268.4 (285.9)
96002 32 × 32 966 4 (4) 715.3 (766.1)

Table 4: Performance comparison of the diagonal sweeping DDMs based on trace transfer vs. source
transfer (shown in brackets), as an iterative solver for the 2D constant medium problem when the
subdomain problem size is fixed.

5.3.2. The BP-2004 model

The performance of the proposed method is then tested with the 2D BP-2004 velocity model
[24], which is a popular benchmark problem in seismic exploration to study reverse time migration.
The middle part of the model that contains the slat body is used, which is 24 km in length and 12
km in depth, and the velocity range is [1, 5] km/s, as shown in Figure 13. The PML layer is again
of 30 points, and σ0 = 10/κ is used in (5.6). The efficiency and parallel scalability of the proposed
method with pipeline processing is tested with a multiple RHSs problem, where a set of randomly
distributed shots at a depth of one-fourth of subdomain height are used as sources, and the total
number of shots is NRHS = 2(N1 +N2 − 1) for a N1 ×N2 domain partition.

The strong scaling efficiency is tested first by fixing the global problem size and increasing
number of subdomains. The mesh resolution is 14402 without PML, and the angular frequency is
ω/2π = 7.44. The performance results of the diagonal sweeping DDMs with trace transfer or source
transfer as the preconditioner are reported in Table 5, where the average solving time for one RHS
is presented. It is observed that the number of GMRES iterative steps grows roughly proportional
to the logarithm of the number of subdomains, and the strong scaling efficiency decreases as the
number of subdomains increases. The latter is mainly caused by the fact that as the number of
subdomains increases, the subdomain problem size gets smaller and smaller while the PML layer
attached to each subdomain always maintain a minimum width (30 points in this test) to keep
the DDM preconditioning effective, so that the ratio of extra cost brought by the PML layer keeps
growing.
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Next the weak scaling efficiency is tested with fixed subdomain problem size and increasing
number of subdomains. A series of uniformly refined meshes are used, and the frequency increases
as the mesh refines, so that the minimum mesh density is kept to be 12. The number of subdomains
also increases proportionally as the mesh refines, while the mesh resolution of subdomain is kept
180× 180 without PML. An approximate solution to the problem is presented in Figure 14, where
the angular frequency is ω/2π = 14.6 and the source is one of the random shots. The factorization
time of the subdomains is around 2.3 ∼ 2.7 seconds for all partitions. The performance results of
diagonal sweeping DDMs with trace transfer or source transfer as the preconditioner are reported
in Table 6 and Figure 15. It is easy to see that the number of GMRES iterative steps still grows
roughly proportional to log(ω), and since T0 is not changed for fixed subdomain problem size, then
based on (4.7), the average solving time for one RHS Tpar should also grow roughly proportional
to log(ω), which is observed as expected in Table 6 and Figure 15. The weak scaling efficiency
is around 86%–87% with 1024 cores, which shows that the method with the pipeline processing
is highly scalable. The trace transfer-based method again does relatively better than the source
transfer-based one as expected, i.e., the GMRES iteration times are around 2.6%–4.1% smaller.

Figure 13: The velocity profile of the BP-2004 model.

Figure 14: The real part of the approximate solution to the problem of the shot located at (11.399
km, -0.3675 km) with the angular frequency ω/2π = 14.6 on the mesh of size 28802 in the BP-2004
model.

35



N1 ×N2 NRHS
GMRES

Tsol Tpar
Strong scaling

niter efficiency

2 × 2 6 5 (5) 535.8(533.3) 89.3(88.9) - (-)
4 × 4 14 6 (6) 453.2(465.6) 32.4(33.3) 69 % (67%)
8 × 8 30 6 (6) 318.2(328.2) 10.6(10.9) 53 % (51%)

16 × 16 62 7 (7) 306.2(317.2) 4.93(5.11) 28 % (27%)

Table 5: The performance of the diagonal sweeping DDM based on trace transfer vs. source transfer
(shown in brackets) as the preconditioner for the BP-2004 problem when the global problem size
is fixed.

Mesh N1 ×N2
Freq.

NRHS
GMRES

Tsol Tpar
Weak scaling

ω/2π niter efficiency

7202 4 × 4 3.87 14 6 (6) 148.8 (153.1) 10.6 (10.9) - (-)
14402 8 × 8 7.44 30 6 (6) 318.8 (328.2) 10.6 (10.9) 100 %(100%)
28802 16 × 16 14.6 62 7 (7) 747.7 (774.7) 12.1 (12.5) 88% (88%)
57602 32 × 32 28.9 126 7 (7) 1537.7 (1603.5) 12.2 (12.7) 87% (86%)

Table 6: The performance of the diagonal sweeping DDM based on trace transfer vs. source transfer
(shown in brackets) as the preconditioner for the BP-2004 problem when the subdomain problem
size is fixed.
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Figure 15: Plot of the average solving time for one RHS (Tpar) vs. the frequency by the trace
transfer-based diagonal sweeping DDM with fixed subdomain problem size 180 × 180 for the BP-
2004 problem when the number of subdomains is increased from 2× 2 to 4× 4, 8× 8 and 16× 16.

5.3.3. 3D layered media problem

We now test a 3D layered media problem on the cuboidal domain [0, 1]×[0, 1]×[0, 1], in which the
five-layered media is given as that in [27], see Figure 16-(left). The efficiency and parallel scalability
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of the proposed method with pipeline processing is again tested with a multiple RHSs problem,
where a set of randomly distributed shots on the square [0.15, 0.85] × [0.15, 0.85] × [0.85, 0.85] are
tested as sources, and the total number of shots is NRHS = 2(N1 +N2 +N3−2) for a N1×N2×N3

domain partition. The frequencies and number of subdomains increase as the mesh resolution
increase, while the mesh density is kept 9 and the size of the subdomain problems is fixed to be
323. The PML layer is 10 points wide, which is approximately of 1 wave length, and σ0 = 1.2/κ
is used in (5.6). An approximate solution to the problem is presented in Figure 16-(right), where
the angular frequency is ω/2π = 25.5 and the source is one of the random shots. The factorization
time of the subdomains is around 60.4 ∼ 61.2 seconds for all partitions. The performance results
of the diagonal sweeping DDMs with trace transfer or source transfer are reported in Table 7. We
observe that both the number of GMRES iterative steps and the average solving time Tpar both
grow roughly proportionally to log(N1 + N2 + N3) or log(ω). The weak scaling efficiency is 63%
with 1000 cores, which shows that the proposed method is still well scalable. Furthermore the trace
transfer-based method again does relatively better in efficiency than the source transfer-based one
as expected, i.e., the GMRES iteration times are around 1.2%–3.1% smaller.

Figure 16: The velocity profile of the 3D layered media problem (left) and the real part of the
approximate solution (right) to the problem of the shot located at (0.539, 0.539, 0.85) with the
angular frequency ω/2π = 25.5 on the mesh of size 2563.

Mesh N1 ×N2 ×N3
Freq.

NRHS
GMRES

Tsol Tpar
Weak scaling

ω/2π niter efficiency

643 2 × 2 × 2 7.69 8 4 (4) 261.1 (269.0) 32.6 (33.6) 100% (100%)
1283 4 × 4 × 4 13.6 20 5 (5) 767.2 (792.4) 38.4 (39.6) 85% (85%)
1923 6 × 6 × 6 19.5 32 5 (5) 1388.3 (1396.2) 43.1 (43.6) 75% (77%)
2563 8 × 8 × 8 25.5 44 5 (5) 1915.1 (1981.5) 43.5 (45.0) 75% (75%)
3203 10 × 10 × 10 31.4 56 6 (6) 2899.0 (2984.1) 51.8 (53.3) 63% (63%)

Table 7: The performance of the diagonal sweeping DDM based on trace transfer vs. source transfer
(shown in brackets) as the precondtioner for the 3D layered media problem when the subdomain
problem size is fixed.

37



6. Conclusions

In this paper, we have proposed and analyzed a trace transfer-based diagonal sweeping DDM
for solving the high-frequency Helmholtz equation. Compared to the source transfer-based diagonal
sweeping DDM, the basic transfer method is changed from source transfer to trace transfer, and
consequently the number of directions of transferred information is greatly reduced, which makes
the proposed method easier to analyze and implement and more efficient. We prove that the
proposed method not only produces the exact PML solution in the constant medium case, but also
does it with at most one extra round of diagonal sweeps, which lay down the theoretical foundation
of the method as direct solver or preconditioner. Extensive numerical experiments in two and three
dimensions are also carried out to demonstrate the performance and parallel scalability (with the
pipeline processing) of the proposed method. On the other hand, there remain lots of problems
worthy of further investigation. Implementations of higher-order discretizations for the diagonal
sweeping DDM with source transfer are quite straightforward, but that for the trace transfer-
based one is quite different, for example, the high-order numerical quadratures for the potential
computation with singular integrands need to be studied, and special treatments of the quadratures
around the crossings of subdomain interfaces also need to be developed. Also the PML boundary
for sweeping DDMs has been shown to be effective, however, the absorption deteriorates for the
near-grazing incident waves that come from the source near the boundary, which may cause the
efficiency of the sweeping DDMs to deteriorate. Another difficulty involving PML emerges when
extending the method to Maxwell’s equation and the elastic wave equation, that is, the required
number of grid points in the PML to reach satisfactory absorption effect is usually too many, which
may bring much extra computation for the subdomain problems. Therefore, the development of
more effective PML is also a vital direction of our future research.
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