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Abstract

We propose confidence sequences—sequences of confidence intervals which are valid uniformly over
time—for quantiles of any distribution over a complete, fully-ordered set, based on a stream of i.i.d.
observations. We give methods both for tracking a fixed quantile and for tracking all quantiles simul-
taneously. Specifically, we provide explicit expressions with small constants for intervals whose widths
shrink at the fastest possible y/t~1loglogt rate, along with a non-asymptotic concentration inequality
for the empirical distribution function which holds uniformly over time with the same rate. The latter
strengthens Smirnov’s empirical process law of the iterated logarithm and extends the Dvoretzky-Kiefer-
Wolfowitz inequality to hold uniformly over time. We give a new algorithm and sample complexity
bound for selecting an arm with an approximately best quantile in a multi-armed bandit framework. In
simulations, our method requires fewer samples than existing methods by a factor of five to fifty.

1 Introduction

A fundamental problem in statistics is the estimation of the location of a distribution based on independent
and identically distributed samples. While the mean is the most common measure of location, the median
and other quantiles are important alternatives. Quantiles are more robust to outliers and are well-defined
for ordinal variables, and sample quantiles exhibit favorable concentration properties, which allow for strong
estimation guarantees with minimal assumptions. Beyond estimation, one may choose to actively seek a
distribution which maximizes a particular quantile, as in a multi-armed bandit setup, in contrast to the
usual setting of finding an arm with maximal mean. In such problems, we wish to find an arm having an
approximately best quantile with high probability, while minimizing the total number of samples drawn.

In this paper, we consider the sequential estimation of quantiles and its application to quantile best-arm
identification. Specifically, given a stream of i.i.d. observations, we wish to form an estimate of a population
quantile, or of all population quantiles, and to continuously update this estimate as more samples are
observed to reflect our decreasing uncertainty. Our key tool is the confidence sequence: a sequence of
confidence intervals which are guaranteed to contain the desired quantile uniformly over an unbounded time
horizon, with the desired coverage probability. For example, if Q(p) denotes the true quantile function and
@t(p) the sample quantile function after having observed ¢ samples (see Section 3 for precise definitions),
then for any desired coverage level « € (0, 1), Theorem 1(a) yields the following confidence sequence for the
true median, using as confidence bounds a pair of sample quantiles at each time :

P(vteN:Qi(1/2-w) < Q(1/2) <Qu1/2+uw)) 2 1-a,
where u; = 0.721/t=1[1.41oglog(2.04t) + log(9.97/a)]. (1)

Informally, with high probability, the (unknown) population median lies between (observed) sample quantiles
slightly above and below the sample median, where “slightly” is determined by a decreasing sequence u; =
O(y/t~!loglogt), and moreover, this sequence of upper and lower bounds never fails to contain the true
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Figure 1: Left: solid lines show upper and lower 95%-confidence sequences using Theorem 1 for the 90%ile of a
Cauchy distribution based on one sequence of i.i.d. draws. Grey line shows the true quantile, which lies between the
bounds uniformly over all time ¢ € N with probability 0.95. Dotted line shows point estimates. Right: solid lines
show 95%-confidence bands for the CDF of a Cauchy distribution at three times, ¢ = 100, 1,000, and 10,000, based
on one sequence of i.i.d. draws. True CDF, grey, lies between the upper and lower bounds uniformly over all x € R
and t € N with probability 0.95. Dotted line shows empirical CDF.

median. In addition to confidence sequences for a fixed quantile, we also derive families of confidence
sequences which hold uniformly both over time and over all quantiles. As an example, for any « € (0,0.25),
Corollary 2 yields
P(vteNpe(0,1): Qilp—u) < QM) < Qulp+u)) >1-a,
where u, = 0.851/t~![loglog(et) + 0.8log(1612/a)]. (2)

The above closed form for u; is one of many possibilities, but Corollary 2 offers better constants, and permits
any « € (0,1), if one is willing to perform numerical root-finding. For example, with « = 0.05, we can take
uy = 0.85/t~1(loglog(et) + 8.12) in (2).

Confidence sequences of the form (1) are critical for quantile best-arm algorithms, while those of the form (2)
are highly useful for proving corresponding sample complexity bounds. We demonstrate these applications
by proving a state-of-the-art sample complexity bound for a new, LUCB-style algorithm. This algorithm
outperforms existing algorithms by a large margin in simulation, while the corresponding sample complexity
bound matches the best-known rates and requires considerably more technical work than analogous proofs
for successive elimination algorithms previously considered.

For a fixed sample size, the celebrated Dvoretzky-Kiefer-Wolfowitz (DKW) inequality (Dvoretzky et al.,
1956, Massart, 1990) bounds the uniform-norm deviation of the empirical CDF from the truth with high
probability. Corollary 2 follows from Theorem 2, which gives an extension of the DKW inequality that holds
uniformly over time. From a theoretical point of view, Theorem 2 gives a non-asymptotic strengthening of
the empirical process law of the iterated logarithm (LIL) by Smirnov (1944). From a practical point of view,
as Figure 2 illustrates, our time-uniform DKW inequality of Theorem 2 is only about a factor of about two
wider in the radius of the high-probability bound, relative to the fixed-sample DKW inequality. This factor
grows at a slow /loglogt rate, so holds over a very long time horizon. Figure 1 illustrates our confidence
sequences both for a fixed quantile and for the entire CDF.

Our quantile confidence sequences provide strong guarantees under minimal assumptions while granting the
decision-maker a great deal of flexibility. We emphasize the following specific benefits of our confidence
sequences:

(P1) Non-asymptotic and distribution-free: our confidence sequences offer coverage guarantees for all
sample sizes in any i.i.d. sampling scenario, regardless of the underlying distribution on any totally
ordered space.

(P2) Unbounded sample size: our methods do not require a final sample size to be chosen ahead of time.
Nevertheless, they may be tuned for a planned sample size, but always permit additional sampling.



(P3) Arbitrary stopping rules: we make no assumptions on the rule used to decide when to stop collecting
data and act on given inferences. A user may even perform inference in hindsight based on a previously-
seen sample size. That is, the “stopping rule” can be any random time and does not need to be a
formal stopping time.

(P4) Asymptotically zero width: our confidence bounds for the p-quantile are based on p £ O(t~'/?)
sample quantiles, ignoring log factors. In this sense, our confidence intervals shrink in width at nearly
the same rate as pointwise confidence intervals (see Appendix G for a simple example of pointwise
confidence intervals based on the central limit theorem).

1.1 Related work

The pioneering work of Darling and Robbins (1967a) introduced the idea of a confidence sequence, as far as
we are aware, and gave a confidence sequence for the median. Their method exploits a standard connection
between concentration of quantiles and concentration of the empirical CDF, as does our work, and their
method extends trivially to estimating any other fixed quantile. Their confidence sequence was based on
the iterated-logarithm, time-uniform bound derived in Darling and Robbins (1967b), and so shrinks in
width at the fastest possible \/t~1loglogt rate, like our Theorem 1(a). For the median, their constants
are excellent, but the lack of dependence on which quantile is being estimated leads to looseness for tail
quantiles, as illustrated in Figure 2. Our results for fixed-quantile estimation yield significantly tighter
confidence sequences for tail quantiles (and are also slightly tighter for the median). Schreuder et al. (2020)
give another iterated-logarithm-rate confidence sequence for quantiles, a special case of their general method
for M-estimators.

Our methods for deriving time-uniform, iterated-logarithm CDF and quantile bounds are closely related to
the class of methods known as “chaining” in probability theory (Dudley, 1967; Talagrand, 2006; Giné and
Nickl, 2015; Boucheron et al., 2013), and similar bounds can be derived using existing chaining techniques.
We emphasize our focus on practical constants; our Theorem 2, for example, extends the fixed-sample
DKW bound of Massart (1990) to hold uniformly over time at a price of roughly doubling the bound width
over many orders of magnitude of time (see Figure 7 in the appendix). Our work is also related to the
vast literature on extreme value theory, which contains many results on concentration of extreme sample
quantiles (Dekkers and Haan, 1989; Drees, 1998; Drees et al., 2003; Anderson, 1984), though not typically
with our focus on time-uniform estimation. Our results can be used to estimate any population quantile,
but we place no particular emphasis on the behavior of extreme sample quantiles. If one were particularly
interested in extreme tail behavior, e.g., in the distributional properties of the sample maximum, then such
references would prove more useful. In addition, general distributional theory of order statistics (empirical
quantiles) is well established (Arnold et al., 2008), and specific variance and concentration bounds for order
statistics are available (Boucheron and Thomas, 2012). Our methods are rather different in that we always
bound population quantiles using sample quantiles, an approach which fits naturally into applications and
which yields methods that apply universally without concern for specifics of the underlying distribution.

Shorack and Wellner (1986) give an extensive survey of results for the empirical process (ﬁt — F)$2, for
uniform observations, and by extension, the empirical distribution function for any sequence of i.i.d. ob-
servations. Of particular relevance is the LIL proved by Smirnov (1944), and the proof given by Shorack
and Wellner (1986), based on an improvement of a maximal inequality due to James (1975). This maximal
inequality is the key to our sophisticated non-asymptotic empirical process iterated logarithm inequality,
Theorem 2. The latter leads to new quantile confidence sequences that are uniform over both quantiles and
time which are significantly tighter than the earlier such bounds used for quantile best-arm identification
(Szorényi et al., 2015).

The problem of selecting an approximately best arm, as measured by the largest mean, was studied by Even-
Dar et al. (2002) and Mannor and Tsitsiklis (2004), who gave an algorithm and sample complexity upper
and lower bounds within a logarithmic factor of each other. The best-arm identification or pure exploration
problem has received a great deal of attention since then; we mention the influential work of Bubeck et al.
(2009) and the proposals of Jamieson et al. (2014), Kaufmann et al. (2016), and Zhao et al. (2016), whose
methods included iterated-logarithm confidence sequences for means.

The problem of seeking an arm with the largest median (or other quantile), rather than mean, was first
considered by Yu and Nikolova (2013), as far as we are aware. Szorényi et al. (2015) proposed the (e, §)-PAC



problem formulation that we use, and gave an algorithm with a sample complexity upper bound mirroring
that of Even-Dar et al., including the logarithmic factor. Szorényi et al. include a confidence sequence valid
over quantiles and time, derived via a union bound applied to the DKW inequality (Dvoretzky et al., 1956,
Massart, 1990), similar to the bound used by Darling and Robbins (1968, Theorem 4). Szorényi et al. also
analyzed a quantile-based regret-minimization problem, recently studied by Torossian et al. (2019) as well.
David and Shimkin (2016) extended the sample complexity of Szorényi et al. to include dependence on the
quantile being optimized, while Kalogerias et al. (2020) discuss the e = 0 case and give careful consideration
to the gap definition appearing in the sample complexity bound. Our procedure is a variant of the LUCB
algorithm by Kalyanakrishnan et al. (2012), unlike previous quantile best-arm algorithms; our analysis covers
both the € = 0 and € > 0 cases; we improve the upper bounds of Szorényi et al. by replacing the logarithmic
factor by an iterated-logarithm one and removing unnecessary dependence on a unique best arm’s gap; and
we achieve considerably better performance than prior algorithms in simulations.

1.2 Paper outline

After an introduction to the conceptual ideas of the paper in Section 2, we present our confidence sequences
for estimation of a fixed quantile in Section 3, while Section 4 gives a confidence sequence for all quantiles
simultaneously. Section 5 offers a graphical comparison of our bounds with each other and with existing
bounds from the literature, as well as advice for tuning bounds in practice. In Section 6, we analyze a
new algorithm for quantile e-best-arm identification in a multi-armed bandit, with a state-of-the-art sample
complexity bound. We gather proofs in Section 7. Implementations are available online for all confidence
sequences presented here (https://github.com/gostevehoward/confseq), along with code to reproduce
all plots and simulations (https://github.com/gostevehoward/quantilecs).

2  Warmup: linear boundaries and quantile confidence sequences

Before stating our main results, we first walk through the derivation of a simple confidence sequence for
quantiles to illustrate basic techniques. In effect, we spell out the less-known duality between sequential
tests and confidence sequences (Howard et al., 2021), analogous to the well-known duality between (standard,
fixed time) hypothesis tests and confidence intervals.

Let (X:)2, be a sequence of i.i.d., real-valued observations from an unknown distribution, which we assume
is continuous for this section only. For a given p € (0,1), let ¢ € R be such that P(X; < ¢) = p. We wish to
sequentially estimate this p-quantile, ¢, based on the observations (X;). At a high level, our strategy is as
follows:

1. We first imagine testing a specific hypothesis Hy , : ¢ = = for some = € R at a fixed sample size. Using
the aforementioned duality between tests and intervals, we could construct a fixed-sample confidence
interval for ¢ consisting of all those values of x € R for which we fail to reject Hy .

2. To test Hy , for some fixed x, we observe that Hy , is true if and only if the random variables (1x,<z)22,
are i.i.d. draws from a Bernoulli(p) distribution. Hence, if the number of samples were fixed in advance,
testing Hy » would be equivalent to a standard parametric test: we observe a set of coin flips (1x,<z),
and the null hypothesis states that the bias of this coin is p. Inverting this test, as mentioned in the
previous point, yields a fixed-sample confidence interval for q.

3. Instead of a fixed-sample test, we could apply a sequential hypothesis test, one which can be repeatedly
conducted after each new sample X; is observed, with the guarantee that, with the desired, high
probability, we will never reject Hp, when it is true. For example, appropriate variants of Wald’s
Sequential Probability Ratio Test (SPRT) would suffice. Inverting such a sequential test, we upgrade
our fixed-sample confidence interval to a confidence sequence, a sequence of confidence intervals (CI;)$2,
which is guaranteed to contain ¢ uniformly over time with high probability: P(Vt: q € CI;) > 1 — a.

To give a rigorous example, consider the random variables & = 1x,<4 for t € N. We cannot observe &, since
q is unknown, but we know (&;) is a sequence of i.i.d. Bernoulli(p) random variables. A standard (suboptimal,
but sufficient for our current exposition) result due to Hoeffding (1963) implies that the centered random
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variable £ — p is sub-Gaussian with variance parameter 1/4, i.e., Eer&1-p) < eN'/8 for any A € R. Writing
Ly :=1 and, for t € N, defining

L, —exp{)\z /\2 }, (3)

we observe that (L;)$2, is a positive supermartingale for any A € R (Darling and Robbins, 1967a; Howard
et al., 2020). Then, for any « € (0,1), Ville’s inequality (Ville, 1939) yields P(3t > 1: L; > 1/a) < «, or
equivalently,

1 —1
<3t>1 S e+ ng +A8t> <a. (4)

i=1

— o0 oo
The sequence (% + %) gives a boundary, linear in ¢, which the centered process (25:1 (& — p))

t=1

o0
is unlikely to ever cross. For A > 0, this bounds the upper deviations of the partial sums (25:1 fi) above
t=1

their expectations, while for A < 0, this bounds the lower deviations. Thus by simple rearrangement, and
writing
loga™ A

Y 8’

we infer that t(p—u;) < Sr_, & < t(p+uy) uniformly over all t € N with probability at least 1 —a. Observe
that ', & equals |{i € [t] : X; < ¢}/, the number of observations up to time ¢ which lie below ¢. So if

Z§=1 & < t(p+ uy), then we must have ¢ < X(t“(p+m)]), where X(k) is the k' order statistic of X1,..., X;.

Likewise, Z:f:l & > t(p — ug) implies ¢ > X(tLt(pfut)j)' In other words, with probability at least 1 — a,

Ut ‘=

q€ (Xat(pfuf)J)’ X(tmerut)])) simultaneously for all t € N, (5)

yielding a confidence sequence for the p-quantile, q. The main drawback of this confidence sequence is that
does not decrease to zero as t T 0o, so that we do not, in general, expect the confidence sequence to approach
zero width as our sample size grows without bound. In other words, the precision of this estimation strategy
is unnecessarily limited. The confidence sequences of Section 3 remove this restriction by replacing the O(t)
boundary of (4) with a curved boundary growing at the rate O(v/tlogt) or O(v/tloglogt).

3 Confidence sequences for a fixed quantile

We now state our general problem formulation, which removes the assumption that observations are real-
valued or from a continuous distribution. Let (X;)2; be a sequence of i.i.d. observations taking values in
some complete, totally-ordered set (X, <). We shall also make use of the corresponding relations >, < and
> on X. Write F(z) :== P(X; < ) for the cumulative distribution function (CDF), F~(z) = ]P’(Xl < x),
and define the empirical versions of these functions Fy(z) = ¢~' 3! 1x,<, and F,(z) ==t 0, 1x,<a-
Define the (standard) upper quantile function as

Q(p) =sup{z € X : F(z) < p}

and the lower quantile function

Q™ (p) =sup{zr € X : F(x) < p}.
Finally, define the corresponding (plug-in) upper and lower empirical quantile functions @t (p) = sup{zx €
X Fiy(z) < p} and Q; (p) == sup{z € X : Fi(z) < p}. We extend the empirical quantile functions to
hold over domain p € R by taking the convention that the supremum of the empty set is inf X, so that
Qi(p) = Q; (p) = inf X for p < 0 while Q;(p) = Q; (p) =sup X for p > 1.
Fixing any p € (0,1) and a € (0,1), our goal in this section is to give a (1 — «)-confidence sequence for
the true quantiles Q~ (p), Q(p) in terms of sample quantiles. In particular, we propose positive, real-valued
sequences l¢(p) and u(p) for t € N, each decreasing to zero as t 1 co, satisfying

P(3teN: Q™ (1) < Qulp—(p)) or Qp) > Q7 (p+w(p)) <. (6)



Stated differently, for any ¢ € [Q~ (p), Q(p)], we would have

P(vteN:qe[@up— ), Qr (p+u®)]) =1-a (7)

The sequences (I:(p), u+(p))s2, characterize the lower and upper radii of the confidence intervals in “p-space”,
before passing through the sample quantile functions @t and @t_ to obtain final confidence bounds in X.
In what follows, we characterize the asymptotic rates of our confidence interval widths in terms of these
“p-space” widths.

Before stating our confidence sequences, we observe the following lower bound, a straightforward consequence
of the law of the iterated logarithm.

Proposition 1 (Quantile confidence sequence lower bound). For any p € (0,1) such that F(Q(p)) = p, if

(8)

Ut

lim sup <1
t—o0  /2p(1 — p)t—Tloglogt

then P(3t € N: Q(p) > Qi(p + wy)) = 1.

This result is proved in Appendix C.2. Note that the condition F(Q(p)) = p holds for all p € (0,1) when F
is continuous, and holds for at least some p otherwise; more technical effort can be expended to remove this
restriction, but we do not do this since the takeaway message is already transparent.

We now propose two confidence sequences. The first has radii given by the function

_ l.4loglog(2.1t) + log(10/c)

fe(p) = 1.5y/p(1 — p)e(t) + 0.8¢(t) where £(t): ; . (9)

This method has the advantage of a closed-form expression with small constants, and evidently f;(p) ~
\/3.15p(1 —p)t—lloglogt as t — oo, matching the lower bound given in Proposition 1 up to the leading
constant. Section 7.1 gives a more general version of fi(p) involving several hyperparameters, showing that
the leading constant may in fact be brought arbitrarily close to the optimal value of two appearing in
Proposition 1, though doing so tends to yield inferior performance in practice. The derivation of f;(p) relies
on a method that goes by different names — chaining, “peeling”, or “stitching” — in which we divide time
into geometrically-spaced epochs [n*,7**1), and bound the miscoverage event within the k*® epoch by a
probability which decays like k~*, for hyperparameters 7, s > 1 described in Section 7.1.

Our second method uses a function ﬁ(p) which requires numerical root-finding to compute exactly, but has
the asymptotic expansion

felp) = \/p(ltp) {log (p(clgwof;)t) + 0(1)], where Cp == V27p(1 — p) f (p; B T) . (10

1-p'p

as t — oo; here fg(x;a,b) denotes the density of the Beta distribution with parameters a,b, and r > 0
is a tuning parameter. The function ﬁ(p) is described fully in Section 7.1, while we discuss the choice of
the tuning parameter r in Section 5 and derive the asymptotic expansion (10) in Appendix C.1. We note
here that as p approaches zero or one, the constant Cp,, approaches a constant depending only on r, so
it does not contribute to dependence on p for tail quantiles. Compared to f:(p), ft(p) yields confidence
interval widths with a slightly worse asymptotic rate of O(y/t~1logt). Even though neither of our methods
uniformly dominates the other, the worse rate is usually preferable in practice, as we explore in Section 5.
Informally, the reason is that any method with asymptotically optimal rates must be looser at practically
relevant sample sizes in order to gain this later tightness, since the overall probability of error of both
envelopes can be made arbitrarily close to a. The following result shows that both the above methods yield
valid confidence sequences for any fixed p.

Theorem 1 (Confidence sequence for a fixed quantile). Taking f; from (9), for any p € (0,1) and any
a € (0,1), we have

P(3teN:Q () < Qulp— fil—p) or Q) >0 b+ /ilp) < (1)

The same holds with f, from (45) (asymptotically, (10)) in place of f;.



The proof, given in Section 7.1, involves constructing a martingale having bounded increments as a function
of the true quantiles @~ (p) and Q(p). Then uniform concentration arguments show that fi(p) and f:(p)
bound the deviations of this martingale from zero, uniformly over time, with high probability. We deduce
plausible values for the true quantiles from this high-probability restriction on the values of the martingale.

We could derive a simpler boundary from a sub-Gaussian bound, like that presented in the previous section.
For example, one can replace f;(p) or fi(p) with

t+r t+r
\/ 2 log ( a27°> (12)

for any r > 0 (e.g., Howard et al., 2021, eq. 3.7). This bound lacks the appropriate dependence on
p(1 — p) indicated in Proposition 1. Our method instead uses “sub-gamma” (for f;) and “sub-Bernoulli”

(for ﬁ) bounds (Howard et al., 2020) to achieve the correct dependence. The presented bounds are never
looser than those obtained by a sub-Gaussian argument, and will be much tighter when p is close to zero or
one, as we later illustrate in Figure 2(b).

Having presented our confidence sequences for a fixed quantile, we next present bounds that are uniform
over both quantiles and time.

4 Confidence sequences for all quantiles simultaneously

Theorem 1 is useful when the experimenter has decided ahead of time to focus attention on a particular

quantile, or perhaps a small number of quantiles (via a union bound). In some cases, however, it may be

preferable to estimate all quantiles simultaneously, so that the experimenter may adaptively choose which

quantiles to estimate after seeing the data. Equivalently, one may wish to bound the deviations of all sample

quantiles uniformly over time, as in our proof of Theorem 3 in Section 6. Recall that for a fixed time ¢ and
€ (0,1), the DKW inequality (Dvoretzky et al., 1956; Massart, 1990) states that

e ([F-r] > ) <o )

In tandem with the implications in (34) of Section 7, the DKW inequality yields

P(3pe(0,1):Q (1) <Qr (p—1) or Q) > Qulp + ) < o (14)

where I; = uy = y/loga—1/(2t). In this section, we derive a (1 — «)-confidence sequence which is valid
uniformly over both quantiles and time, based on a function sequence l;(p), us(p) decreasing to zero pointwise
as t 1 oo:

P(IteNpe©01):Q () <Qrp—u®) or Q) > Qulp+u(p) < a. (15)

Our method is based on the following non-asymptotic iterated logarithm inequality for the empirical process
(Fy — F)$2,, which may be of independent interest.

Theorem 2 (Empirical process finite LIL bound). For any initial time m > 1 and C > 7, we have

- log log (et
P - FH > 0.85\/ oglog(et/m) +C> < 1612¢125C (16)

P(Hth:‘ t

Furthermore, for any A > 1/v/2, C >0, and m > 1, we have

P <‘ F, — FH > A\/lOg log(et/m) +C infinitely 0ften> =0. (17)

t
We give a more detailed result along with the proof in Section 7.2, based on a maximal inequality due
to James (1975) and Shorack and Wellner (1986) combined with a union bound over exponentially-spaced
epochs. Taking A arbitrarily close to 1/4/2 immediately implies the following asymptotic upper LIL.




Corollary 1 (Smirnov, 1944). For any (possibly discontinuous) F, we have

li . ||F\t - F”oc
im sup
t—o0 (1/2)t=1loglogt

< 1 almost surely. (18)

A comprehensive overview of results for the empirical process \/i(ﬁt — F) can be found in Shorack and
Wellner (1986). We mention in particular the law of the iterated logarithm derived by Smirnov (1944) (cf.
Shorack and Wellner, 1986, page 12, equation (11)), which says that for continuous F', the bound (18) holds
with equality, seeing as the lower bound on the limsup follows directly from the original LIL (Khintchine,
1924) applied to Fy(Q(1/2)), an average of i.i.d. Bernoulli(1/2) random variables. Theorem 2 strengthens
Smirnov’s asymptotic upper bound to one holding uniformly over time, without costing constant factors in
the resulting asymptotic implication.

The following confidence sequence follows immediately from Theorem 2, as detailed in Appendix C.4.

Corollary 2 (Quantile-uniform confidence sequence I). For any initial time m > 1 and C > 7, letting
g = 0.85\/t~1(loglog(et/m) + C), we have

P(It=mpe0,1):Q (1) <Q (p—9) or Q) > Qi (p+g.)) < 1612¢~" 7€, (19)

For example, take m = 1 and C = 8.3, so that g, = 0.85./t1(loglog(et) + 8.3) and

P(3t>1pe01):Q (1) <Qr (-9 or Q) > Qe (p+4gt)) < 0.05. (20)

Figure 2(a) shows that Corollary 2 yields a other published methods based on the fixed-time DKW inequality
combined with a more naive union bound over time.

Note that g; does not depend on p, like the DKW-based fixed-time inequality (14), but this is not ideal for
tail quantiles. We describe an alternative “double stitching” method in Theorem 5 of Appendix A which
does include such dependence, and yields improved performance for p near zero or one. We demonstrate this
performance in Figure 2 of the following section, graphically comparing all of our bounds to visualize their
tightness.

5 Graphical comparison of bounds

Figure 2 compares our four quantile confidence sequences with a variety of alternatives from the literature.
In each case, we show the upper confidence bound radius w; which satisfies Q;(p + u:) > Q(p) with high
probability, uniformly over ¢, p, or both. Figure 7 in Appendix D includes an additional plot with all bounds
together, along with details on all bounds displayed.

Among bounds holding uniformly over both time and quantiles, Corollary 2 and Theorem 5 yield the tightest
bounds outside of a brief time window near the start. The bound of Theorem 5 gives u; growing at an
O(y/t~tlogt) rate for all p # 1/2, which is worse than that of Corollary 2, but the superior constants of
Theorem 5 and its dependence on p give it the advantage in the plotted range. Szorényi et al. (2015) also
give a bound which grows as O(y/t~!logt), but with worse constants due to the application of a union
bound over individual time steps ¢ € N. A similar technique was employed by Darling and Robbins (1968,
Theorem 4), but using worse constants in the DKW bound, as their work preceded Massart (1990). Finally,
Corollary 2 gives an O(y/t~!loglogt) bound which is especially useful for theoretical work, as in our proof
of Theorem 3.

Among bounds holding uniformly over time for a fixed quantile, the beta-binomial confidence sequence of
Theorem 1(b) performs best over the plotted range, slightly outperforming its iterated-logarithm counterpart
from Theorem 1(a). It is evident, though, that the iterated-logarithm bound will become tighter for large
enough ¢, thanks to its smaller asymptotic rate. Darling and Robbins (19674, Section 2) give a similar bound
based on a sub-Gaussian uniform boundary, which is only slightly worse than Theorem 1(a) for the median,
but substantially worse for p near zero and one.
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Figure 2: Plot of upper confidence bound radii u:, normalized by v/* to facilitate comparison. Each panel shows
estimation radius for a different quantile, p = 0.05, 0.5, and 0.95, respectively. All bounds correspond to two-sided
a = 0.05. Upper row (a) shows confidence sequences valid uniformly over both time and quantiles. Lower row (b)
shows confidence sequences valid uniformly over either time for a fixed quantile. In rightmost panels, lines start at
the sample size for which the upper confidence bound becomes nontrivial. See Appendix D for details of each bound
shown.
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Figure 3: Plot of upper confidence bound radii u:, normalized by /¢ to facilitate comparison, for the confidence
sequence of Theorem 1(b) optimized for three different times m = 100, 1,000, and 10,000, according to (21).

Figure 2 starts at t = 32 and all bounds have been tuned to optimize for, or start at, ¢ = 32, in order

to ensure a fair comparison. For Theorem 1(a), Corollary 2, and Theorem 5, we simply set m = 32. For



Theorem 1(b), we suggest setting r as follows to optimize for time ¢t = m:

ro m s m _1
p(1—p) —W_i(—a?/e)—1 ~ 2log(a~ 1) +loglog(ea=2)

(21)

where W_;(x) is the lower branch of the Lambert W function, the most negative real-valued solution in z
to ze® = x, and the second expression uses the asymptotic expansion of W_; near the origin (Corless et al.,
1996). See Howard et al. (2021, Proposition 3, Proposition 7, and discussion therein) for details on this
choice. Figure 3 illustrates the effect of this choice. The confidence radius w; gets loose very quickly for
values of ¢ lower than about m/2, but grows quite slowly for values of ¢ > m. For this reason, we suggest
setting m around the smallest sample size at which inferences are desired.

6 Quantile e-best-arm identification

As an application of our quantile confidence sequences, we present and analyze a novel algorithm for iden-
tifying an arm with an approximately optimal quantile in a multi-armed bandit setting. Our problem
setup matches that of Szorényi et al. (2015), a slight modification of the standard stochastic multi-armed
bandit setting. We assume K arms are available, numbered k£ = 1,..., K, each corresponding to a distri-
bution F} over the sample space X. At each round, the algorithm chooses any arm k to pull, receiving
an independent sample from the distribution Fj. Write Q) for the upper quantile function on arm k,
Qr(p) =sup{z € X : F(z) < p}, and @, for the lower quantile function. Fixing some 7 € (0, 1), the goal
is to stop as soon as possible and, with probability at least 1 — ¢, select an e-optimal arm according to the
following definition:

Definition 1. For € € [0,1 — 7), we say arm k is e-optimal if

Q (m+¢€) > Jnel[a}?(] Q; (T —e). (22)

Denote the set of e-optimal arms by

A= {k e [K]: @+ 2 mas 07 (- ).

JE[K]

Kalyanakrishnan et al. (2012) introduced the LUCB algorithm for highest mean identification, for which
Jamieson and Nowak (2014) gave a simplified analysis in the ¢ = 0 case. Both are key inspirations for our
QLUCB (Quantile LUCB) algorithm and following sample complexity analysis. Despite being conceptually
similar, our analysis faces significantly harder technical hurdles due to the nonlinearity and nonsmoothness
of quantiles compared to the (sample and population) mean.

QLUCB proceeds in rounds indexed by ¢. At the start of round ¢, Nj; denotes the number of observations
from arm k. Write X, ; for the i*® observation from arm %, and let Q,(p) denote the upper sample quantile
function for arm k at round t,

Ng. ¢
Fial@) = Nl 3 Laco Qualp) = sup {w € Xs Fuolo) <} 23)
=1

with an analogous definition of Q;t QLUCB requires a sequence ({,,(p), un(p)) which yields fixed-quantile
confidence sequences, as in (6). Our analysis is based on confidence sequences given by (9), by using
a = 2§/ K; the factor of two gives us one-sided instead of two-sided coverage at level /K, which is all that
is needed. Let

£1(p) = 153/p(L = YD) + 0.80(t), where () = :2108108(2:11) + 106(5K/0) (24)

t

similar to (9), and let I;(p) := fi(1 —p) and u:(p) := fi(p). We write LZ:G and U} [ © for the lower and upper
confidence sequences on Qg (7 + €) and Qg (m — €), respectively:

szé = @k,t (7T +€— lNk,t (7T + 6)) ) (25)
U;‘,t—f - @I;t (7rfe+uNk’t(7rfe)). (26)
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Input target quantile € (0, 1), approximation error € € [0,7 A (1 — 7)), and error probability § € (0, 1).
Sample each arm once, set Ny 1 =1 for all k € [K] and set ¢ = 1.
while L’krjt'e < max;z UT,  for all k € [K] do,
Set h; € argmaxy¢(r Ly ¢ and £, = argmaxy¢(sepp, Up g ©
Sample all arms in {h;} U Ly.
Set Nk,t+1 = Nk,t +1 if ke {h,t} U ﬁt, and Nk,t+1 = Nkﬂg otherwise.
Increment ¢ < ¢+ 1.
end while
Output any k such that LH‘E > max;z, U, “.

K].

Figure 4: The QLUCB algorithm samples an arm with highest LCB (time-uniform lower confidence bound) for
the (m + €)-quantile (called h;) and the arm(s) with highest UCB (time-uniform upper confidence bound) for the
m-quantile excluding the former (called L), as long as the aforementioned LCB and UCB overlap.

QLUCRB is described in Figure 4. Its sample complexity is determined by the following quantities, which
capture how difficult the problem is based on the sub-optimality of the m-quantiles of each arm:
AL Sup{AG[O,T{'/\(lfﬂ')]:Q;(TF+A)gmane[K]Qj_(ﬂ'fA)}, Al >1or k¢ A, (27)
k= _ _

sup {A € [0,7] : Q) (m — A) > max;-p Q; (m+ Aj)} , A = {k}.

To understand (27), it is helpful to consider three cases in turn:

e Consider first a suboptimal arm k ¢ A.. Then Ay is given by the first case and captures (informally)
how much worse arm k is than some better arm. When arm k is sufficiently sampled relative to
Ay, then with high probabiltiy, the upper confidence bound on @, (7 — €) will be given by a sample
quantile which lies below @, (7 + Ay), and by the gap definition, this will be smaller than the lower
confidence bound on Q} (m + €) for some other sufficiently-sampled arm j. Thus we will be confident

that Q; (7 +¢€) > Q (7 — €), a necessary step to conclude that j € A..

e Suppose there is a unique optimal arm, A. = {k*}. Then Ay« is given by the second case and
captures (again informally) how much better arm k* is than some “best” suboptimal arm. When
arm k* is sufficiently sampled relative to Ag«, then with high probability, the lower confidence bound
on Q.. (m + €) will be given by a sample quantile which lies above Q. (7 — Ag+), and by the gap
definition, this will be larger than upper confidence bound on @Q; (7 — €) for any other (suboptimal)
sufficiently-sampled arm j. So when all arms are sufficiently sampled, we will be able to conclude that
Q- (7 +€) > Q; (7 — ¢) for all suboptimal arms j # k*.

e Suppose there are multiple optimal arms, |A.| > 1. Then Ay is given by the first case and must be
no larger than e. Because the gap only appears as € V A in our sample complexity bound, the gap is
irrelevant in this case. Informally, we must sample both arms sufficiently that we can determine they
are “within e of each other”, regardless of the actual distance between their quantile functions.

Below, Theorem 3 bounds the sample complexity of QLUCB and shows that it successfully selects an e-
optimal arm, both with high probability.

Theorem 3. For any 7 € (0,1), e € [0, 7 A (1 —)), and ¢ € (0,1), QLUCB stops with probability one, and
chooses an e-optimal arm with probability at least 1 — 6. Furthermore, with probability at least 1 — 39, the
total number of samples T taken by QLUCB satisfies

K
T=0 (Z(e vV A)"2log (W)) . (28)

k=1

A recent preprint by Kalogerias et al. (2020, Theorem 8) gave a lower bound for the expected sample
complexiy when e = 0 of the form O(A~2logd 1), where A is the minimum gap among suboptimal arms.
Our bound matches the dependence on A up to a doubly-logarithmic factor, and includes an extra factor of
log K. We are not aware of a better upper or lower bound, thus removing the (small) log K gap remains open.

11



David and Shimkin (2016, Theorem 1) give a lower bound when € > 0 of the form O(}", (e V Ap)2logdt)

using a slightly different gap definition Ay. Our bound holds at e = 0 in addition to e > 0, Our QLUCB
algorithm performs considerably better than existing algorithms in our experiments, including the correct
scaling with 7, and we hope that will motivate others to work towards fully matching upper and lower
bounds.

Theorem 3 is proved in Section 7.3. In brief, the algorithm can only stop with a sub-optimal arm if one of
the confidence sequences sze or U[, © fails to correctly cover its target quantile, and Theorem 1 bounds
the probability of such an error. Fﬁrthermore, Theorem 2 ensures that the confidence bounds converge
towards their target quantiles at an O(y/t~!loglogt) rate, with high probability, so that the algorithm
must stop after all arms have been sufficiently sampled, and the allocation strategy given in the algorithm
ensures we achieve sufficient sampling with the desired sample complexity. While our proof is inspired by
Kalyanakrishnan et al. (2012) and Jamieson and Nowak (2014) but significantly extends them. The fact
that quantile confidence bounds are determined by the random sample quantile function, rather than simply
as deterministic offsets from the sample mean, introduces new difficulties which require novel techniques to
overcome.

As an alternative to (24), one may use a one-sided variant of f; from (45) (Howard et al., 2020, Proposition
7). As seen below, this alternative performs well in practice, though the rate of the sample complexity bound
suffers slightly, replacing the log|log(e V Ag)| term with |log(e V Ag)|.

—0= David and Shimkin (2016)  —A= QLUCB stitched (ours)

—o=Szorényi et al. (2015) QLUCB beta-binomial (ours)
Uniform Cauchy Normal spread
— =
=
P - o
N 10°1 == \
g0 'E-EEES ﬁaﬁgs oe-eee.qb
% > s - © abn O
g10>-ce-<->-eee-o-o-o—o-xs@ oe-eee-e—o—o—o—@,:, A,A’ \}) \Dm
= 4 A ; e NN ¥ Y 4
3 £ A s - &
o ) A Le
= 10428 S|l w P P T
A
0 025 05 0.75 10 025 0.5 0.75 10 025 0.5 0.75 1
Quantile

Figure 5: Average sample size for various quantile best-arm identification algorithms based on 64 simulation runs,
with € = 0.025 and = = 0.05,0.1,0.2,...,0.8,0.9,0.95. Left panel shows results for arms with uniform distributions
on intervals of length one; middle panel shows arms with Cauchy distributions having unit scale; and right panel
shows arms with standard normal distributions except for one, which has a standard deviation of two instead of one.
In this last case, the exceptional arm is best for quantiles above 0.53, while for quantiles below 0.45, the other arms
are all e-optimal. Plot includes Algorithm 2 of David and Shimkin (2016), Algorithm 1 of Szdrényi et al. (2015), and
our QLUCB algorithm based on two choices of confidence sequence: the stitched confidence sequence (24) based on
Theorem 1(a) and a one-sided variant of the beta-binomial confidence sequence, Theorem 1(b).

Figure 5 shows mean sample size from simulations of the quantile e-best-arm identification problem, for
variants of QLUCB as well as the QPAC algorithm of Szorényi et al. (2015) and the Doubled Max-Q
algorithm of David and Shimkin (2016). In all cases, we have K = 10 arms and set ¢ = 0.025, while 7
ranges between 0.05 and 0.95. In the left panel, nine arms have a uniform distribution on [0, 1], while one
arm is uniform on [2¢,1 + 2¢]. In the middle panel, nine arms have Cauchy distributions with location zero
and unit scale, while one arm has location 2(Q(7 + €) — Q(m)), where Q(-) is the Cauchy quantile function.
This choice ensures that the one exceptional arm is the only e-optimal arm. In the right panel, nine arms
have N(0,1) distributions, while one arm has a A/(0,22) distribution. In this case, the exceptional arm is
the only e-optimal arm for 7 larger than approximately 0.53, while it is the only non-e-optimal arm for m
smaller than approximately 0.45. Between these values, all ten arms are e-optimal.
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The results show that QLUCB provides a substantial improvement on QPAC and Doubled Max-Q, reducing
mean sample size by a factor of at least five among the cases considered, and often much more, when using
the one-sided beta-binomial confidence sequence. As Figure 8 in Appendix F shows, most of the improvement
appears to be due to the tighter confidence sequence given by Theorem 1, although the QLUCB sampling
procedure also gives a noticeable improvement. The stitched confidence sequence in QLUCB performs
similarly to the beta-binomial one, staying within a factor of three across all scenarios and usually within a
factor of 1.5.

7 Proofs

We make use of some results from Howard et al. (2020, 2021). We begin with the definitions of sub-Bernoulli,
sub-gamma, and sub-Gaussian processes and uniform boundaries:

Definition 2 (Sub-¢ condition). Let (S)22,, (V:)$2, be real-valued processes adapted to an underlying
filtration (F;)$2, with So = Vp =0 and V; > 0 for all ¢. For a function ¢ : [0, Amax) — R, we say (S;) is
sub-1p with variance process (Vi) if, for each A € [0, Amax), there exists a supermartingale (L:(\))2, w.r.t.
(Ft) such that ELy(A) <1 and

exp {AS: — p( MV} < Li(A) as. for all t. (29)

Definition 3. Given ¢ : [0, Amax) — R and lp > 1, a function v : R — R is called a sub-tp uniform boundary
with crossing probability « if

PEt>1:5>uVi) <« (30)
whenever (S¢) is sub-¢) with variance process V;.

Definition 4. We use the following 1 functions in what follows.

1. A sub-Bernoulli process or boundary is sub-t¢) with

G () = - og (L) (31)
on 0 < X\ < oo for some parameters g, h > 0.
2. A sub-Gaussian process or boundary is sub-t) with
UN(A) = A2/2 (32)

on 0 <\ < oo.
3. A sub-gamma process or boundary is sub-t) with
bG.e(A) = A/(2(1 = X)) (33)

on 0 <A< 1/(cVO0) (taking 1/0 = o) for some scale parameter ¢ € R.
The following facts will aid intuition for the true and empirical quantile functions:

e Q(p) and Cjt (p) are right-continuous, while @~ (p) and @; (p) are left-continuous.
° @t(p) is the [tp| + 1 order statistic of X7,..., Xy, and @t_ (p) is the [tp] order statistic.

e Q (p) <Q(p), and Q@ (p) = Q(p) unless the p-quantile is ambiguous, that is, F(x) = F(z') = p for
some z # x’.

o Q7 () < Qu(p), and Q; (p) = Qu(p) for all p & {1/t,2/t,....(t — 1)/t}.

e (Q~ is sometimes denoted F~! (e.g., Shorack and Wellner, 1986, p. 3, equation (13)). Our notation
seems to improve clarity in the case of ambiguous quantiles.
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The functions @; and @t act as “inverses” for ﬁt and ﬁtf in the following sense: for any x € X and any
p € R, we have

(x)>p & =>Q; (p), F(x)<p = = <Qip), (34)
(z)>p = 2> Qp), and Fr(z)<p = z<Q;(p). (35)

Our strategy in the proof of Theorem 1 will be to construct a martingale (S;(p));2; which almost surely
satisfies

F7(Qp) < p+Su(p)/t < F(Q™(p) (36)
for all t € N. Applying a time-uniform concentration inequality to bound the deviations of (S;(p)), we obtain
a time-uniform lower bound F;(Q~(p)) > p — l;(p) and a time-uniform upper bound F, (Q(p)) < p + u+(p),
both of which hold with high probability. We then invoke the implications in (35) to obtain a confidence
sequence for Q™ (p), Q(p) of the form (6).

The martingale (S¢(p)) is defined as follows. Let

ﬂm:{“ ] FQW) = F~(@QM)) -
e ey FQ®E) > F Q)
noting that 7(p) € [0, 1] since F~(Q(p)) < p < F(Q(p)). Now define Sy(p) = 0 and

= Z [1x, <o) + 7(0)1x,—q@) — P (38)

for t € N. When F(Q(p)) = F~(Q(p)), so that P(X; = Q(p)) = 0, we have Iy (Q(p)) = p + Si(p)/t =
F(Q(p)) for all t € N a.s. When F(Q(p)) > F~(Q(p)), we are still assured F; (Q(p)) < p+ Si(p)/t <
ﬁt(Q(p)) for all t € N, as desired. In either case, the increments AS;(p) == S¢(p) — S¢—1(p) are i.i.d., mean-
zero, and bounded in [—p, 1 — p] for all ¢ € N. This key fact allows us to bound the deviations of S;(p) using

time-uniform concentration inequalities for Bernoulli random walks.

7.1 Proof of Theorem 1

As defined in (38), the i.i.d. increments of the process (S:(p))524,

St(p) - St—l(p) = 1X¢<Q(p) + 7T(p)lXi:Q(p) - D (39)
are mean-zero and bounded in [—p,1 — p]. Fact 1(b) and Lemma 2 of Howard et al. (2020) verify that the
process (S¢(p)) is a sub-Bernoulli process (31) with range parameters ¢ = p,h = 1 — p. Then, defining the
intrinsic variance process V; := p(1 — p)t and

() = log (pe(lfp)’\ +(1- p)e*’»‘) , (40)

_
p(1—p)
it is straightforward to verify that the process (exp {AS;(p) — ¥(A\)V;});=, is a supermartingale for all A > 0.
We now construct time-uniform bounds for the process (S¢(p)) based on the above property:

e Using the fact that a sub-Bernoulli process with range parameters ¢ = p and h = 1 — p is also sub-
gamma with scale ¢ = (1 — 2p)/3, the sequence f;(p) is based on the “polynomial stitched boundary”
(Howard et al., 2021, Proposition 1, equation 6, and Theorem 1). That result allows us to fix any
n > 1, s > 1, which control the shape of the confidence radius over time, and m > 1, the time at which
the confidence sequence starts to be tight, and obtain fi(p) = S,(¢t V m)/t with

6() —slogIOg( )+10g<%(g?n>
\/k £) + K3202(t) + cphal(t), where — (g4 1) V3
k? —(\f+ 1)/2
= (1-2p)/3.

(41)
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The special case given in eq. (9) follows from the choices n = 2.04, s = 1.4, and m = 1. Then
P(3t € N: Si(p) > tfi(p)) < /2. (42)

If we replace (S¢(p)) with (—S¢(p)), which is sub-Bernoulli with range parameters g =1—pand h=p
and therefore sub-gamma with scale ¢ = 2p — 1, we obtain

P(3t € N: Si(p) < —tfi(1 —p)) < /2. (43)
A union bound yields the two-sided result

P(3t e N:t78,(p) ¢ (~fi(l —p). i(0) <o (44)

e The sequence ft(p) is based on a two-sided beta-binomial mixture boundary drawn from Proposition

7 of Howard et al. (2021). Below, we denote the beta function by B(a,b) = fol u (1 —u)b~ L du. Fix
any 7 > 0, a tuning parameter, and define

. 1 r+p(l—p)t 1
R = pswfse 0D g pa-pn <1} @)
VAV R S ] €l A ”
where p,r(S,V) = pv/(l—p)+s(1 _ p)v/p—s B (z r )
p’1l-p
Then we have
P(ateN;flst(p) ¢ (fﬁ(lfp),ﬁ(p))) <1-a. (47)
By construction, ﬁt_ (Q(p)) <p+ Si(p)/t < F,(Q~(p)) for all t, so that with (44) we have
P(3teN: R(Q (1) <p—fil(l—p) or B QW) = p+ f:(p)) < (48)
We now use the implications in (35) to conclude
P (Ht eEN:Q (p) <Q:(p— fi(1—p)) or Qp) > Qs (+ ft(p))) <a, (49)
which is the desired conclusion. The same conclusion follows for fby using (47) in place of (44). O

We remark that (49) implies that the running intersection of confidence intervals also yields a valid confidence
sequence: for any ¢ € [Q~ (p), Q(p)], we have

P(veNige fuaxQ. (- 0 -p) mn G (o + L)) 210 (50)

This intersection yields smaller confidence intervals. However, on the miscoverage event of probability
«, or if the assumption of i.i.d. observations is violated, then the intersection method may lead to an
empty confidence interval. This can be viewed as a benefit, as an empty confidence interval is evidence of
problematic assumptions. In such cases, however, it may also lead to misleadingly small, but not empty,
confidence intervals, which may be harder to detect.

7.2 Proof of Theorem 2

We prove the following more general result:

Theorem 4. For anym >1, A > 1/\/5, and C' > 0, we have

~ log log (et
p <3t2m: ‘FﬁFH >A\/0g Og(et/m)+c>
1
<asc= inf de 7V (AOMC <1 + ) , (51
= AT 247, (v2(A,C,n) — 1) logn (51)
v(A,Cn)>1
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where (A, C,n) = +/2/n (A —+/2(n— 1)/C>. Furthermore,

P (Hﬁt — FHOO > Ay/t=1(loglog(et/m) + C) infinitely often) =0. (52)

To better understand the quantity a4 ¢, note that any value of € (1,2A2) satisfying v(4, C,n) gives an
upper bound for a4 ¢. For fixed A, any value n € (1,2A42) is feasible for sufficiently large C, while for fixed
C, any value n > 1 is feasible for sufficiently large A. In either case, v?(A,C,n) ~ 24%/n as A — oo or
C — oo, which yields log s ¢ = O(—A2C), as may be expected from a typical exponential concentration
bound.

To obtain the special case stated in in Theorem 2, take A = 0.85 and any C' > 7, and observe that the value
n = 1.01 ensures that v2(0.85,C,1.01) > 1.25 and is thus feasible for the right-hand side of (51).

Our proof is based on inequality 13.2.1 of Shorack and Wellner (1986, p. 511) (cf. James, 1975). We repeat
the following special case; here (-)1 denotes that we may take either the positive part of () on both sides of
the inequality, or the negative part on both sides.

Lemma 1 (Shorack and Wellner, 1986, Inequality 13.2.1). Fiz A > 0, 8 € (0,1), and n > 1 satisfying
(1= B)2X2 >2(n —1). Then for all integers n' < n' having n” /n’ <n, we have

]P’< max

n/<t<n’’

VA(E, - F)iHoo > >\> < 2P <H\/77(ﬁn - F)iHoo > 6%) . (53)

Now fix any 1 € (1,2A?) satisfying v(A,C,n) > 1, and for k = 0,1,..., define the event

~ log 1 Y+ C
A = {Ht e [mn*, mn*+1) H(Ft - F)iH > A\/Ogog(etn)—k} . (54)
On the one hand, we have
A& gt _ k E+1y . H = H gt
>m: ||, — 2= | F - 2
{Eltfm ’Ft FHoo>t} U {Elte[mn,mn ) ||E Foo>t} (55)
kEZZU
< J Auay) (56)
k€Z>o

On the other hand, we will show that, for each & > 0, the conditions of Lemma 1 are satisfied with

A= Ay/loglog(en*) + C and B8 :=1—+/2(n —1)/(A%2C) = v(A,C,n)\/n/(242%). Tt is clear that 8 € (0,1)
since A, C, n, and (A, C,n) are all required to be positive. Also,
2(n— 1) = (1 - B2A2C < (1 - B2 A%(loglog(en) + C) = (1— A%, ¥k > 0. (57)

Hence, for each k, Lemma 1 implies

N loglog(en*) + C
P(Ay) < 2P (H\/le(ﬂnw —F)x|| > < \/‘577( ) ) . (58)
(oo}
Applying the one-sided DKW inequality (Massart, 1990, Theorem 1) then yields
2¢? A% (loglog(ety) + C) 2¢=7*(4.0m)C
+ _
P(A) < 2exp {_ 1 } © (14 klogn)r* (4G (59)
Since (A, C,n) > 1, a union bound yields
> 1
’ (U (Af U Aw) SteAES e (60)
kEN = (1+ klogm)»*(4.cm)
2 1
< 4emr (AOMC (1 + ) , 61
- (v2(A,C,n) — 1) logn (61
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after bounding the sum by an integral. Combining (56) with (61), we conclude

]P’(Eltzm:’

7 gt —~72(A,Cn)C 1
F—FH S It < gerP(ACmC (4 . 62
' e t>’ ‘ +(72(A,C,n)—1)logn (62)

We note that Theorem 1 of Massart (1990) requires that the tail probability bound in (59) is less than
1/2. If this is not true, however, then our final tail probability will be at least one, so that the result holds
vacuously. This completes the proof of the first part of the theorem.

To obtain the final claim, (52), note that the calculations in (59) and (61), together with the first Borel-
Cantelli lemma, imply P(A; or A} infinitely often) = 0. O

7.3 Proof of Theorem 3

Recall that the set of e-optimal arms is denoted by

A=k e[K]: Q. (m+€) > max Q; (m—¢€) .

= {Re K] G+ 0 2 max 07 (-

First, we prove that if QLUCB stops, it selects an e-optimal arm with probability at least 1 — 4. Choose
any k* € argmax;¢(x) Q) (m —€), an arm with optimal (7 — €)-quantile, and write ¢* = Q. (7 — €) for the
corresponding optimum quantile value. By our choice of u,, and [,, to give one-sided coverage at level §/K,
the proof of Theorem 1 and a union bound show that

P (Elt €Nand k£ k™ : Ul <q" or LZT > Qp (m+ e)) < 4. (63)

Suppose QLUCB stops at time T with some arm k € A¢, so that @, (7 +¢€) < ¢*. Then it must be true that
LZfTe > Uy 1, which implies that LZ}E > Q) (m+¢€) or Uy p < ¢* must hold. But (63) shows that this can
only occur on an event of probability at most . So with probability at least 1 — ¢, QLUCB can only stop
with an e-optimal arm.

Next, we prove that QLUCB stops with probability one and obeys the sample complexity bound (28) with
probability at least 1 — 3. We first address the case when |A¢| > 1 so that Ay is given by (27) for all k; we
consider the case |A.| =1 at the end. Let

gn = 0.85\/n1 (log log(en) + 0.81og (16162K>) , (64)

for n € N. We choose this quantity to eventually control the deviations of @k,t(p) and @’k, t(p) from Q. (p)
and Qg (p) uniformly over k, t and p, via Corollary 2. For each k € [K], define

T =min{n € N: g, + [up(7) VI, (7T +€)] < Ap Ve}. (65)

We will show that, once each arm has been sampled in £; at least 275 times, the confidence bounds are
sufficiently well-behaved to ensure that QLUCB must stop, on a “good” event with probability at least
1 — 36. This will imply that QLUCB stops after no more than 2 Zszl 7 rounds on the “good” event, and
this sum has the desired rate.

Define the “bad” event at time ¢, B; = B} U B?, where
Bi = {Elk € [K]: Uy, <Qi(m—e¢)or nge > Q;(ﬂ'+€)} , and (66)

B} = {Hk € [K],p € (0,1): Quelp) < Qulp — gn,.,) or Qp,(p) > Qy (p+ gN,m)}- (67)

We exploit our previous results to bound the probability that B; ever occurs:

Lemma 2. P (U2, B;) < 36.
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Proof. First, by the definitions of U, LZ;re and our choices of uy, I, the proof of Theorem 1(a) yields

P (D Bt1> < 26. (68)
t=1

For BZ, we invoke Corollary 2. Our choice of C' = 0.8log(1612K?/(§(K — 1))) ensures that apssc <
(K —1)6/K?, noting that K > 2 implies C > 7 as required in (2). Hence, by a union bound,

P (U Bf) <34 (69)
t=1
Combining (68) with (69) via a union bound, we have P(U2,B;) < 36 as desired. O

The following lemma verifies that an arm’s confidence bounds are well-behaved, in a specific sense, once the
arm has been sampled 7; times and B7 does not occur. We use the notation a; = max(0, a).

Lemma 3. For any t € N and j, k € [K], on (B?)¢, if Nt > 7j, then

Uir“ = Qp(m+ (4 —¢)+), and (70)
L7t = Qulr — (A — 4. (71)

Proof. From the definition of U,
Ulzr,t_6 = Q\I;,t(ﬂ- — €t uN,, (7‘(‘ - 6)) < le (77 —€+ UNg ¢ (7T - 6) + gNk,t)’ (72)

since we are on (B7)¢. Then since Ny, > 7,

Qp(m—etun, (T—€)+gn,,) SQp(m—e+(A;Ve) =Qp (m+ (A —€)4). (73)
An analogous argument shows the second conclusion:
Lite = Qre(m+ e~y () 2 Qi+ e~ Iy, (7€) — 9w, ,) (74)
> Qr(m+e—(A;Ve) =Qu(m— (A —€)1). (75)
O

The next three lemmas will show that, once an arm in £; has been sufficiently sampled, QLUCB must stop.
The easier case is when an arm’s gap is small, Ag < €.

Lemma 4. For any t € N and k € [K] with A <€, on (B?)¢, if Ny > Tk, then LZ:T >Up,“

Proof. Our choice of h; ensures LZ:rf > LZ;E, while (70) and (71) show that
Ly 2 Qulm) 2 Qi (m) = UL,* (76)
O
To handle arms with A, > €, we associate with each arm k an arm g(k) which satisfies Q, (7 + Ay) <
Qg(k)(m — Ag). Some such arm must exist by the definition of Ay and the fact that @~ is left-continuous

while @ is right-continuous. We first show that, when an arm k € £; with Ax > € has been sufficiently
sampled, we must also sample g(k):

Lemma 5. For any t € N and k € [K] with Ay, > €, on B, if Ny, > 7, then U;T(;)e,t > UTe.
Proof. Bound (70) and our choice of g(k) ensure
Uy < Qp(m+ Ag) < Qg (T — Ay). (77)

But Ap > €, 50 Qi) (m — Ar) < Qgei)(m — €), and the latter is upper bounded by U;(;)Et since we are on

(Bi)°. 0
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Finally, we show that once arms k € £; and g(k) have both been sufficiently sampled, we must stop.

Lemma 6. For anyt € N and k € [K] with Ay > €, on Bf, if Ny ¢ > 7, and Ny ¢ > Tk, then LZ;E > Ul:,;e'

Proof. Asin (77), we have
Uis© < Quuiy(m — Ak) < Qg (m — (A — €)4). (78)
But since Ny(gy,s > 7, (71) implies
Qg (m — (A —€)4) < L;r;,“&t < Lpts (79)

by our choice of h;. O

We combine the preceding lemmas in the following key result. Write M}, = Zt

<1 lkec, and note that
Nit > My since we sample every arm in £, at time ¢.

Lemma 7. For anyt € N, on Bf, if My, > 27, for any k € L, then QLUCB must stop at time t.

Proof. If Ay < e then the conclusion follows immediately from Lemma 4. If A > €, then Lemma 5 implies
Ny(ry,t = Myt — 71, since once My ; > 7, we must have Uy ¢+ > Ug,¢ so that either g(k) = hy or g(k) € Ly
whenever k € L;. Thus when My ; > 275, we must have Ny, > 7 and the conclusion follows from
Lemma 6. O]

We can now show that QLUCB stops after no more than 4 Zle Tk samples with probability at least 1 — 34.
On Bf, Lemma 7 allows us to write

NE

T <Y (1+|L)1H{ My, < 27, for all k € £;} (80)
t=1
oo K
<2> > 1{k € Ly and My, < 27} (81)
t=1 k=1
K
§ 4ZTk, (82)
k=1

by the definition of My ;. Hence P(T < 4 Zszl Tr) > 1 —=P(U2,B;) > 1 — 36 using Lemma 2. It remains to
show that T' < oo a.s., and to show that Zﬁil 7 has the desired rate.
First, Corollary 1 of Howard et al. (2021) implies that P(B} infinitely often) = 0, while Theorem 2 implies

P(B? infinitely often) = 0. So, with probability one, there exists ¢y such that B; occurs for no t > tg, and
the above calculations show that T' < tg + 4 Ele Tk. We conclude T' < oo almost surely.

Second, to show that Zszl T, has the rate given in (28), we use the following lemma, which bounds the
time for an iterated-logarithm confidence sequence radius to shrink to a desired size.

Lemma 8. Suppose (a,(C))nen is a real-valued sequence for each C > 0 satisfying a,, = O(y/n~1(loglogn + C))
asn,C T oo. Then

loglogz™! + C

min{nGN:an(C)gx}C)( -

) as x| 0,C 1 oco. (83)

Proof. Our condition on a,(C) implies, for small enough x and large enough C,

log(1 +1 2
min{n € N:a,(C) <z} < min{n eN: og(1+logn) +C < fﬂ} =: t(x). (84)
n
Use log(1 + z) < x to see that logz = 2log /x < 2(y/z — 1), and that
log(l—i—logn)—l—CSlogn—i—CSi_i_C—ZSQ’ (85)
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as n > y/n. Son > C?A*/z* implies that (log(1 + logn) + C)/n < 22/A%, and we must have t(z) <
C?A*/2z* + 1. Hence we may write

2 A4 /4 2
H(x) = min neNzlog(1+log(1+CA/x ))+C§x7 ’ (86)

n A2

which immediately yields

2 2 44 /.4 —1

Ha) < A?[log(1 + log(1 —I;C Atfz)) + C T1—0 <log10g:v2 +C) ’ (87)
x x

as desired. 0

Examining the form of w, and [, given in (41) along with the definition of g,, we see that a,(C) =
gn + [un(m) V I, (7 + €)] satisfies the condition of Lemma 8 with C' = log(K/J), which implies

K|l VA
=0 <(e vV A)"2log (")g(;’“)'» . (88)
Summing over k yields the desired sample complexity (28), completing the proof. O

We close with an argument for the case of a unique e-optimal arm, A. = {k*}. Lemmas 5 and 6 still apply,
limiting the number of times k € L; for any k # k*. We need a different argument to limit the number of
times k* € L;:

Lemma 9. Suppose Ac = {k*}. For anyt € N, on B, if Ny« > T, then hy = k*.
Proof. For any k # k*, we must have L’,:Ie < Qy (m+€) since we are on (B})¢, and Q; (m1+€) < Q. (T+Ay)

since k ¢ A, and therefore Ay > e. Meanwhile, the argument in (74) and the definition of 74~ imply that
L7 > Qpe (m — ) for some & < Ay, so that LTS > Q, (7 + Ay) by our choice of Ag«. We conclude that

nge < LZ;”; for every k # k*, so we must have hy = k*. O

Now we adapt the argument leading to (82):

NE

T<Y» 14 |L)I{ M <21 for all k € L\ {k*}} (89)
t=1
<2> |k eLi}+ ) 1{k € Ly and My, < 274} (90)
t=1 k#k*
K
<2 Tk*—|—227'k §4Z7'k. (91)
k#k* k=1
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A A time- and quantile-uniform bound with p-dependence

In this section we describe an alternative to Theorem 2 and Corollary 2 for which the width of the confidence
band depends on p. It is notationally quite cumbersome, but often yields tighter bounds, especially for p
near zero and one. This confidence sequence is derived by following the same contours as those behind
the fixed-quantile bound (9). However, within each epoch, rather than focus on a single quantile, we take
a union bound over a grid of quantiles, with the grid becoming finer as time increases. Below, we write

logit(p) == log(p/(1 — p)) and logit ' (1) = ! /(1 + €l).

2 p=1/2,
Tpt = 92
Bt 1 Alogit™ (logit(p) + \/%) , p<1/2, (92)
2
£(p,t) == 1.4loglog(2.1t) + 1.41og (\/ﬂlogit(pﬂ + 1) + log <7a> , (93)

Ge(p) =04/ 2.1trp (1 —rps) + 1.54/1rp (1 — 1 )tl(p, t) + 0.814(p, t). (94)

With all the required notation in place, we now state our final confidence sequence.

Theorem 5 (Quantile-uniform confidence sequence II). For any a € (0, 1),

P (Elt €N,z e X:FE(z) - F(z) ¢ {Et(l — Fl2)) gt(F(x)))) <o, (95)

t ’ t

or, more conveniently,

P (at ENpe(0,1):Q () < O (p— 5(1;”) or Qp) > Or (p+ gff’))) <o (96)

Note that g:(p) = O(V/tlogt) as t — oo, while g (p) = O(log|log(1—p)|) asp — 1 and g:(p) = O(log|logp|) as
p — 0. Though the above expressions look complicated, implementation is straightforward, and performance
in practice is compelling, as illustrated in Figure 2.

A.1 Proof of Theorem 5

We prove the result for a more general definition of g;. Fix § > 0, a parameter controlling the fineness of
the quantile grid, and fix n > 1, s > 1, and m > 1 as in (41). We require the following notation to state our
bound:

rp.t) = {E’/\ logit ™" (logit(p) + 26/ ZL) , ;) i ig ®7)
o?(p,t) = r(p,t)(1 = r(p,t)) (98)
i(p,t) = N%% +1 (99)
= s o (T i) g (219205141 0
P ;210 (101)
G(p) =6 vaT)az(p’t) + IR0, )V m)(p, 1) + KB, 1) + ool (p,1). (102)

Our strategy is to show that g; yields a time- and quantile-uniform boundary for the sequence of functions
St,

P(Et eN,pe(0,1): Si(p) ¢ (=9:(1 - p),3:(p))) <, (103)
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analogous to (44). From this, analogous to (48), we obtain

P (at eNpe©1): @ m) <p— 2 or B (@) 2 p+ 1‘753’)) <a. (109

Conclusion (96) follows from (104) in the same way that (49) follows from (48). For conclusion (95), for any
x, we may plug p = F(z) into (104) and use the inequalities Q@ (F'(z)) < x < Q(F(z)) to obtain

Gl F(@)
t
Gi(F ()
t b

F,(z) > F(z) and (105)

Fy (z) < F(x) + (106)
both holding for all ¢ € N and € X with probability at least 1 — .. Taking a limit from the right in (106)
shows that Fi(x) < F(z) 4+ g:(F(x))/t, as desired.

To show that (103) holds, our argument is adapted from the proof of Theorem 1 of Howard et al. (2021).
Similar to that proof, here we divide time ¢ into an exponential grid of epochs demarcated by mn* for
k € Zs>o. For each epoch, we further divide quantile space (0,1) into a grid demarcated by px; based on
evenly-spaced log-odds. We then choose error probabilities ay; for each epoch in the time-quantile grid, so
that 37,50 ez ks < @/2, giving a total error probability of «//2 for the upper bound on S¢(p), with the
remaining «/2 reserved for the lower bound.

We make use of the function ¢g (\) == A?/[2(1 —c\)] for each ¢ € R (Howard et al., 2020). For each k € Z>¢
and j € Z, let
1
= 1+ exp {—25j/77k/2}’
a2
(k+1)2(lj] v 1)*¢(s)(2¢(s) + 1)

For the (k,j) epoch in the time-quantile grid, we define the boundary

DPkj : and (107)

Qg = (108)

loga; b + ers (ARi )PRi (1 — pri)t
g (£) = 8 Xy Ya, k;)\(k -kj)pkj( Prj) ’ (109)
J

where c¢g; = (1 — 2pg;)/3, and A\x; > 0 is chosen so that Yg ¢, (M) = log(a;jl)/nk+1/2 (note Ya e, (A)
increases from zero to oo as A increases from zero towards 1/cyj, so such a A\g; can always be found). As in
the proof of Theorem 1, we use the fact that S;(p) is a sub-gamma process with scale ¢ = (1 — 2p)/3 and
variance process V; = p(1 — p)t for each p € (0,1). Then Theorem 1(a) of Howard et al. (2020) implies that,
for each k € Z>o and j € Z, we have

P(Ht eN: St(pkj) > hkj(t)) < Q. (110)
Taking a union bound over k and j, we have P(G) > 1 — a where G is the “good” event
g = {St(pkj) < hkj(t), Vk € Zzo,j eZ,te N} . (111)

Now fix any t € N and p € (0,1), and let

ke = {logn (“;;")J and jip = Vw log(;:s/(l _p))w . (112)

These choices ensure that mn** <tV m < mn*+! and Dk (jep—1) < P < Dkyjy,- From the definition of S (p),
for any p € (0,1) we have, on the event G,

St(p) < St(pktjm) + t(pktjt,p - p) < hkt,jtp (t) + t(pktjtfl 7p)' (113)

The remainder of the argument involves upper bounding the right-hand side of (113) by an expression
involving only ¢ and p to recover (102).
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To upper bound hy,j,, (t), we follow the steps in the proof of Theorem 1 of Howard et al. (2021) (see eq. 41)
to find, for all t € N,

- 2
b, (t) < \/k%(t V M) Py, (1 = Pryjo, ) l0g aktl + Citjtp k3 log Qi + Cyjop k2 log it (114)

Jtp

Assume p > 1/2 (we will discuss the case p < 1/2 afterwards). Since py,;,, > p > 1/2, we have py,j,, (1 —
Proje,) < P(1—p) = 7(p,t)(1 —r(p,t)). By (112), we have k; < logn((t Vm)/m) and |jip| V1 =g, V1<

V(v m)/mlog(p/(1—p))/(20) + 1. Hence
)+ 1)

by@hsw%(m%Cif)+Q+M%<¢Q:mgm§—mxH
+ log (W) ={(p,tVm). (115)

This completes the upper bound for hy,j,, (t); it remains to upper bound #(py,j,, — p). Note that, by the
definition of py;,

Dk 207 }
——— =X — 7. 116
T o{ 2 (116)
Our choice of j, in (112) implies
20 D Dkj
exp > . 117
{Uk/Q}l—p 1 — pgj (117)

The following technical result bounds the spacing between two probabilities in terms of their odds ratio:
Lemma 10. Fiz any a > 0 and p € [1/2,1), and define g, by q,/(1 — qp) = e*p/(1 —p). Then g, —p <

(a/2)\/p(1—p).

We prove Lemma 10 below. Invoking Lemma 10 with a = 26/7

t(Pkyjr, — ) < gy —p) < t5y/p(1 —p)/nke < 5\/7W5(1p) (118)

_ 5\/77@ v m)r(p,t)(1 = r(p,t))

m

kt/2 we conclude

; (119)

where the last step uses n***1 > (¢t V. m)/m. Combining (113) with (114), (115), and (119) yields the
boundary g;.

The case p < 1/2 is very similar. Note that, by our choice of j;, in (112) and the definitions (107) of py;
and (97) of r(p, t), we are assured p < py,;,, < r(p,t) < 1/2. Starting at the step below (114), we again have

Projey (1 = Projey) < 1(p,t)(L—7(p,t)), as desired. Also, |jip| V1= —ji, V1 < Viflog(p/(1—p))|/(26) + 1, as
desired. This shows that (115) continues to hold. Finally, using Lemma 10, we have

t(pktjtp _ p) _ t((l _ p) . (1 _pktjtp)) < 5\/77(t \Y m)(l :npktjtp)pktjtp (120)
< 5\/77(“/7”)7"(17,2(1 7T(pa t))7 (121)

showing (119) holds.

We have thus verified the high-probability, time- and quantile-uniform upper bound S;(p) < g:(p) in (103).
For the lower bound, we repeat the above argument to construct a time- and quantile-uniform upper bound on
St(p) = =St(1—p). The process (Si(p))s2; is also sub-gamma with scale (1 —2p)/3, and for 0 < p; < pa < 1,
the relation S;(p1) < Sy(p2) + t(po — p1) continues to hold, so that the step leading to inequality (113)
remains valid. Then the above argument yields S;(p) < §;(p) uniformly over ¢ and p with high probability,
ie., Si(p) > —g:(1 — p), as required in (103). O
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Proof of Lemma 10. Some algebra shows that

q—p _ Vp(l—p)(e"—1) (122)
p-p)  Ltpler—1)
For p = 1/2, the right-hand side is decreasing in p, hence is maximized at p = 1/2:
_ a_1
4P ¢ = tanh(a/2). (123)

p(1—p) et +1

Since %tanhx‘zzo =1 and f—;tanhx < 0 for x > 0, we have tanhx < z for x > 0, from which the
conclusion follows. O

B Sequential hypothesis tests based on quantiles

B.1 Quantile A/B testing

A/B testing, the use of randomized experiments to compare two or more versions of an online experience, is
a widespread practice among internet firms (Kohavi et al., 2013). While most A/B tests compare treatments
by mean outcome, in many cases it is preferable to compare quantiles, for example to evaluate response
latency (Liu et al., 2019). In such experiments, our Theorem 1, Corollary 2, and Theorem 5 may be used to
sequentially estimate quantiles on each treatment arm, and the resulting confidence bounds can be viewed
as often as one likes without risk of inflated miscoverage rates. However, it is typically more desirable to
estimate the difference in quantiles between two treatment arms. Naturally, simultaneous confidence bounds
for the arm quantiles can be used to accomplish this goal: the minimum and maximum distances between
points in the per-arm confidence intervals yield bounds on the difference in quantiles. Furthermore, by
finding the smallest @ € (0,1) such that the two arms have disjoint confidence intervals, an always-valid
p-value process is obtained for testing the null hypothesis of equal quantiles (Johari et al., 2015). However,
the following result gives tighter bounds by more efficiently combining evidence from both arms to directly
estimate the difference in quantiles.

In order for distances between quantiles to be well-defined, X must be a metric space, and we assume X = R
for simplicity. We continue to operate in the multi-armed bandit setup of Section 6 with K = 2, and use
the same notation: @ denotes the right-continuous quantile function for arm k € {1,2}, Fj, and Qg
denote the empirical CDF and right-continuous empirical quantile function for arm k at time ¢ € N, and
Ni,+ denotes the number of samples observed from arm k at time ¢. As in Section 6, the choice of which arm
to sample at time ¢ may depend on the past in an arbitrary manner. Fix p € (0, 1), the quantile of interest,
and r > 0, the same tuning parameter used in fof Theorem 1.

We wish to estimate the quantile difference Q2(p) — Q1(p). Recall the definition of M, , from (46), and
define the following one-sided variant based on Proposition 7 of Howard et al. (2021). Write B,(a,b) =

T, a—1

o P~ p)’~1dp for the incomplete beta function, and define

Bi_, (TJ“’ — 5, I 8)
M) = b (5 ) o
For each k and t, let Dy, ¢(z) == {ﬁk_t(x), ﬁkt(x)} and define Gy ¢, G:’t, and G, by
Gro(a) = _min log My, ((a = )Ness (1= p)Nit), (125)
G (@) = 1og M}, (B, (2) = p)Ness p(1 = )Nes), (126)
Gy o) =log ML, ( ~ (Fiu(w) = p)Nics, p(1~ p) Vit ). (127)

As detailed in the proofs, the functions Gy, 4, GZt’ and G, , give the logarithm of the minimum possible
value of an appropriate supermartingale, under the premise’ that Qg(p) = x. A large value of G indicates
that the supermartingale must be large, which in turn gives evidence against the premise Qg (p) = . With
the above definitions in place, we are ready to state the main result of this section.
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Theorem 6 (Two-sample sequential quantile tests). For any o € (0,1), p € (0,1) and r > 0, under the
two-sided null hypothesis Hy : Q2(p) — Q1(p) = 04, we have

P (Et eN: mel]rR} [G1(x) + Ga (x4 0%)] > log a_1> <a. (128)
x
Furthermore, under the one-sided null hypothesis Hy : Q2(p) — Q1(p) < b, we have

P <3t eN: mi}g (G, () + Gy (x+6%)] > loga_1> <a. (129)
T€ ’ ’

Theorem 6 gives two-sided or one-sided sequential hypothesis tests for a given difference in quantiles between
two arms. Inverting the two-sided test (128) yields a confidence sequence: with probability at least 1 — «,
for all t € N, the quantile difference Q2(p) — @1(p) is contained in the set

{5 eR: mel]g [Gi(z) + Go(z+0)] < logal} . (130)

Alternatively, we can obtain a two-sided, always-valid p-value process from (128) for the null hypothesis

Ho : Q2(p) = Q1(p),
pgz) — exp { E?eiﬂ% (G e(z) + Gz,t(x)]} ) (131)

or a one-sided, always-valid p-value process from (129) testing Hp : Q2(p) < Q1(p),

pgl) = exp { I;lé[% [Gft(x) + G;t(x)] } ) (132)

Each always-valid p-value process satisfies P(3t € N : p; < x) < z for all = € (0,1), so p; serves as a valid
p-value regardless of how the experiment is stopped, adaptively or otherwise (Johari et al., 2015). Note that,
since these p-values only involve evaluating h(z,0), they can be used when X is not a metric space.

The proof of Theorem 6 is given in Appendix C.5, and exploits the product supermartingale technique of
Kaufmann and Koolen (2018). In brief, for each individual arm, we have a nonnegative supermartingale
quantifying information about the true quantile for that arm, and the product of these two supermartingales
will still be a supermartingale, one which jointly captures evidence against the null from both arms. We use
the one- and two-sided beta-binomial mixture supermartingales from Howard et al. (2021, Propositions 6 and
7), as with Theorem 1(b). Other supermartingales are available, but the beta-binomial mixture performs
well in practice, as we have discussed in Section 5. Appendix E discusses implementation details for the
necessary optimizations in (128) and (129), which require O(¢tlogt) time in the worst case.

Figure 6 illustrates the performance of the two-sided test (128) relative to the naive strategy mentioned
at the beginning of this section, based on simultaneously-valid confidence sequences for the mean of each
arm. Across most scenarios, Theorem 6 achieves significance with about 25% fewer samples than the naive
strategy. The exceptional cases involve extreme quantiles, with p close to zero or one. In these cases, the
minimization over  in (128), which requires that all values of  are implausible based on combined evidence,
sometimes leads to more conservative behavior than the use of simultaneous confidence sequences, which
require only the existence of some value of x which is implausible for both arms.

Typically, A/B tests are run with a single control or baseline arm to be compared against multiple treatment
arms (Kohavi et al., 2009). In such cases, rather than computing a p-value for each pairwise comparison
of treatment arm to control, we may wish to compute a p-value for the null hypothesis that the control is
no worse than any of the treatment arms. Formally, we have K arms in total, arm k£ = 1 is the control
arm, and we wish to test the global null Hy : Q1(p) > maxy, Qx(p). Note Hy = Ng>2Hox, where we define
Hy : Q1(p) > Qi(p) for k =2,..., K. Using a Bonferroni correction across k = 2, ..., K, it follows that

k=2,....K z€R

pr = (K —1)exp { max min |GY,(z) + G,;t(x)}} (133)

gives an always-valid p-value process for the global null Hy.

Any of the p-values obtained in this section may be used for online control of the false discovery rate in
large-scale, “doubly-sequential” experimentation, when one is faced with a potentially infinite sequence of
sequential experiments (Yang et al., 2017; Zrnic et al., 2021).
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Figure 6: Average ratio of sample size for Theorem 6 to sample size for naive strategy of stopping when per-arm
confidence intervals are disjoint, based on 256 simulation runs. All simulations involve sampling each of two arms
in alternation and conducting a two-sided sequential test for equality of the given quantile with @ = 0.05. Arm
distributions are identical to those in Figure 5. Theorem 6 reduces the necessary sample size by about 25% in most
cases, although the advantage diminishes for extreme quantiles, and becomes a slight disadvantage for the case of
testing the 95%ile of a Cauchy distribution.

B.2 Sequential Kolmogorov-Smirnov tests and a test of stochastic dominance

As an easy consequence of Theorem 2, we obtain a sequential analogue of the one-sample Kolmogorov-
Smirnov test. Suppose we wish to sequentially test the null hypothesis Hy : F' = F{ for some fixed distribution
Fy. Write

C(A,a) =inf{c>0:aa,.<a}, (134)
where a4 . is defined in Theorem 2.
Corollary 3. For any o € (0,1) and A > 1//2, the test which rejects Hy : F = Fy as soon as | Fy — Fo||oe >

A/t~ 1(loglog(et/m) + C(A, ) gives a valid, open-ended sequential test of Hy with power one. That is, if
Hy is true, the probability of stopping is at most «, while if Hy is false, the probability of stopping is one.

The fact that this test has power one follows from the Glivenko-Cantelli theorem and the fact that the
boundary becomes arbitrarily small, Ay/t~1(loglog(et/m)+ C(A,a)) — 0 as t — oo (Robbins, 1970).
A sequential two-sample test follows from an application of the triangle inequality and a union bound,
by applying Theorem 2 to each sample with error probability a/2. Here we suppose (X;)$2; are i.i.d.
from distribution F', while (Y;)52; are ii.d. from distribution G, and we wish to test the null hypothesis
Hy : F = G. We denote the empirical CDF of Y3,...,Y; by ét.

Corollary 4. For any a € (0,1) and A > 1/v/2, the test which rejects Hy : F = G as soon as ||Fy — Gy|oe >
24/t~ (loglog(et/m) + C(A, a/2)) gives a valid, open-ended sequential test of Ho with power one.

A one-sided variant of Corollary 4 tests Hy : F(z) < G(z) for some x € X or F(z) = G(z) for all x € X
against Hy : F(z) > G(z) for all z € X and F'(z) > G(z) for some x € X. This yields a sequential test of
stochastic dominance.

Corollary 5. For any a € (0,1) and A > 1/+/2, the test which rejects Hy : F < G as soon as

1g/fy [ﬁt(x) - @t(x)} > 244/t~ 1(loglog(et/m) + C(A, a)), with strict inequality for some , (135)

gives a valid, open-ended sequential test of Hy with power one.
In Corollary 5, we are able to use error probability « in our application of Theorem 2 to each sample, rather
than «/2. This holds because we need only a one-sided confidence bound on each CDF rather than the

two-sided bound of Theorem 2. Since the proof of Theorem 2 involves a union bound over the upper and
lower confidence bounds, it yields valid one-sided bounds as well, each with half the total error probability.
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C Additional proofs

For reference, we present the full set of implications between ﬁt, ﬁ[, @t, and @; :

Fyz)>p = x> Qip) (136)
F(z)>p & =>Q; (p) (137)
Fiz)<p & z<Q;(p) (138)
Fi(z)<p = =< Qp) (139)
Fy(x)>p & 2>Qup) (140)
Fr()>p = 2>Q; (p) (141)
Fr(z)<p = ¢<Q; (n) (142)
Fr(z)<p & = <Qip) (143)

C.1 Derivation of asymptotic expansion (10)

The function f;(p) defined in (45) is an instance of (1/¢ times) a conjugate mixture boundary (Howard et al.,
2021, Section 3.2), and M, . (s,v) defined in (46) is a mixture supermartingale. Mixture supermartingale
have the generic form [ exp {As — ¢ (A)v} dF()), and M, (s, v) is derived in Proposition 7 of Howard et al.
(2021) using the function 1 defined above in (40) and a Beta distribution with parameters r/(1 —p) and r/p

1
for F'. Proposition 2 of Howard et al. (2021) yields

on the transformed parameter z = [1 + 1771’ exp(—)\)}

\/v {clog (M) + 0(1)], (144)

the generic asymptotic expansion

where

e v is the “variance time” argument, which we are taking as p(1 — p)t in defining ﬁ(p);
e ¢c=1"(04)=1; and

e f(0)=p(l—p)fs (p; ﬁ, %) is the density of the mixture distribution on A, which is a transformed

Beta distribution as noted above, at A = 0.

Comparing (144) with (10), we see that

Cpr = V21 f(0) = V27p(1 = p) f5 (p; ﬁ, ;) : (145)
Note that asp ] 0 or p 11,
\/%7”
Cpr ~ T (146)

so that Cp, , approaches a constant as p | 0 or p T 1. By Stirling’s formula, this latter expression is asymptotic

to /T as r 1 0.

C.2 Proof of Proposition 1

The classical law of the iterated logarithm implies

F,
lim sup ————=— = /2p(1 — p), a.s. (147)



Since liminf; o \/t~loglogt/u; > 1/4/2p(1 — p), we have

- F, - Vit Tloglogt
lim sup M > | limsup M liminf Y2 08708% ) o 1, a.s. (148)
t—00 Ut t—oo y/t~1lloglogt t—00 Ut

Hence, with probability one, there exists ty such that ﬁtO(Q(p)) > p + ug,. Then property (136) implies
Q(p) > Q+,(p + ut, ), which yields the desired conclusion. O

C.3 Proof of Corollary 1

Fix any € > 0 and let A, = 1/y/2 + €. Applying Theorem 2 with m = 1 and any C' > 0, the second result
(52) implies

. 1F: — Flloo o £ — Flloo
lim sup = lim sup
tsoo Acy/tL(loglog(et) +C)  t=oc A.\/t~lloglogt

The conclusion follows since € was arbitrary.

< 1 almost surely. (149)

C.4 Proof of Corollary 2

Theorem 2 implies that F;(Q~(p)) > F(Q~ (p))—g; uniformly over ¢ > m and p € (0, 1) with high probability.
Hence (137) implies @~ (p) > Q; (F(Q (p)) — g¢+) > Q7 (p — 9+). Likewise, Theorem 2 implies Fi(z) <
F(z) 4+ g; uniformly over ¢ > m and z € X with high probability, and taking limits from the left, we also
have By () < F~(2)+gr. Honce By (Q(p)) < F~(Q(p)) +g, and (143) implies Q(p) < Qo(F~(Q(p)) +4¢) <
Qi(p+ g¢)- O

C.5 Proof of Theorem 6

We extend the definition of S;(p) from (38) to the two-armed setup: for k € {1,2}, let

o, Fi(Qk(p)) = Fy; (Qk(p)), )
E=) e @) o o s e () (150)
Fe@rp)—F- @Qu(p)’ TRCRD k \Ck\P));
and define Sk o(p) =0 and, for t € N,
Nt
Skﬂf(p) = Z [1Xk,i<Qk(p) + ﬂ.k(p)lxk,i:Qk(p) _p} : (151)
=1

The increments are mean-zero and bounded in [—p,1 — p| conditional on the past, so the process (Sk:(p))
is sub-Bernoulli with variance process p(1 — p)t and scale parameters g = p,h = 1 — p (Howard et al., 2020,
Fact 1(b)). Then the proof of Propositions 6 and 7 of Howard et al. (2021) shows that the processes

Lt = Mpr(Skt(p), p(1 — p)Ni,t), (152)
L, = My (Sks(p),p(1 — p)N), and (153)
le,t = Mll—p,r(*sk,t(p)vp(l —P)Nk,t) (154)
are nonnegative supermartingales with ELy ¢ = EL;O = ]EL,;0 = 1, with respect to the filtration (F;)

generated by the observations.

For the two-sided test, we form the product Zt = Ly4L2 4, which is also a nonnegative supermartingale.
Indeed, if we choose to sample arm 1 at time ¢, a choice which is predictable with respect to (F;), then

Lyt =Ly 1,50FE (Zt ‘ ]-'t,l) =Ly 1E (L1, | Fio1) < L;_1; likewise if we choose to sample arm 2. Then
Ville’s inequality yields

-1
P(HteN:Lt>) <a. (155)
(0%
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Our goal is to lower bound L; under the null hypothesis Hy : Q2(p) — Q1(p) = 4. Suppose we strengthen
this hypothesis to Q1(p) = z1 and Q2(p) = z2 = 1 + J, for some z; € R. We still cannot compute Sy ;(p)
without knowledge of 7 (p). But since m;(p) € [0, 1], we are assured Sk (p)/Ng,t € Dii(xy) for all ¢, so that
log Lyt > Gg (k) for k = 1,2, by the definitions of Ly, and Gj,. Hence, on the stronger hypothesis, we
have

log Ly > Gy 4(21) + Goy(z1 +6,), forallteN. (156)
On Hy, then, we have
log Ly > melﬂlg [Gi(x) + Go(x+04)] forallteN, (157)

and the conclusion (128) for the two-sided test follows from (155) and (157).
For the one-sided test, we follow a similar argument. Form the product Ztl = LftL;’ +» which is a supermartin-
gale by an analogous argument as that above for Zt. Ville’s inequality yields P (Ht eN: Z% >1/ a) < a.

Now since Mz},r(V v) is nondecreasing (Howard et al., 2021, Appendix C and proof of Proposition 7), Gz’t is
nondecreasing while G, is nonincreasing, which implies

G;l:t(x) = a€glki13(m) log M;,r ((a = p)Ng.i,p(1 —p)Nit) , (158)
G,;t(x) = aeglkirtl(:r) log M%_p,r (—(a —p)Ni,t,p(1 —p)Ng 1) - (159)

Suppose we strengthen the null hypothesis to Q1(p) = x1 and Q2(p) = z2 < 1 + , for some z1,22 € R.
Then the argument above shows that log Lf’t > Gki)t(xk) for k = 1,2, so that

log L > G{,(z1) + Gg,(z2) (160)
2 Git(xl) + Gy (w1 +64), (161)

since 22 < x1 + d, and G4, is nonincreasing. On Hy : Q2 (p) — Q1(p) < 04, then, we have

log L} > min G (z) + Gy, (a +4,)]  forallt €N, (162)
e ’ ’
and the conclusion (129) for the one-sided test follows as before. O

D Details of Figure 2

Here we give details for each of the bounds presented in Figure 2. Additionally, Figure 7 includes all bounds
together in a single plot, along with two more bounds: the DKW bounds which is uniform over quantiles
for a fixed time, and the pointwise Bernoulli bound which is valid for a fixed quantile at a fixed time. In all
cases, we use a two-sided error probability of 0.05, and all bounds are tuned for a minimum sample size of
m = 32.

e Darling and Robbins (1968, Theorem 4) give a test based on a bound for Hﬁt — F||oo which achieves
uniformity over time via a union bound over t > m. We follow their guidance in remark (d), p. 808 to
choose u; = /t=2(t + 1)(2logt + 0.601).

e Szorényi et al. (2015, Proposition 1) uses a similar union-bounding argument on the optimal DKW
inequality of Massart (1990). We adjust their result so that the union bound only applies over ¢t > 32,
yvielding u; = /t~(log(t — 31) + 2.093).

e For Corollary 2, we set A = 0.85 and numerically choose C' = 8.123, so u; = 0.85,/t~*(log log(et/32) + 8.123).
e For Theorem 5, we set § = 0.5, n = 2.041, and s = 1.4.

e Darling and Robbins (19674, Section 2) give an explicit confidence sequence for the median, which
applies to other quantiles as well. In this case,

uy = (3/2v2)/t=1(loglogt 4 1.457). (163)
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—&— Darling & Robbins (1968) == Stitching, our Theorem 1(a)

—e—  Szorenyi et al. (2015) = v= Normal mixture, eq. 12

—2—  Uniform DKW, our Corollary 2 =& Beta-Binomial, our Theorem 1(b)
—+— Our Theorem 5 Pointwise DKW (Massart, 1990)
== Darling & Robbins (1967) ¢+ Pointwise Bernoulli (Hoeffding, 1963)

p=0.05 . p=0.95
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Figure 7: Plot of upper confidence bound radii u:, normalized by v/ to facilitate comparison. Each panel shows
estimation radius for a different quantile, p = 0.05, 0.5, and 0.95, respectively. All bounds correspond to two-sided
a = 0.05. Dotted line is valid for a fixed quantile at a fixed time, dashed lines are valid uniformly over either time or
quantiles, and solid lines are valid uniformly over both time and quantiles. In right panel, lines start at the sample
size for which the upper confidence bound becomes nontrivial. See Appendix D for details of each bound shown.
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e For Theorem 1(a), we set n = 2.04 and s = 1.4, as in (9).

e For Theorem 1(b), we set r = 0.145 for p = 0.05 and p = 0.95, while » = 0.758 for p = 0.5, in
accordance with (21).

e The normal mixture bound (12) uses r = 0.504.
e The DKW bound for a fixed time uses u; = 1.358+/n.

e The fixed-sample Bernoulli bound is based on Hoeffding (1963, equation 2.1), and is given by the
solution in z to t KL (p + z || p) = log(2/0.05), where

KL (g p) = glog (£) + (1 - aytox (1 =2) (164)

denotes the Bernoulli Kullback-Leibler divergence.

E Implementation details for Theorem 6

The tests in Theorem 6 involve minimizing over possibly multimodal sums of the functions Gy, +(z), G'k‘,'t(ac)7

and G ,(x), with Gy itself defined in terms of a minimization. In this section, we discuss details for
implementing these tests, which require O(tlogt) time in the worst case. We focus the discussion on the
two-sided test (128). The one-sided test (129) is similar, as we briefly discuss at the end of the section.

Fix any p € (0,1), and r > 0. The key observation is that log M), (s, p(1 — p)n) is continuous and unimodal
on the domain s € [—pn, (1 — p)n] for any n € N, since M, ,(s,v) is convex and finite on the domain
s € [-v/(1 —p),v/p] (Howard et al., 2021, Appendix C). (It may be verified that log M, ,(-,v) is itself
convex, but we do not use that fact here.) Let

Akt = arg[mi]n log M, »((a — p)Ng,,p(1 — p)Ni.1), (165)
a€cl0,1

which may be found via numerical optimization. Then from the definition of Gy ((x) and its unimodality,
together with (138) and (140), we have

log My, ((Fit(x) = p) Nt p(1 = p)Nist), < Qpy (ars),
Gri(x) = < log My ((ax — p)Nit, p(1 — p)Nie), Qpt (akt) <@ < Qpt (ake), (166)
log My ((Fy () = )N, p(1 = p)Nit), &> Qrt (akr) -

So once the value ag; has been found, Gy () is given in closed form for any x. Note also that Gy ()
is nonincreasing on T < @,;t(ak,t), nondecreasing on > Q\k,t(ak,t), and constant on @;;t(am) <z <
@k,t(ak,t)~

Unfortunately, the objective I(z) == G1+(x) + G2,+(x + 6*) is not unimodal in general. Suppose without loss
of generality that Ql,t(alﬁt) < @gyt(agyt) — 0%, so that Gy ¢(z) begins increasing before Ga ¢(x + 0*) does, and
define z_ == Q1 4(a14) and z = @2_,1:(“2,75) — 6*. Then I(z) is nonincreasing on x < x_ and nondecreasing
on x > x4, but in general may achieve many local minima on [z_,x,]. On this interval, I(x) only decreases
at values © = X5 ; + 0* for some s < ¢, i.e., [(x) decreases at values of x which have been observed from the
second arm. So to find the minimum, we must evaluate [(z) at each point z € {z_, x4} U{Xs s+ : s <
t,x_ < X5 4+ 0* < xy}. This requires O(Na,) time in general, though the use of z_ and x4 will improve
constants. In the corner case x4 < x_, we must have [(z) achieving its minimum at x = x_.

We also need to efficiently evaluate the empirical CDF's ﬁk’t and ﬁ]; , and the empirical quantile functions
@k,t, and @;t. For this, we use a balanced binary tree in which each node is augmented with the size of
the subtree rooted at that node. This allows evaluation of the empirical CDFs and quantile functions in
O(log Ny 1) time.

For the one-sided test (129), we have that G;t(x) is nondecreasing and G} ,(z) is nonincreasing over all

r € X, since M;T(s, v) is nondecreasing (Howard et al., 2021, Appendix C). We must therefore search over
all values € {Xo s+ 0% : s < t}.
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Figure 8: Average sample size for various quantile best-arm identification algorithms based on 64 simulation runs,
with € = 0.025 and 7 = 0.05,0.1,0.2,...,0.8,0.9,0.95. Left panel shows results for arms with uniform distributions
on intervals of length one; middle panel shows arms with Cauchy distributions have unit scale; and right panel shows
arms with standard normal distributions except for one, which has a standard deviation of two instead of one. In
this last case, the exceptional arm is best for quantiles above 0.53, while for quantiles below 0.45, the other arms are
all e-optimal. Plot includes Algorithm 2 of David and Shimkin (2016), Algorithm 1 of Szérényi et al. (2015), and a
modification of Algorithm 1 of Szorényi et al. (2015), “QPAC B-B”, which uses the one-sided variant of our beta-
binomial confidence sequence Theorem 1(b). We compare our QLUCB algorithm based on three different confidence
sequences: the stitched confidence sequence (24) based on Theorem 1(a); a one-sided variant of the beta-binomial
(“B-B”) confidence sequence, Theorem 1(b); and the same DKW-plus-union-bound confidence sequence as QPAC, for
comparison. Observe that our proposed changes in algorithm and in confidence sequences both yield improvements,
separately and together.

F  Full comparison of quantile best-arm strategies

Figure 8 adds to Figure 5 two additional best-arm strategies. First, we include a variant of Algorithm 1 from
Szorényi et al. (2015), “QPAC”, in which we simply replace their confidence sequence with our tighter con-
fidence sequence based on a one-sided variant of the beta-binomial confidence sequence Theorem 1(b). This
shows the improvement due to our confidence sequence alone under the QPAC sampling strategy. Second,
we include our QLUCB algorithm with the same confidence sequence as in Szorényi et al. (2015). Comparing
this to the original algorithm of Szorényi et al. (2015) shows the improvement due to our sampling strategy
alone. The plot shows that both the confidence sequence and the sampling strategy lead to improvements,
but the confidence sequence contributes more to the overall improvement.

G Analogy to multiple testing

From a multiple testing point of view, one may view our confidence sequences as controlling a familywise error
rate for miscoverage: with high probability, all constructed intervals will simultaneously achieve coverage.
An alternative goal would be to control the false coverage rate, the expected proportion of intervals that fail
to cover their parameters. Here we observe that this goal is achieved, asymptotically, by any asymptotically
pointwise-valid intervals:

Proposition 2. Suppose the sequence of (1 — a)-confidence intervals (CIL)2, is asymptotically pointwise
valid:

lim sup P(CI; fails to cover) < a. (167)

t—o0
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Then the sequence achieves asymptotic false coverage rate control:

t
1
limsup E n Z {CIL; fails to cover}| < a. (168)

t—o0 i—1

Proof. Write p; .= P(CI; fails to cover). By assumption limsup,_, . p: < «, and by linearity of expectation,
the limit in (168) is limsup,_, . ¢! 2221 p;. For any € > 0, choose s sufficiently large that p; < o+ € for all
t > s. Then

t s t t
. 1 . 1 . 1 . 1
llggp¥2pi < h?i)Sololpg Zpi —&—h?lsogp; Z p; = hirisolipg Z pi < a+e, (169)
=1 1=1 1=s+1 1=s+1
by our choice of s. As € was arbitrary, the proof is complete. O

Thus for asymptotic FCR-controlled confidence intervals for a quantile, we need only compute asymptotically
pointwise-valid confidence intervals for quantile, and these follow generically from the central limit theorem.
Let z, denote the p-quantile of a standard normal distribution.

Proposition 3. In the setting of Section 3, for any p € (0,1) and any « € (0,1), we have

lim P(Q_(p) <Q (p — Z1—a/2 p(l_p)>

t—o00 t

or Q(p) > @; (p + 21-qa/2 p(lt—p)> ) <a. (170)

Proof. Define S; := Si(p) from (38), a sum of i.i.d., mean-zero, bounded increments AS; := S; — S;_1 €
[-p,1 — p] (taking AS; = S;). The variance ES? is upper bounded by p(1 — p); indeed, 0 > E(AS; +
p)(AS; — (1 —p)) = EAS? — p(1 — p). By the central limit theorem,

. pl—p . I
tligolop <|St| Z Zl_a/g (t)> S tli)lglo]}p <|St| Z Zl—a/2 tEAS%) = Q. (171)

Now repeat the argument behind (44), (48), and (49) to conclude (170). O
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