
BLOCK-ACTIVATED ALGORITHMS FOR MULTICOMPONENT FULLY NONSMOOTH
MINIMIZATION
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ABSTRACT

Under consideration are multicomponent minimization problems in-

volving a separable nonsmooth convex function penalizing the com-

ponents individually, and nonsmooth convex coupling terms penal-

izing linear mixtures of the components. We investigate the appli-

cation of block-activated proximal algorithms for solving such prob-

lems, i.e., algorithms which, at each iteration, need to use only a

block of the underlying functions, as opposed to all of them as in

standard methods. For smooth coupling functions, several block-

activated algorithms exist and they are well understood. By con-

trast, in the fully nonsmooth case, few block-activated methods are

available and little effort has been devoted to assessing them. Our

goal is to shed more light on the implementation, the features, and

the behavior of these algorithms, compare their merits, and provide

machine learning and image recovery experiments illustrating their

performance.

Index Terms— Block-activated algorithm, image recovery, ma-

chine learning, nonsmooth convex minimization, proximal splitting.

1. INTRODUCTION

The goal of many signal processing and machine learning tasks is

to exploit the observed data and the prior knowledge to produce a

solution that represents information of interest. In this process of ex-

tracting information from data, structured convex optimization has

established itself as an effective modeling and algorithmic frame-

work; see, for instance, [3, 5, 8, 14, 19]. In state-of-the-art applica-

tions, the sought solution is often a tuple of vectors which reside in

different spaces [1, 2, 4, 6, 12, 16, 13, 17, 20]. The following mul-

ticomponent minimization formulation captures such problems. It

consists of a separable term penalizing the components individually,

and of coupling terms penalizing linear mixtures of the components.

Problem 1 Let (Hi)16i6m and (Gk)16k6p be Euclidean spaces.

For every i ∈ {1, . . . ,m} and every k ∈ {1, . . . , p}, let fi : Hi →
]−∞,+∞] and gk : Gk → ]−∞,+∞] be proper lower semicontin-

uous convex functions, and let Lk,i : Hi → Gk be a linear operator.

The objective is to

minimize
x1∈H1,...,xm∈Hm

m∑

i=1

fi(xi)

︸ ︷︷ ︸
separable term

+

p∑

k=1

gk

(
m∑

i=1

Lk,ixi

)

︸ ︷︷ ︸
kth coupling term

. (1)

To solve Problem 1 reliably without adding restrictions (for in-

stance, smoothness or strong convexity of some functions involved
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in the model), we focus on flexible proximal algorithms that have the

following features:

À Nondifferentiability: None of the functions f1, . . . ,

fm, g1, . . . , gp needs to be differentiable.

Á Splitting: The functions f1, . . . , fm, g1, . . . , gp and the lin-

ear operators are activated separately.

Â Block activation: Only a block of the functions f1, . . . ,

fm, g1, . . . , gp is activated at each iteration. This is in con-

trast with most splitting methods which require full activa-

tion, i.e., that all the functions be used at every iteration.

Ã Operator norms: Bounds on the norms of the linear opera-

tors involved in Problem 1 are not assumed since they can be

hard to compute.

Ä Convergence guarantee: The algorithm produces a se-

quence which converges (possibly almost surely) to a solution

to Problem 1.

In view of features À and Á, the algorithms of interest should ac-

tivate the functions f1, . . . , fm, g1, . . . , gp via their proximity oper-

ators (even if some functions happened to be smooth, proximal acti-

vation is often preferable [6, 10]). The motivation for Á is that prox-

imity operators of composite functions are typically not known ex-

plicitly. Feature Â is geared towards current large-scale problems. In

such scenarios, memory and computing power limitations make the

execution of standard proximal splitting algorithms, which require

activating all the functions at each iteration, inefficient or simply im-

possible. We must therefore turn our attention to algorithms which

employ only blocks of functions (fi)i∈In and (gk)k∈Kn
at iteration

n. If the functions (gk)16k6p were all smooth, one could use block-

activated versions of the forward-backward algorithm proposed in

[15, 25] and the references therein; in particular, when m = 1, meth-

ods such as those of [11, 18, 23, 26] would be pertinent. As noted in

[15, Remark 5.10(iv)], another candidate of interest could be the ran-

domly block-activated algorithm of [15, Section 5.2], which leads to

block-activated versions of several primal-dual methods (see [24] for

detailed developments and [7] for an inertial version when m = 1).

However, this approach violates Ã as it imposes bounds on the prox-

imal scaling parameters which depend on the norms of the linear

operators. Finally, Ä rules out methods that guarantee merely mini-

mizing sequences or ergodic convergence.

To the best of our knowledge, there are two primary methods

that fulfill À–Ä:

• Algorithm A: The stochastic primal-dual Douglas–Rachford

algorithm of [15].

• Algorithm B: The deterministic primal-dual projective split-

ting algorithm of [9].

In the case of smooth coupling functions (gk)16k6p, in (1), ex-

tensive numerical experience has been accumulated to understand
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