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Abstract—Since past couple of years, Agents have been a
crucial part of the financial sector, primarily focusing on the
Auto Insurance sector, whose key responsibilities are centered
around finding new prospective customers and maintaining
a relationship with existing customers. But with every other
company streamlining their business processes with the latest
Technology, Insurance Industry is not too far behind. Cur-
rently, Insurance Industry has dived and started exploring
the online space. Prospective customers can now get online
insurance quotes, chat with an online robot and even purchase
an Insurance policy online. Digitalization, Automation, and
Streamlining are key buzzwords in every type of business
sector. Given the above trends, Insurance Agents seem to be an
unnecessary expense. In this paper, we propose an Artificial-
Intelligence driven approach that eliminates the need for a
human Insurance Agent that will ultimately reduce the overall
cost for the end customer. As part of our contribution to
the above problem statement, we have proposed a Software
Application where four Statistical Models are deployed. These
Models are tasked with determining prospective customers who
will likely buy an Insurance Policy, identifying customers who
are likely to cancel a policy so that we can provide them with
something better, identifying customers submitting fraudulent
insurance claims and finally a Recommendation System Model
to recommend updates to current policy to existing policy of
Customers. In our Experimentation Results, we identified a
cluster of customers who were most likely to buy a product
using an Unsupervised Statistical Machine Learning model.

Keywords-Artificial-Intelligence driven; Insurance Agent;
Digitalization; Streamlining; Statistical Machine Learning
Model;

I. INTRODUCTION

To gain a deeper understanding of the Agent-Based Model
we must understand what role Agents play in it. To gain a
clearer picture of the responsibility of an Insurance Agent,
we conducted informal interviews and also studied the job
duties of an Insurance Agent posted in various online job
portals. We found that currently most Insurance Agents
are involved in finding prospective new customers and also
maintaining relationships with the existing set of customers.
Typical strategies used by Insurance Agents to find new
Customers include a referral process as part of which the
Agent requests their current set of customers to refer them
to newer and likely customers. Cold Calling, which refers
to making unsolicited calls to someone, usually through
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telephone or in-person, to sell policies is another strategy
that is commonly used. Insurance Agents are often given
the authority to sell and, sometimes, adjust the coverage
on behalf of one or more Insurance Carriers, that he or
she may represent. This is usually done to maximize the
sale and profit of an Insurance Carrier. Agents can either be
dedicated to a single Insurance Carrier or Independent. Ded-
icated Agents represent a single Insurance Carrier whereas
Independent Agents represent multiple carriers. All agents
operate on behalf of the Insurance Carrier and not on the
Customer. Their main aim is to match the customer with
coverage from Insurance Carrier. They usually earn a stable
commission from the Insurance carrier they are contracted
with. In some cases, Dedicated Agents are salaried [1], [2].

Many insurance carriers have traditionally sold their prod-
ucts through local Insurance Agents. Around a decade ago,
80 percent of personal auto policies were put with an agent
(the figure for homeowners and small commercial policies
was closer to 100). For insurance carriers, these were simpler
times. They focused on the strength of their actuarial pricing
models, their ability to quickly return a quote and man-
age claims and their agency force consistency. Distribution
management discussions focused on increasing the Agency’s
efficiency, making it easier for them to do business and
creating incentives to reward their entrepreneurial zeal [3].

Agents used to be involved in the claim registration
and handling process in the past, and also served as the
primary source of contact for different customers when
seeking assistance. However, with huge investments made
by Insurance Carriers, in harnessing the power of data and
technology over the years, massive Advertising Campaigns
and simplification of the claim registration and handling
process (most of which can be easily handled using a
Mobile Phone Application), companies have finally reached
a state where substantial number of customers find it less
cumbersome to take matters in their own hands and directly
deal with the carrier rather than relying on an Agent for a
claim. This has typically been the case for bigger Insurance
Carriers who hold the majority of the Insurance Market
Share (i.e., Geico) in the United States and still have Agents
representing them in the current moment. The Insurance
Carriers who are entering the market in the present (for
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example Root) are heavily armed with Artificial Intelligence
and some of the latest technology available to do the usual
Insurance-related work [4]. For Example, Root Insurance
a recent player in the Insurance Market reaches out and
acquires new customers through Targeted Advertisements in
various mediums without any human agent involvement [?].

This changing dynamic in the Insurance Market with
the addition of newer players who are armed with more
technically advanced and less labor-intensive ways for doing
the same work that the bigger players have traditionally got
done utilizing surplus human capital that resulted in bigger
spending is leading them to reconsider their dependence on
Agents. Dependence on Insurance Agents has proved to be
an expensive affair for most old carriers who are driving op-
erational costs upwards forcing them reconsider. As a result
of the expensive operational cost, customers of Agent Driven
Insurance Carrier has to pay a higher monthly premium
for a service that could have been significantly lower with
an Agentless Insurance Carrier. To compete with the newer
players, bigger carriers have increased their investments to
reduce their dependency on Agents. Going by some of the
current trends in terms of Marketing expenditure to reduce
the dependence on Insurance Agents, the McKinsey report
of 2013, states that the average spending of bigger insurance
carrier has only seen an increase from 1.7 billion dollars in
2002 to 5.9 billion dollars in 2011 and has seen a steeper
increase in 2019 [3].

Our main contribution in this paper is to propose a soft-
ware application that can remove the need for an insurance
agent to help the larger carriers minimize their operating
costs and thereby remain competitive by reducing their
customer base’s total monthly premiums. The proposed soft-
ware application consists of four highly trained Statistical
Machine Learning or Deep Learning Algorithms trained and
deployed to accomplish four specific tasks:

1) Predicting the likelihood of certain customers to buy
Insurance Policy. Specific predictors such as Monthly
Income, Marital Status, Credit Score, Recent Automo-
bile Purchase can be very helpful in determining how
likely a customer will buy certain Insurance Policy.
Data can be collected from advertisements, visitors
to websites and google searches. This will allow us
to narrow down our problem to a few targets. The
targeted customers can then be attracted to buy a
policy through specifically designed offers.

2) Determining the customers that are likely to leave.
Type of Policy Holder, Average Monthly Premium,
feedback, and Engagement Time can be indicative of
a particular customer leaving our policy. The targets
identified from this method will narrow our focus to
specific customers that are likely to cancel our policy.
Such customers can be engaged with special discount
offers that can potentially help them reconsider can-
celing our policy.

3) Determining the fraudulent claims filed by customers.
Fraudulent claims cost the company huge losses. Fraud
history, Coverage Amount and Credit Score can be
highly indicative of determining whether an Insurance
claim is Fraudulent or not. Filtering out fraudulent
claims can help save on operational costs and increase
profitability.

4) Recommending new and updated policies to cus-
tomers. For engaging our customers constantly and
selling new and updated policies, certain eligibility cri-
teria must be defined to determine eligible customers.

The rest of the paper is organized as follows. Section II
presents an overview the influence of Artificial Intelligence
in Insurance and Financial Sector. Section III discusses the
current architecture of the Agent Based Model. Section IV
discusses our contribution in detail as well as the pseudo
code implementations. Section V discusses the Experimenta-
tion Results and Metrics Used.Finally, we conclude the paper
in Section VI and discuss key challenges of substituting an
Agent with Agentless Model.

II. RELATED WORK

Yamasaki et al. [5] discuss the application of artificial
intelligence in Japan’s health sector that can largely influence
life and death matters. This paper proposes to build an arti-
ficial intelligence application to influence the general public
health-related habits and further discuss its viability using
a case study. This paper addresses the privacy and existing
ethical concerns about the use of artificial intelligence in a
patient’s health data. The healthcare Al market is projected
to grow at 39.4% CAGR (Compound Annual Growth Rate)
and generate ten Billion in worldwide revenue by 2024.
One of the high-value applications of Al would be Robot-
Assisted Surgery, which has the highest potential. Not only
will it bring down the cost of surgery but also increase the
patient’s overall health. All the above projections make this
paper highly valuable. However, this paper does not discuss
the obstacles surrounding the adoption of Al in healthcare,
including: (1) The integration of healthcare data is complex,
which results in missing disparate data and a lack of curated
data. (2) Talent Shortage and High Initial Capital Invest-
specific skills and knowledge are needed to succeed with
Al which is certainly lacking currently [6].

Zhang et al. [7] discuss the enthusiasm surrounding arti-
ficial intelligence in the Information Technology (IT) sector.
This authors briefly discuss the emerging trends in artificial
intelligence for a wide range of business needs, such as
chatbots as a substitute for customer care, fraud detection,
Al in insurance. This paper is highly informative about
the utility of Al in finance. However, it only scratches the
surface concerning each topic it covers and abstains from
providing many details. Even from the perspective of an
informative research paper highlighting the core areas in
finance where Al is playing a major role, this paper does not
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discuss challenges in the adoption of Artificial Intelligence.
Challenges surrounding the Al in Finance include high cost
involved in production and maintenance, centralization of
power in the hands of few controlling it, unemployment due
to replacement of workforce [8].

Abdelrahman et al. [9] discuss an approach of detecting
driver behavior and subsequently providing a measure of the
actual driving risk score. Two machine learning algorithms,
which are support vector regression (SVR) and decision tree
regression (DTR) are trained to reflect the driver’s score. The
paper proposes to develop an artificial intelligence mobile
phone application that makes use of high-frequency sensor
data from instruments that already exist in all smartphones
such as Global Positioning System (GPS), Accelerometer,
Gyroscope, Magnetometer. Apart from the above factors, the
customer’s age, the type of vehicle (such as make, model,
year, etc.) can be used to determine the monthly premium.
However, this proposal has already been implemented by a
few insurance carriers such as Root Insurance. This paper
does not propose any new predictor in the already known
feature list [?].

Bellomarini et al. [10] propose the usage of knowledge
graphs as the reference technology for enterprise Al to
govern the proliferation of smart Al-driven applications. The
primary contribution of this paper is to propose software
architecture principles for governing the proliferation of Al-
driven applications. The paper further focuses on the Vada-
log system, a successful knowledge graph middleware to
show knowledge graph in action. However, the proliferation
of smart Al-driven is potentially distant possibility and not
an existing problem.

Brigo et al. [11] discuss the applications of Robotics, Al
to financial services and insurance in particular. Concern-
ing artificial intelligence (AI) and cognitive computing, in
particular, the author discusses extremely advanced artificial
intelligence (AI) applications such as an Al technology
that has achieved human-level interaction capabilities. This
paper states that such technology can act as virtual brokers
for tailored life and car insurance policies. The author
argues that only when we achieve this level of sophisti-
cation, we would be able to leverage the complete power
of artificial intelligence. This paper only discusses distant
possibilities in an age when Al has achieved highly advanced
capabilities. However, this paper does not discuss a key
challenge surrounding Al in the Insurance sector. Insurance
is a highly regulated sector and this gives rise to risk
profiling of customers. Insurance is a business deeply rooted
in understanding the risk profile of customers. In our paper,
we discuss how using certain variables one can identify a
fraudulent claim. Once a customer filing a fraudulent claim
is identified, the risk score associated with such customers
must be accordingly updated [12].

Linthicum et al. [13] discuss the applications that will
benefit the most from Al capabilities such as fraud detection,

predictive marketing. However, this paper does not discuss
the immediate challenges that one will face when such
applications replace human counterparts. In our paper, we
propose to leverage customer churning mode;l, fraudulent
claims, propensity models and recommender system models
to eliminate the role of an Agent. We also discussed the
potential challenges and business impacts of substituting an
agent-based model with an agentless model.

Nguyen et al. [6] argue that most recent papers, within
the topic of Al in Healthcare, focus on developing prediction
algorithms that can identify symptoms for patient’s diseases’
such as cancer, cardiology, breast cancer. However, there are
rarely research papers that train patients and doctors to know
more about their surgery or diseases. This paper proposes to
build an Al and Block chain mobile application that has three
discrete Al assistants. Firstly, Al as an advisor inspects free
appointments from available time for doctors and patients.
Second, AI advises the physician’s schedule of upcoming
surgery list and preparing patients before surgery. Third,
under the doctor’s supervision, deep learning Al analyzes
the health care history of patients and recommends the
options for patients following surgery. The users of this
proposed mobile application will not only be doctors but
also patients, drug companies, insurance companies, and
hospitals. This paper sets a very ambitious and interesting
target for the application of Al in healthcare. However,
a common application that has users with such different
domain expertise seems to be very challenging. Such an
application would require a very high capital in the initial
phase of development and its success cannot be guaranteed.
Comparatively, our proposed application would not be as
expensive since most machine learning models are prebuilt.
We only need to customize these prebuilt models to fit in
our use case.

Kang et al. [14] address the issue of training a statistical
model on an imbalanced or biased dataset using traditional
techniques. Such models end up being biased in their outlook
since they don’t encounter minority class in the training
dataset. This paper proposes the following steps to deal with
the imbalance in the dataset. First, we use the Synthetic
Minority Over-sampling technique to reject inference to
employ imbalanced learning for the accepted applicant data.
Second, we conduct rejection inference on the basis of a
graph-based semi-supervised learning algorithm, called label
propagation, for rejected applicants. Second, to train the
combined training data, we use tree-based ensemble learning
models as the base classifiers. Finally, we are giving an exact
assessment experiment using a Chinese auto loan company’s
data. Comparatively, in our paper, while developing the fraud
detection model we encounter an imbalanced dataset. To
deal with the imbalance in our dataset we focus on the
following approaches: Oversampling — SMOTE, Under-
sampling — RandomUnderSampler, and Combined Class
Methods — SMOTE + ENN.
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Begel et al. [15] propose a nine-stage Al workflow pro-
pose which they have acquired through prior experiences
while developing Al applications at Microsoft. They further
emphasize discuss data science tools specific to Microsoft.
However, the development tools and environment available
are very specific to Microsoft’s internal environment is not
what developers and data scientists at other organizations
have available to them. In our paper, we propose to develop,
train and deploy our Al application at Amazon Web Services
(AWS) Sage maker which is much more pervasive.

Sandu et al. [16] discuss the overall emphasis on the
acceptance and push to develop more Al-based applications
across all domains. This paper emphasizes the importance of
Chatbots. The author states that Chatbots can revolutionize
the education industry by replacing a human teacher. Further,
the author proposes a technique to determine the factors that
can lead to the acceptance of Chatbots as a substitute for
teachers. A major flaw in this paper is that the entire paper
is written based on the assumption that Chatbots can entirely
replace human teachers without any argument. However,
in our paper, we clearly understood the responsibilities
of an insurance agent and then suggested Al models that
could effectively replace an agent. Further, we discussed the
immediate business impacts that would have when replacing
an agent-based system with an agentless system.

To the best of our knowledge, this is the first attempt to
use Al to develop an agent-less insurance system. Based
on our understanding Al can help larger insurance carriers
mitigate the issue of overhead expenditure and provide better
and cheaper services to their existing and new customers.

III. AGENTLESS INSURANCE BENEFITS

This section describes the benefits of agentless insurance
models in comparison of agent based models.

A. Advancement of Predictive Modelling and Information
Technology

According to the Mckinsey Report, entitled “Agents of the
Future: The Evolution of Property and Casualty Insurance
Distribution”, there are several reasons that cast a shadow
over the very role of an insurance agent in the current
Insurance Business Model with the advances in predictive
modeling and IT. Perhaps most disruptive of the traditional
agent-value model, auto insurance —which accounts for 70
percent of personal line premiums— is rapidly becoming
commodified [2].

B. Availability of Multiple Channels

While customers previously expected to shop with their
insurer for insurance and file claims and seek answers to
their questions in the same manner, today they are increas-
ingly preferring to connect with their insurance provider on
their schedules at all times and through multiple channels
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(e.g., mobile, online self-service, click-to-chat). Also, cus-
tomers expect a reliable, enjoyable experience every time
they connect. As a result, the walls are collapsing between
conventional distribution channels. This is most evident in
personal cars, where recent efforts by McKinsey to map
the customer decision travel reveal the extent to which
shoppers jump from one channel to another as they move
from information collection to purchase and beyond [3],
[17].

In light of this growing channel of “agnosticism,” carriers
are making investments in heavy technology to reduce
customers and data friction as they switch between channels.
We open central contact centers for dealing with queries
and making transactions for policy changes, billing, claims,
and all other communications. Carriers will soon be able
to mimic the experience of the office of an agent-with
greater consistency and willingness to test new strategies
(e.g., segment-based service-to-sale scripts, “next product
to purchase” or “likelihood to move” analytic). As more
customer experiences flow through these central contact
centers, there will be less incentive for agents to connect
with the customer and add value [2], [3].

C. Shrinking agent force

Only a subset of current agents make a successful tran-
sition. The total number of agents competing to capture a
share of the available ”"commission pools” has declined by
about 10 per cent since 1995. If any of these pools diminish
without offsetting growth in other business lines, it is likely
to exacerbate the decline in agent counts. Many factors are
likely to cause a drop in car insurance commissions—the
largest pool at about $12 billion per annum, such as:

o Total auto gross written premium (GWP) is expected
to grow slowly at best or even stagnate or decline with
increased usage-based insurance adoption, continued
market competition, the downward trend in accidents
and increased car safety

o Direct channel’s market share of auto GWP (where few
if any commissions are paid) continues to grow at the
expense of the agency channel.

o Carriers must continue to spend on ads, technology and
physical infrastructure to satisfy consumer demands for
multi-channel capabilities at the rates available to paid
agents as commissions [1], [3].

D. D. Scope of Automation in the area of Insurance

The affordances of Al applied to the insurance industry
can be claimed to magnify profitability and drastically cut
costs. The robe-life agent can all gain the opportunity to
source and develop life insurance portfolios, promote under-
writing, and track policies. Such an approach would often
be considerably more effective, a way to deliver superior
solutions and considerably less costly [18].
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According to the 2017 McKinsey Global Institute report,
insurance and finance industries have 43 percent of automa-
tion potential. By 2025, up to 25 percent of the insurance
industry task force may be consolidated or replaced, partic-
ularly in operations and administrative support. While Al,
Machine Learning and Cognitive Systems are combined with
Robotic Process Automation (RPA) to put efficiencies into
existing processes and rising operational costs, the insurance
industry is now actively looking at use cases for intelligent
automation [19].

Table I compares the agentless and agent-based insurance
models on the basis of these features.

Table I
AGENT VS AGENTLESS INSURANCE MODELS

Features Agentless-Based Model Agent-Based Model
Agent In- | No Agents Involved Agents Involved
volvement
Techniques | Retrieving data from vari- | Using Cold Calling and
to identify | ous Vendors and then applies | other human techniques
new techniques to find how likely
customer they are to buy Insurance

Policy
Techniques | Using Recommendation Al- | Using Human Approach
to recom- | gorithms
mend
policies
to new
customer
Techniques | Using Customer Churning | Using Human Approach
to maintain | Classification  Techniques
relation- to identify customers who
ship with | might leave
existing
customers

IV. PROPOSED MODEL

We propose to build a Software-based Application that
can have a set of four Machine Learning Models deployed
in them that do the exact set of activities that an Insurance
Agent thereby reducing or eliminating the dependency on
a Human Agent. Figure 1 shows the architecture of the
proposed Agentless Model that we have identified for au-
tomation.

A. Finding new Customers Using Propensity Models

Propensity modeling aims to determine the probability
that some acts such as purchasing your product will be
undertaken by travelers, leads, and clients. It is a mathe-
matical method that accounts for all of the independent and
conflicting factors influencing said behavior. For example,
propensity modeling can help a marketing team predict the
likelihood that a lead will convert to a customer.

The obtained propensity score from a propensity model is
the probability that the visitor, lead, or customer will perform
a certain action. Following steps should summarize the steps

1. Registers for
Insurance Policy of her
choice

2. Files for Claim

3. Gets updates from
Cartier about new
policies

—

l / .
(CUSTOMER CHURNING| ; RECOMMENDER
MODEL

AGENTLESS Al APPLICATION | SYSTEM MODEL

| PROPENSITY MODEL |

cusTomER

A

AN /
W’ [ FRAUD DETECTION |

ACCESS MODEL |

CUSTOMER

INSURANCE
PROVIDER
x

Figure 1. Agentless Insurance Architecture

to build a Propensity Model: (1) Selecting your features;
(2) Constructing your propensity model; and (3) Calculating
your propensity scores.

To achieve this goal, we can use a highly interpretable
Regression Algorithm, such as Logistic Regression to predict
the likelihood of a new customer buying Insurance policy.
In our proposed Agentless Model, the Insurance carrier
first gets/purchases data about potential customers of its
carrier. Relevant fields about the customer, such as Annual
Income and net worth of the Customer can be used in our
Propensity Model to determine the Purchasing Power of the
customer. Based on the prediction results obtained from the
propensity model it can be determined whether to reach out
to the customer or not. Hence, we recommend deploying the
Propensity model to predict new customers [3], [20].

Algorithm 1: Propensity Model

1 Require:

e bg : The intercept

o b; : The regression coef ficient

. Xz :

The treatment variables & covariate (random)

Feature Input List: Income_level,
Properties_Owned,
Marital_Status, Policy_Premium_Amount

In ((e(Xz))) — ln((Pr (Z = 1) XZ)) =a+ B (Xl)

1—e(X)
where:
e(X;) = by + b1 (Income_level) +
bo(Property_Owned) + bs(Marital_Status) +
by(Policy_Premium_Amount)

B. Customer Churning Model to determine which Customer
is likely to leave

If consumers avoid doing business with a company, cus-
tomer churn, also known as customer attrition, happens.
Because the price of acquiring a new customer is usually
higher than maintaining the old one, the companies are
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interested in defining parts of these customers. For example,
if Root Insurance knew a group of customers at risk of
churning, they might approach them proactively with special
offers rather than simply losing them.

Choice can be between a linear and a non-linear model to
determine whether a particular customer is about to churn.
Some useful features that are normally considered while
building a Customer Churning Model are: (1) number of
sessions before buying something, (2) average time per
session, and (3) time difference between sessions (frequent
or less frequent customer).

In our proposed Agentless Model, from the existing fields
of the customer, we can determine which customer is likely
to leave or cancel his/her policy using relevant fields such
as type of policyholder, Income Level, Age of the customer
in a Customer Churning Model. Various strategies can be
devised to retain such customer base such as giving them a
discount coupon [21]. Customer churning model flowchart is
depicted in Fig. 2, where the input list consists of Change in
Consumption, Customer Care Calls, Age, Insurance Policy
Price. We propose to deploy this trained model in a Cloud
Based Application.

05 I Change in ' s=05
& \ Consumption }
{ Customer Care '\ — A —
5 Cals /) <26 X ¥ »=55
l \h__ _Jﬁ/ =3 J “”H!l"ﬁ. l
YES NO YES Insurance Policy price ' NO
— =5100 —T— <§100 —
- -
YES NO
Figure 2. Customer Churning Model

C. Fraud Detection Model to determine financial fraud
committed by a customer

Fraud is a business worth a billion dollars, which develops
every year. The 2018 PwC Global Economic Crime Survey
found that half (49 percent) of the 7,200 surveyed businesses
have experienced some sort of fraud. This is an improvement
from the PwC 2016 report in which economic crime had
been reported by slightly more than a third of the organiza-
tions surveyed (36 percent).

Opportunities for fraud co-evolve with technology, es-
pecially in Information technology. Business reengineering,
reorganization or downsizing can weaken or eliminate con-
trol, while new information systems can offer additional
opportunities to commit fraud. The greatest challenge here

that we have to deal with is Imbalanced Data i.e., the
Majority Class vehemently outnumbers the Minority class
(In most cases 99:1 ratio).

There are many ways of dealing with imbalanced data. We
will focus on the following approaches: (1) Oversampling —
SMOTE, (2) Under sampling — RandomUnderSampler, (3)
Combined Class Methods — SMOTE + ENN. In this case, a
non-linear Machine Learning Algorithm, such as a Random
Forest would be most favorable algorithm. In our proposed
Agentless Model, once a customer submits a claim, it can
be determined if the customer committed fraud by using
relevant fields pertaining to the customer such as previous
customer history [22]. Fig. 3 shows the fraud detection
model based on Sales_Channel, Transaction_Start_Time,
Amount,Fraud_Result as inputs.

Feature
Selection

Preprocessing
Data

SMOTE

+ + +
[ DecisionTree | [ Random Forest | | ANN | [ Naive Bayes |

Conclusion

Figure 3. Fraud Detection Model

D. Recommend Policies to Customer

The central idea here is that in the future, the users who
have agreed in the past tend to agree too. It usually expressed
in two types, in terms of user preference. Explicit Rating is
a score on a sliding scale given by a consumer to an object,
like 5 stars for Titanic. This is the users ’ directs input to
demonstrate how much they like an object. Implicit ranking,
implicitly indicates user choice, such as page views, clicks,
buy records, whether or not to listen to a music track, and
so on. Various Recommendation Algorithms, such as content
and Collaborative Filtering can be deployed to recommend
suitable policies to eligible and potential customers. Using
the above deployed Algorithms, we have presented the
high level architecture of an operational Insurance Model
that has totally automated the tasks of an Insurance Agent
thereby securing the Insurance Carriers a way to deal with
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the upcoming challenges and reducing the dependency of
Insurance Agent [23].

To archive this goal, we firstly compute the Jaccard
Similarity between customers:

o Customers who subscribed to Policy 1 & Policy 2.

« Customers who listened to Policy 1 || Policy 2
Once the Similarity Score is computed, we employed the K-
Nearest Neighbor to populate K closest song items based
on the Similarity score between any two songs. The internal
processing is done with a combination of nearest neighbor
searching, dense tables for tracking item-item similarities,
and sparse item-item tables.

V. RESULT AND DISCUSSION

In order to demonstrate the feasibility of developing
a statistical model that determines or groups prospective
customers (that are likely to buy our product) from available
sales data from a Mall, we have developed an Unsupervised
Machine Learning Model based on available fields such
as Customer ID, age, gender, annual income and spending
score. Spending Score is something that has been assigned
to the customer based on parameters like customer behavior
and purchasing data. Since in case of an Unsupervised Ma-
chine Learning Algorithm, there is no feedback mechanism
no metric has been used. Below the customers groups have
been plotted based on their likeliness or probability to buy
a specific product [24]. Fig. 4 illustrates the interpretation
of the model where:

o Cluster 1 (Red Color): earning high but spending less

o Cluster 2 (Blue Color): average in terms of earning and

spending
o Cluster 3 (Green Color): earning high and also spending
high [TARGET ST]
o Cluster 4 (cyan Color): earning less but spending more
o Cluster 5 (magenta Color): Earning less, spending less

Clusters of customers
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Figure 4. Interpretation of the Model

We can put Cluster 3 into some alerting system where
email can be send to them on daily basis as these re easy
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to converse wherein others we can set like once in a week
or once in a month.

In another experiment performed on the same dataset (Fig.
5), we first try to segregate high spending customers from
low spending customers. For this purpose, we have applied
the Random Forest Classification Algorithm. We have sep-
arated the customers based on spending scores and applied
a label for each customer. We have used Precision, Recall,
F1 Score and Confusion Matrix as a feedback mechanism
for our machine learning model.

Random Forrest Accuracy: 108.8
Mean Absoulte Error: 8.8
Classification Report:

precision recall fl-score  support
a8 1.88 1.88 1.e8 38
1 1.88 1.08 1.e8 28
avg / total 1.88 1.88 1.68 e
Confusion Matrix:
predicted
a8 1
actual @ 3 8
1 g 20
Figure 5. Segregating high spending customers

VI. CONCLUSION

While many may argue that Agent is here to stay, we
don’t dispute the fact that humans like to deal with humans,
especially something that impacts a large part of our life such
as Insurance for their favorite car. But if the trend is anything
to go by then technology is paving its way into every aspect
of our lives and customers are getting accustomed to it. In
the foreseeable future, the millennial generation might be
making big purchases without interacting with any human.
Disruptive technologies such as Artificial Intelligence are
driving changes very fast and the most intelligent thing
to do would be to streamline, digitalize and improve all
processes before they become bottlenecks and are exploited
by competitors.

Our proposed agentless model in Insurance does come
with its fair share of flaws. If agents are eliminated, the
consumer will face an array of problems. A subset of those
problems are listed below: Who shall address the Insurance
Questions of the customer?

How will the customer know that they have the right kind
of insurance?

Who advocates for the consumer when an insurance
company denies a claim?

Who helps the consumer make changes as life changes?

The agent is not just a sale representative. An agent is the
partner of the client. An agent is responsible for ensuring the
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customer has the correct coverage, the right policy terms,

and

the right price. The agent takes the time to consider

what the consumer needs and the right insurance company
suit them [24].
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