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Abstract

We consider a general class of mean field control problems described by stochastic delayed
differential equations of McKean-Vlasov type. Two numerical algorithms are provided based
on deep learning techniques, one is to directly parameterizing the optimal control using neural
networks, the other is based on numerically solving the McKean-Vlasov forward anticipated
backward stochastic differential equation (MV-FABSDE) system. In addition, we establish
the necessary and sufficient stochastic maximum principle of this class of mean field control
problems with delay based on the differential calculus on function of measures, and the exis-
tence and uniqueness results are proved for the associated MV-FABSDE system under suitable
conditions.
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1 Introduction

Stochastic games were introduced to study the optimal behaviors of agents interacting with each
other. It is used to study the topic of systemic risk in the context of finance. For example, in [6], the
authors proposed a linear quadratic inter-bank borrowing and lending model, and solved explicitly
for the Nash equilibrium with a finite number of players. Later, this model was extended in [J3]
by considering delay in the control in the state dynamic to account for the debt repayment. The
authors analyzed the problem via a probabilistic approach which relies on stochastic maximum
principle, as well as via an analytic approach which is build on top of an infinite dimensional

dynamic programming principle.
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Both mean field control and mean field games are used to characterize the asymptotic behavior
of a stochastic game as the number of players grows to infinity under the assumption that all
the agents behave similarly, but with different notation of equilibrium. The mean field games
consist of solving a standard control problem, where the measure is fixed, and solving a fixed point
problem such that the measure matches the distribution of the dynamic of a representative agent.
Whereas, the mean field control problem is a nonstandard control problem in the sense that the law
of state is present in the McKean-Vlasov dynamic, and optimization is performed while imposing
the constrain of distribution of the state. More detail can be found in [3]] and [2].

In this paper, we considered a general class of mean field control problem with delay effect in
the McKean-Vlasov dynamic. We derived the adjoint process associated with the McKean-Vlasov
stochastic delayed differential equation, which was a type of anticipated backward stochastic dif-
ferential equation of McKean-Vlasov type due to the fact that the conditional expectation of the
future of adjoint process was involved. This type of backward stochastic differential equations
(BSDE) was introduced in [13]], and for the general theory of BSDE, we refer [16]. We also es-
tablish a necessary and sufficient stochastic maximum principle based on differential calculus on
functions of measures. In the meantime, we also prove the existence and uniqueness of the system
of McKean-Vlasov forward anticipated backward stochastic differential equations (MV-FABSDE)
under some suitable conditions using the method of continuation, which can be found in [12], [1]
and [3]]. For a comprehensive study of FBSDE theory, we refer [[11]].

When there was no delay effect in the dynamic, [10] proved the relation between the solution
to the FBSDE and quasi-linear partial differential equation (PDE) via "Four Step Scheme”. [7]
and [[14] explored the use of deep learning for solving high dimensional PDEs. However, the
class of fully coupled MV-FABSDE considered in our paper has no explicit solution. Here, we
presented one algorithm to tackle the above problem by means of deep learning techniques. Due to
the non-Markovian nature of the state dynamic, we applied the long short-term memory (LSTM)
network, which was able to capture the arbitrary long-term dependencies in the data sequence. It
also partially solved the vanishing gradient problem in vanilla recurrent neural networks (RNNs).
This was shown in [9)]. The idea of our algorithm is to approximate the solution to the adjoint
process and the conditional expectations of the adjoint process. The optimal control was readily
obtained after the MV-FABSDE being solved. We may also emphasis that the way that we present
here for numerically compute conditional expectation may have a wide range of applications, and it
is simple to implement. We also present another algorithm solving the mean field control problem
by directly parameterizing the optimal control. Similar idea can be found in the the policy gradient
method in the regime of reinforcement learning [[15]. Numerically, two algorithms we proposed in
this paper yield the same result. Besides, out approaches embrace the case with no delay.

The paper is organized as follows. We start with a N player game with delay, and let num-



ber of players goes to infinity to introduce a mean field control problem in Section [2| Next, in
Section E], we mathematically formulate the feedforward neural network and LSTM network, and
propose two algorithms to numerically solve the mean field control problem using deep learning
techniques. One is based on directly parameterizing the control, and the other depends on numeri-
cally solving the MV-FABSDE system. The adjoint process associated with the delayed dynamic
is derived, as well as the stochastic maximum principle is proved in Section 4] Finally, the unique-
ness and existence solution for this class of MV-FABSDE are proved under suitable assumptions

via continuation method in Section[3l

2 Formulation of The Problem

Let (2, F,P) be a probability space, and let 7" > 0,7 > 0 be given constants. We consider
a N-player game with delay in both state and control. The dynamic (X )o<i<7 for player i €
{1,..., N} is given by a stochastic delayed differential equation (SDDE),

dX] = b'(t, Xy, Xy_r,aly ol Ydt + o' (t, Xy, Xy_p, 0l 0l YdWi,  t e (0,T]
X! =i, (2.1)
X =al=0; te[-1,0),

where X; = (X/,---, X}V), and where ((W});cj0.71)i=1,.-,n are N independent Brownian motions
defined on the space (€2, F,P), (F;)o<i<r being the natural filtration of Brownian motions.

(b,0): [0, T] x AxRY xRY x A x A - R xR,

are continuously differentiable F;-measurable functions. We denote A a closed convex subset of

R, the set of actions that player ¢ can take, and denote A the set of admissible control processes. For

eachi € {1,..., N}, A-valued measurable processes (a!)o<;<r satisfy an integrability condition
such that E [f_TT\aﬂzdt} < 400.
Given an initial condition xg = (2, -, z{) € RY, each player would like to minimize his

objective functional:
Jl(a) =K |:/ fz(t, Xt, Xt_q—, O{;)dt + gl<XT) . (22)
0

for some Borel measurable functions f*: [0, 7] x Q x R¥Y x R¥ x A — R,and ¢' : @ x RY — R.
In order to study the mean-field limit of (X;).c[o,r), We assume that the system (2.1) satisfy

a symmetric property, that is to say, for each player i, the other players are indistinguishable.



Therefore, drift b° and volatility ¢* in take the form of
(b, 0")(t, X, XKooy 0, ) = (8, 07) (8, XE g, X g1y, 00y, 001 )
and the running cost f* and terminal cost ¢’ are of the form
FH(t X, Xoryon) = (6 X 1 Xy i, o) and g'(Xp) = g' (X7, 7)),

where we use the notation ;7 for the empirical distribution of X = (X! ... X?%), which is
defined as

|
N
oy :NE :5th
i=1

Next, we let the number of players N goes to +oo before we perform the optimization. Ac-
cording to symmetry property and the theory of propagation of chaos, the joint distribution of the
N dimensional process (X;)o<i<r = (X}, ..., X}¥)o<i<r converges to a product distribution, and
the distribution of each single marginal process converges to the distribution of (X;)o<i<r of the
following Mckean-Vlasov stochastic delayed differential equation (MV-SDDE). For more detail

on the argument without delay, we refer [3] and [4]].

dXt = b(t, Xt, o, Xt—7'7 Mt—r,y Ot Oét_T)dt + O'(t, Xt, Mt Xt_q—, Mt —r,y Ol Oét_T>th; te (0, T],
Xo = o,

Xt:OétZO; t e [_7—,0).
(2.3)
We then optimize after taking the limit. The objective for each play of (2.2) now becomes

T
J(Oé) = E |:/ f(Xta ,uta thTa ,utha at)dt + g<XT7 MT) ) (24)
0

where we denote 11, :== L£(X;) the law of X.

3 Solving Mean-Field Control Problem Using Deep Learning

Techniques

Due to the non-Markovian structure, the above mean-field optimal control problem (2.3)-(2.4) is
difficult to solve either analytically or numerically. Here we propose two algorithms together with
four approaches to tackle the above problem based on deep learning techniques. We would like to

use two types of neural networks, one is called the feedforward neural network, and the other one



is called Long Short-Term Memory (LSTM) network.

For a feedforward neural network, we first define the set of layers MQ ps for T € RY, as
MY, = {M : R’ — R"M(x) = p(Az +b), A € R"? b e R"}. (3.1

d is called input dimension, A is known as the number of hidden neurons, A € R4 is the weight
matrix, b € R” is the bias vector, and p is called the activation function. The following activation

functions will be used in this paper, for some x € R,

1

+ _
14 e 2

Prerv(x) := 2" = max(0,z); ps(x) : i Prann(T) = tanh(z);  pra(x) = 2.

Then feedforward neural network is defined as as a composition of layers, so that the set of feed-

forward neural network with [ hidden layers we used in this paper is defined as

Nth,dg = {M : Rdl — Rd2|M = Ml+1 oM;o---oM;o ]\407
My € M, My € Mfﬁhdg, M, € Mﬁf;’ﬁl,h. eZi=1,...,1}. (3.2
The LSTM network is one of recurrent neural network(RNN) architectures, which are powerful
for capturing long-range dependence of the data. It is proposed in [9]], and it is designed to solve
the shrinking gradient effects which basic RNN often suffers from. The LSTM network is a chain
of cells. Each LSTM cell composes of a cell state, which contains information, and three gates,

which regulate the flow of information. Mathematically, the rule inside ¢th cell follows,

Uy, =ps(Apre + Usary + by),

Ly, =ps(Asmy + Usay 1 + by),

Lo, =ps(Aozt + Upar—1 + b,), (3.3)
¢ =I'y, ® cio1 + T, © prann (Acxy + Ucar—y + be),
a; =L'o, © prann(ct),

where the operator ® denotes the Hadamard product. (I'y,,I';,,I',,) € R" x R" x R" represents
forget gate, input gate and output gate respectively, h refers the number of hidden neurons. z; € R¢
is the input vector with d features. a; € R" is known as the output vector with initial value ag = 0,
and ¢, € R" is known as the cell state with initial value ¢y = 0. A. € R"*? are the weight matrices
connecting input and hidden layers, U. € R"*" are the weight matrix connecting hidden and output
layers, and b € R" represents bias vector. The weight matrices and bias vectors are shared through

all time steps, and are going to be learned during training process by back-propagation through



time (BPTT) method, which can be implemented in Tensorflow platform. Here we define the set

of LSTM network up to time ¢ as

LSTMg,; = {M C(RYF X R x R — R x R | M (g, . .., 24, a9, co) = (ay, cr),
o =Ty © o1 + 1, © prann(Aery + Ucas—1 + be),ap = Lo, © prann(ct), a0 = co = 0}, (3.4)

where I's, T; , ', are defined in (3.3).
In particular, we specify the model in a linear-quadratic form, which is inspired by [S]] and [8]].

The objective function is defined as

J(a) =F [/OT (%a? + %(Xt = mt)Q) dt + 5(Xr - mT)Q] , (3.5)
subject to
dX; =(oq — oy )dt + odW,, t€0,T]
X, =70 (3.6)
Xy =a; =0, tel-1,0)
where o, ¢ > 0 are given constants, and m; := [, xdu,(x) denotes the mean of X at time ¢. In

the following subsections, we solve the above problem numerically using two algorithms together
with four approaches. The first two approaches are to directly approximate the control by either a
LSTM network or a feedforward neural network, and minimize the objective using stochastic
gradient descent algorithm. The third and fourth approaches are to introduce the adjoint process as-
sociated with (3.6), and approximate the adjoint process, conditional expectation of adjoint process

using neural networks.

3.1 Approximating the optimal control using neural networks

We first set At = T'/N = 7/D for some positive integer N. The time discretization becomes
—T=1_p<tpn<th=0=t<t;<---<ity<T,

fort; —t;_y = At, fori € {—-D,—-D +1,---,0,---,N — 1, N}. The discretizing the SDDE
according to Euler-Maruyama scheme now reads

Xt = th. + (Odtz. — Oéti_D)At + oV AtAth, fOl‘i - {O, s 7]\/' — 1} (37)

i+1



where (AW}, )o<i<n are independent, normal distributed sequence of random variables with mean
0 and variance 1.

First, from the definition of open loop control, and due to non-Markovian feature of (3.6), the
open-loop optimal control is a function of the path of the Brownian motions up to time ¢, i.e.,
a(t, (Wy)o<s<t). We are able to describe this dependency by a LSTM network by parametrizing
the control as a function of current time and the discretized path of Brownian motion, i.e.,

(atucti) :Qpl(tiv (WS) <s<ty 1)
for ! € LSTM, hy ¢ and ol = (Af, A Ay, A, Uyp, Ui Uy, Ue, by, by, by, be),
alts, (Wo<szs) = (ar,[ W) for ! € M? | and U = (A, ),

(3.8)
for some h; € ZT. We remark that the last dense layer is used to match the desired output
dimension.

The second approach is again directly approximate the control but with a feedforward neural
network. Due to the special structure of our model, where the mean of dynamic in is constant,
the mean field control problem coincides with the mean field game problem. In [8]], authors solved
the associated mean field game problem using infinite dimensional PDE approach, and found that
the optimal control is a function of current state and the past of control. Therefore, the feedforward

neural network with [ layers, which we use to approximate the optimal control, is defined as, for
U2 = (W, D)

(X, (@), pes<a) V(X (), ?)
for 4% € NND—H 1 U2 = (Ao, bo, -5 Avgr, biga).

(3.9)

From Monte Carlo algorithm, and trapezoidal rule, the objective function (3.5) now becomes

M
1 1 ; 1 _
_ 2 : (92 § : (J) 2
S = M j=1 [(E(ato ) + 2( Xto * ( X Xti) )

At ¢ ; _
-+ g(XEQ - XM} , (3.10)

(92

+ (atN)

1
Q(Xt(]]\/) — XtN)Q)

N —

where M denotes the number of realizations and X := ﬁ Zj‘il X ), After plugging in the neural
network either given by or (3.9), the optimization problem becomes to find the best set of
parameters either (®', ¥') or U2 such that the objective J(®*, ¥') or J(¥?) is minimized with
respect to those parameters.

The algorithm works as follows,



Algorithm 1: Algorithms for solving mean field control problem with delay by directly
approximating the optimal control using neural networks
Initialization of parameters Oy = (®*, ¥') for approach 1 (3:8) or ©¢ = (¥?) for

approach 2 (3.9);
for each epoche =1,2,... do

e Generate AW € RMXN for AW =W;i~N(0,1),5 €{1,...,M} and
ie{l,...,N};

.a§” —Oforz—{ D,...,—1};

o Xo = Xo = 7o, ozé]) @é )(@e) for some network ¢ given by (3.8) or by(3.9) at ¢,
with proper inputs;

-J—sz 12< 05t

for (i = 0,. —1)do

. Xt(l1 = Xt(j) + (04,5 ) Oét D)At + VA AW

¢ th+1 - M Z] 1 tz+1 ’

ool il gpiﬁl(@ ) is given by either (3.8) or (3.9) at ¢, ;

if (j = N —1) then

o= (e, - W) ¥

else

o J+ = % Ejj\il (((’pg‘l}j’l)2 + (X tit1 thH)Q) %;

end

end

o T =4 X s () - Xiy)?s

e Compute the gradlent V J(©) by backpropagation through time;

e Update ©.,; = O, + nﬁ Zj\il VJ(©.), according to stochastic gradient descent
algorithm, for some learning rate 7 > 0 small ;

e Stop if J(O) converges, or |V.J(O)|< ¢ for some threshold J, and return ©;

end

In the following graphics, we choose 7o = 0,c = 1,0 = 1,7 = 10,7 = 4, At = 0.1, M =
2000. For a specific representative path, the underlying Brownian motion paths are the same for
different approaches. Figure [3.1] compares one representative optimal trajectory of the dynamic
and the control, and they coincide. Figure [3.2 plot the sample average of optimal trajectory of the

dynamic and the control, which are trajectories of 0. This is the same as the theoretical mean.



Comparison of Two Sample Trajectories of (Xdo<t=t Comparison of Two Sample Trajectories of (at)o <=1
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Figure 3.1: On the left, we compare one representative optimal trajectory of (X;)o<;<7. The plot
on the right show the comparison of one representative optimal trajectory of (ay)o<i<7 between
approach 1 and approach 2.

100 Sample Average of (Xeo<t=1 Lo Sample Average of (@g=t=T

—— (X)a=e =7 from approach 1 —— (f)ases 7 from approach 1
0.75 _ 075 -

=== [Ae)ase =7 from approach 2 === [(@:)a=es7from approach 2
050 0.50
0.25 0.25

000 e 0.00 e e i et g

At
ot

-0.25 -0.25
-0.50 -0.50
-0.75 -0.75
-1.00 L— : . : : , -1.00 1— . : : . , , :
0 2 4 6 8 10 -4 -2 0 2 4 6 8 10
Time Time

Figure 3.2: On the left, we compare the sample mean of optimal trajectories of (X;)o<;<r. The
plot on the right show the comparison of sample mean of trajectories of optimal control(c)o<¢<r
between approach 1 and approach 2.

3.2 Approximating the adjoint process using neural networks

The third and fourth approaches are based on numerically solving theMV-FABSDE system us-
ing LSTM network and feedforward neural networks. From Section ] we are able to write the

backward stochastic differential equation associated to (3.6)) as,
dY; = —e(Xy — my)dt + Z,dWy, t € [0, 7] (3.11)

with terminal condition Yr = ¢(Xr — mr), and Y; = 0 for s € (T, T + 7|. The optimal control
(cvt)o<t<T can be obtained in terms of the adjoint process Y; from the maximum principle, and it is
given by

ap = =Y, + EY, | F]



From the Euler-Maruyama method, the discretized version of and (3.11)) now reads,

Xy
Y;

=X, + (u, — o, ) At + oV AtAW,,, where AW,, ~ N(0,1). (3.12)

41
1+1

where we use the sample average X. = - Zﬁl xY
der to solve the the above MV - FABSDE system, we need to approximate (Y;,, E[Y;,, [ F¢.], Zt,)o<t, <t -
| Ft.]s Zt, Jo<t; <ty using three LSTM

networks as functions of current time and the discretized path of Brownian motions respectively,

to approximate the expectation of X.. In or-

The third approach consists of approximating (Y;,, E[Y;

i+D
1.e.,

(aga CZ) :@Y(ti’ (W8>t0SS§tz‘ CDY)
for ¥ € LSTMy,p, 4, and @Y = (A}, AY, A, AY  UY, UY,UY, U, b}, by, by, bY),
Y, =YY (ay, |9Y) for ¥ € MJ? | and WY = (AYbY),

(a”, ) =" (ti, (Wy)ip<s<t, | 27Y)
for Y € LSTMa 4y 1,

E[Y,, | F) =" (a7 [P for Y € MJ? | and WEY = (AFY pBY),

(af, CtZ> :(pz(tiv (W8>t0§8Stz‘ (I)Z)
for 7 € LSTMa,,, 4, and @7 = (A%, AZ AZ AZ UF UZ ,UZ UZ b% bZ b2 b7),
~y? (af [U7) for # € M2 | and U7 = (A% b7),

(3.14)
for some hy,hgpy,hy € Z". Again, the last dense layers are used to match the desired output
dimension.

Since approach 3 consist three neural networks with large number of parameters, which is hard
to train in general, we would like to make the following simplification in approach 4 for approx-

imating (Y3, E[Y;1,|F:], Zi)o<t<r via combination of one LSTM network and three feedforward

10



neural networks. Specifically,

(atw Cti) :@(tiv (WS)tOSSSti |CI))
for (RS LSTM?,h,ti and = (Afa Ai7 Aoa A07 Ufa Ui7 UO7 U67 bfa bi7 bo7 bc)7

Y, ~Y (a,, | V) for ¥ € NN} | and U = (A}, 0y ,..., AY, 1, b)), (3.15)
E[Y,,, | F] =07 (a,, | 9FY) for FY € NN Land WY = (AFY ofY . AEY BEY),
Zy, =% (ay,|W7) for p? € NNy, 1 and W2 = (AZ Ve, ... AlZ—H?bl-i-l)'

In words, the algorithm works as follows. We first initialize the parameters (0¥, %Y ©7) =
(DY, ¥Y), (OEY WEY) (®Z W?)) in either (B.14) or (OY,0FY 07) = ((,¥Y), UEY) w?)
in (3.13). At time 0, X, = 0, (Yy, E[Y;,|Fo], Zo) ~ (o) (OY), pFY (6FY), pZ(6%))for some
network (oY, oY, %) given by either in or in (3:13)), and og = —Y; + E[Y;,, | Fo). Next,
we update X;,,, and Y;,,, according to (3.12), and the solution to the backward equation at ¢;,
is denoted by fft .- In the mean time, Y}, is also approximated by a neural network. In such
case, we refer Y. as the label, and Y. given by the neural network as the prediction. We would like
to minimize the mean square error between these two. At time 7, Y}, is also supposed to match
c(X;y — Xiy), from the terminal condition of (3.11). In addition, the conditional expectation

E[Y;,, ,|F:,] given by a neural network should be the best predictor of Y, This implies that

i+D*
we would like to find the set of parameters ©Y such that E[(Y;,,, — ¢¥ (©FY)] is minimized

for all t; € {tg,...,ty_p}. Therefore, for M samples, we would like to minimize two objective
functions L; and L, defined as

L(e".6%) i[‘fi FOF07 S (o - exi2)']
M 7j=1 =1 " 7j=1 SOtN ,
v o (3.16)
MZ ( KS}D) :
7=1 =0

The algorithm works as follows,

11



Algorithm 2: Algorithms for solving mean field control problem with delay according to
MV-FABSDE

Initialization of parameters (0¥, ©FY ©%) for approach 3 as in (3.14) or approach 4 as in
@.13);

for each epoche =1,2,... do

e Generate AW € RM*N for AWY) := Wj; ~ N(0,1),j € {1,..., M} and

ie{l,...,N};
ooy =0forie {-D,...,~1};
° Xéj) = Xo = 2o

(7 BN Z20) = (e D(0)), ef " (OF), ¢ (7)) given by BT

orty @3 olf =~ + 4 ity
e [1(0),07) = 0, Ly(©F")=0;

for (i = 0,. —1)do
o X(hzl = Xt(ij) + (a(j) agzD)At + a\/A_tAWt(Z_j);
i thJrl - M Z] 1 tz+1 )

o« VU =V — (X = X)) At + 2, AW,

if (1 <N — D) then

o (v, ELY, HHD!M 20,) ~ (or0(O), 0l 0 e, ol 0 (07))
given by (3.14) or by(3.13) at ¢, 1 ;

o« Lit =% Z?il (9 -7

else

o« (VOLEVY,IFL) 20 ) & (D (01),0,6715 (7)) given by

(3.14) or by(@.13) at ¢, ;

o6 )2
i L1+ =M Zg 1 (Sptwrl Yz+1> ’

end

end
for(:=0,1,...,N —D)do

o Lo+ =77 Zj 1 < Lo Yffii)p)Q;
end
o Lot = S (A0 (X - %)
e Compute the gradient V L;(0Y, ©7)by backpropagation through time;
e Update ©) , and ©7,, according to SGD algorithm;
e Compute the gradient V L,(©%Y )by backpropagation through time;
e Update ©F) according to SGD algorithm;
e Stop if L' (©Y,©%) are close to 0, and Lo(OFY) converges, return (0¥, ©FY 67),
end 12




Again, in the following graphics, we choose ¢ = 1,0 = 1,7 = 10,7 = 4, At = 0.1, M =
2000. For a specific representative path, the underlying Brownian motion paths are the same for
different approaches. Figure [3.3] compares one representative optimal trajectory of the dynamic
and the control, and they coincide. Figure [3.4] plot the sample average of optimal trajectory of
the dynamic and the control, which are trajectories of 0. This is the same as the theoretical mean.
Comparing to Figure [3.1] and Figure[3.2] as well as based on numerous experiments, we find that
given a path of Brownian motion, the two algorithms would yield the same optimal trajectory of
state dynamic and the same path for the optimal control. From Figure[3.6] the loss L as defined in
(3:16) are minimized to O for both approach 3 and approach 4. This can also be observed from Fig-
ure[3.5] the red dash line and the blue solid line coincide for both left and right graphs. In addition,
from the righthand side of Figure [3.6] we observe the loss L, as defined in (3.16) converges. This
is due to the fact that the conditional expectation can be understand as an orthogonal projection.
Figure [3.7| plot 64 sample paths of the process (Z;)o<¢<1, Which seems to be a deterministic func-
tion since o is constant in this example. Finally, Figure (3.8) show the convergence of the value
function as number of epoches increases. Although, two algorithms would arrive approximately
at the same optimal value with is about 6, the first algorithm converges faster than the second one,

since it directly paramerizes the control, instead of solving the MV-FABSDE system.

Comparison of Two Sample Trajectories of (Xdo<t=T Comparison of Two Sample Trajectories of (g <=7

15 q — a: from approach 1

=== @ from approach 2

—— (X:)asesvfrom approach 3

=== (A:Jases7from approach 4

D 2 1 & B 10 a4 2 0 2 1 & B 10
Time Time

Figure 3.3: On the left, we compare one representative optimal trajectory of (X;)o<;<7. The plot
on the right show the comparison of one representative optimal trajectory of (ay)o<i<7 between
approach 3 and approach 4.
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Figure 3.4: On the left, we compare the sample mean of optimal trajectories of (X;)o<;<r. The
plot on the right show the comparison of sample mean of trajectories of optimal control(ca;)o<i<r
between approach 3 and approach 4.

e cxl-X,) — ¥, from approach 3 e cx!'-X,) —— ¥, from approach 4

——- ¥.from approach 3 El¥:+<|F:] from approach 3 - ¥, from approach 4 E[Y:++|F:] from approach 4
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Time Time

Figure 3.5: Plots of representative trajectories of ((Y;)o<i<7, (ﬁ)OStST, (E[Yisr|Ft))o<t<T), from
approach 3 (one the left) and from approach 4 (on the right).

4 Stochastic Maximum Principle for Optimality

In this section, we derive the adjoint equation associated to our mean field stochastic control prob-
lem (2.3) and (2.4). The necessary and sufficient parts of stochastic maximum principle have been

proved for optimality. We assume

(H4.1) b, o are differentiable with respect to (X, pu, Xy 7, fte—r, 4, - ); f is differentiable with
respect to (X, pg, X7, ie—r, ); g is differentiable with respect to (Xr, pr), and their

derivatives are bounded.

In order to simplify our notations, let 0; = (X, s, a¢). For 0 < € < 1, we denote a° the
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Figure 3.6: Loss L; (on the left) and L, (on the right) as defined in (3.16) from approach 3 and
approach 4.

64 Trajectories of Z; from approach 3 64 Trajectories of Z; from approach 4
15 +
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Figure 3.7: 64 trajectories of (Z;)o<¢<r based on approach 3 (on the left) and approach 5 (on the
right).

admissible control defined by

ay ==y + (B — ) == oy + €Ay,

for any (a)o<i<7 and (B)o<i<r € A. Xf := X?° is the corresponding controlled process. We
define e yo
VX, = lim =t
e—0 €
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Figure 3.8: Comparison convergence of objective values as in (3.10) among four approaches.

to be the variation process, which should follow the following dynamic for ¢ € (0,77,

dVX, = {&Cb(t, 0:,0: 1)V Xy 4 0y, b(t, 04,0, )V X, + E[0,b(t, 01,0, 1) (X;) VX
+ E[amb(t, 9t, Qt_T)(Xt_T)VXt_T] + aab(t, 975, et_T)ACYt + aatb(t, (975, et_T)ACYt_T:| dt
-+ |i810'(t, Ht, Gt,T)VXt + ax_rO'(t, 9,5, Qt,T)VXt,T + E[aua(t, (9t, eth)(Xt)VXt]

+ E[aﬂTU(t, 9,5, 9t*T><Xt7T)vXt7T] —+ 8a0(t, Ht, 6t77—>AOét + aaTO'(t, (9,5, Qt,T)Aozt,T th

4.1)
with initial condition VX, = Aay = 0, t € [-7,0]. (X;, VX}) is a copy of (X;, V.X,) defined
on (Q, F, If”), where we apply differential calculus on functions of measure, see [***Carmona
Book ***] for detail. 0,b,0,_b, d,b, 0,.b are derivatives of b with respect to (X, Xy, ay, o)
respectively, and we use the same notation for 0.0.

In the meantime, the Gateaux derivative of functional (o) — J(«) is given by

lim J(a) — J(a)
e—0 €

=K [arg(XTv pr)V X1 + E[0,9(Xr, pr) (Xr)V X1]

T
+ E/ |:axf(0ta Xiry 7)) VX + E[%f@t, Xiors o7 ) (X)) VX (4.2)
0
+ axff(eta th‘ra ,uth)VthT + E[auff(eta th‘ra Mth)<*X~Yt7T)vXt7T]

+ aaf<0t7 thru Nt77)<Aat) dt
In order to determine the adjoint backward equation of (Y}, Z;)o<;<r associated to (2.3)), we
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assume it is of the following form:

dY;f = —(,Dtdt + thVVt, t & [0,1—']7
Yr = 0,9(Xr, pir) + E[0,9(Xr, pr) (X7)), (4.3)
Y,=2,=0, te (T,T+T]

Next, we apply integration by part to VX, and Y;. It yields

d(VX,Yy)

:}/t |iazb(t, 9,5, Ht,T)VXt -+ abe(t, 9,5, eth)vth‘l‘ -+ E[@ub(t, 925, et,T)(Xt)VXt]
+E[0,,.0(t, 01, 0: 1) (Xy ) VX, ] + 0ab(t, 04,0, ) Ay + D, b(t, 6, GtT)AatT] dt
+ )/t l@ma(t, Qt, 915_7—> + 8377_0'(15, Qt, 9t_7>VXt_T + ]E[a#O'(t, 4925, Qt—T)<Xt)VXt]

+ E[@uTa(t, 0s, et—T)(Xt—T)VXt—T] + 0a0(t, 0, 0i—-) Acy + 0o, 0(t, 0y, Qt—T)Aat—T:| dW;
- QOVXtdt + VXtthWt

-+ Zt {810'(75, (9t, Ht,T)VXt -+ (%Ta(t, Qt, Ht,T)VXt,T + E[aﬂa(t, Qt, 9t77)<Xt)VXt]
+ E[auTO'(t, 9,5, 9t77)<)’(‘t,7—)v}2’t77—] + 8aa(t, Ht, Ht,T)Aozt + 8a70(t, 9,5, QtT)AatT} dt
We integrate from O to 7', and take expectation to get
T ~ ~ ~
E[VX7Yr] :E/ Y, [axb(t, 01,0 )V Xy + 0, b(t,0;, 0, ) VX, + E[0,b(t, 04, 01— ) (Xt) VX,
0
+E[0,,b(t, 01, 001 )(Xy )V Xi_r] 4+ Oub(t, 01, 011 ) Aty D, b(t, Oy, Qt_T)Aat_T} dt
T
oT ) ) )
+ E / Zt |:8I0<t, et, Qt,T)VXt + 817_(7(75, 91&, Qt,T)VXt,T + E[ﬁua(t, 9,5, et,‘,-)(Xt)VXt]
0

+ E[8M70-<t7 9,5, et,T)(Xt,T)Vthf] + 3aa(t, Gt, Qt,T)Aozt + 8aT0(t, 915, et,T)AOét,T dt
4.4)
Using the fact that Y; = 7, = 0 fort € (T, T + 7|, we are able to make a change of time, and by
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Fubini’s theorem, so that (4.4]) becomes

T
]E[VXTYT] :E/ (Y;faxb(ta Qta Ht—’r) + Y;ﬁ—ﬁ-raz-rb(t + 7, 0t+’ra Qt) + E[aub(ta Qt, et—T)(Xt)]
0

+ E[0,,b(t + 7, §t+r> ét)(Xt)> VX.dt

T
+ E/ (aab<t7 01,0—7) + Oa, b(t + 7,011+, 9t)> Aaydt
0

T
0

T
+ E/ (Ztaxa(t7 O, 01—r) + Zyy 70, 0(t + 7,0147,0,) + E[0,0(t, 04, 0,7)(Xy)]
0

+ B[00t +7,014r, ét)(Xt)) V X, dt

+E /T (8aa(t, 0,0, 7) + O, 0(t + 7,01 s, Qt)) Aoydt
’ 4.5)
Now we define the Hamiltonian H for (¢, x, i, T, fir, Y, 2, 0, 7)) € [0,T] x R X Po(R) x R x
P2(R) x Ax AxRxRas

H(t, , py e,y fhr, @, Oy Y, 2) = D, 0,y Ty fhry @ )y + 0 (8,2, 1, T, o, O 07 )Yy
+ f(t7 x? /’1’7 ‘1.7-7 /’LT7 a) (4'6)

Using the terminal condition of Y7, and plug (4.5)) into (4.2), and set the integrand containing V X}

to zero, we are able to obtain the adjoint equation is of the following form

dY; - - {amH<ta Xt7 i, Xt—ﬂ Ht—7y Oty Op—ry Y;H Zt) + E[aﬂH(t7 Xtv Ht, Xf—T? Ht—r, &h &t—q—, za Zt)(Xt)]
+ E[ngH(t + T, Xt+7') Httry Xt7 Mty Qg Oty Y;-FT) Zt+7’)|ft}
+ E[E[au-,—H(t + T, Xt—i—ra Httrs Xt: ot dt7 dt—’ra ﬁ-‘rT? Zt-‘,—T)(Xt+T)] |ft] }dt + thWt

Yr =0,9(Xr, pr) + E[0,9(Xr, ur)(X7)).
“4.7)

Theorem 4.1. Let (a)o<i<r € A be optimal, (X;)o<i<T be the associated controlled state, and
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(Y:, Zt)o<i<t be the associated adjoint processes defined in @.7).For any 6 € A, and t € [0,T],

(aaH(t7 Xt7 ,uta Xt—T7 Mt—r; Oét, at—Tv Yt, Zt)

+ EOa, H(t 4+ 7, Xypry flagrs Xy fle, Otyry 0, Yigr, Zt+r)|-7:t]) (B —ay) > 0ae.
4.8)
Proof. Given any (f;)o<i<r € A, we perturbate o, by of := oy + €(8; — ay) for 0 < € < 1. Using

the adjoint process (4.7)), and apply integration by parts formula to (VX,Y;). Then plug the result
into (4.2)), and the Hamiltonian H is defined in (4.6). Also, we use the fact that « is optimal, then

OglimM

e—0 €

T
—E / <[aaH(z, 00, 01_r, i, Z0) + B[O, H(t + 7. 007,00, Vi, ZHT)m]) (B — au)dt
" 4.9)
Now, let C' € F; be an arbitrary progressively measurable set, and denote C’ the complement of
C. We choose (3, to be 5, := 1 + a1 for any given SinA. Then,

T
E/ <[aozH(t7 0257 91‘,77‘7 }/;‘/7 Zt) + ]E[aarH(t + T, 6t+7‘7 eta 1/;§+T7 Zt+T>|ft]) (ﬁt - Oét)]lcdt Z 07
0
(4.10)

which implies,
(OaH (t,04,0,_7,Yy, Zy) + E[Oa, H(t + 7, 0147, 04, Yiir, Zi1 2 )| F)) (B — o) > 0.ace. (4.11)

]

Remark 4.2. When we further assume that H is convex in (o, o, ), then for any 3, 5, € A, we

have
H(t7 Xta M, Xt—Ta Ht—r,y Oty Qg Y;g, Zt) S H(t, Xt7 Ht, Xt—T7 Ht—7, B: /67'7 Y;h Zt)7 a.c.

as a direct consequence of (4.8)).

Theorem 4.3. Let (o )o<i<r € A be an admissible control. Let (X,)o<i<r be the controlled state,
and (Yy, Zy)o<i<t be the corresponding adjoint processes. We further assume that for each t, given

Y, and Z,, the function (x, pt, Tr, fbr, @, ) — H(t @, p, 20, pr, o, i, Yy, Zy) , and the function
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(x, 1) = g(z, ) are convex. If

H(t7 Xt7 Ht, Xt—T7 Ht—r, Oty g1y Yt7 Zt) - ;/%%H(ta Xtu He, Xt—T7 Ht—r, Oé;, 041,5—7—7 }/157 Zt)7 (412)

then (ow)o<i<r is an optimal control.

Proof. Let (a})o<;<r € A be a admissible control, and let (X!)o<i<r = (X2), .7 be the cor-
responding controlled state. From the definition of the objective function as in (2.4), we first use
convexity of g, and the terminal condition of the adjoint process Y; in (4.7), then use the fact that
H is convex, and because of (#.12)), we have the following
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J(@) = J(d)
T
=Eg(Xr, pr) — 9(X7, pp)] + E/o [f (00 Xiryorr) — f(8,0,, X{_y o, )]dt
<E[0,9(Xr, ur)(Xr — X7) + E[0,9(Xr, pr)(Xr) (Xr — X7)]]
+ E/T[f(t7 Qtv X7, at—T) - f(t7 827 Xl: T at—r)]dt
0 ~ ~
=E[(029(Xr, pr) + E[0,9(Xr, pr)(X1)]) (X7 — X7)]
T
- E/ [f(t, 0, Xi—ryaur) — f(t,0,, X, ., a;_.)]dt
0
T
:E[YT<XT - X%)] + E/ [f(t7 Or, Xi—r, at—T) - f(t> 62? Xl: T at—r)]dt
0
:E/ [ (t 0t7 91&—7') - b(tv 91/57 01,5—7—)))/;5 + (0(t7 eta 075—7') - U(t7 827 91/5—7))Zt:| dt
0

T
{ Ht, 00,01, Yoo 22) + BIOLH(E, 00, G, Voo 20) (X)) (X — Xt’)}dt

\\

|: a Ht—i_T 9t+T70t7K+77Zt+T)‘E]

E[E[@HTH(t + 7, 9t+77 0, Yiir, Zt+7)(Xt)] | Fe) H( X — Xt/)} dt

T

+
=

I
|
=

H(t70t70t—77}/t7 Zt) - H(t,@;,@; 7—7}/:‘,7 Zt):| dt

+
=
!

(b(ta 9t7 Qt—'r) - b(ta 0t7 et—r))Yt + (O'(t, 9t7 et—r) - U(ta Qt, et—T))Zt:| dt

a&vH(ta eta etf‘ra Ka Zt)(Xt - X{) + E[auH(t> eta etf‘r: }/157 Zt)(Xt)<Xt - Xt/):| dt

|
=
N

aa:,—H(tv etu et—’m }/157 Zt)(Xt—T - Xé,T) + E[auq—H(t7 Hta 6t—T? 3/;?7 Zt)(Xt—T)<Xt—T - ng-)]:| dt

S

+E

H(t70t50t—77}/t7 Zt) - H(t,@;,&; Tay;fa Zt):| dt

T
<t | {aamt, 00—, Yo Z2) (s — L)+ O H(1, 00 Orr Vi Z0) (s — a;_»} i
0
T
S]E/ (aaH(t7 9t7 ethu }/;7 Zt) + E[aaq—H(t + T, 0t+7‘7 9757 1/;erT7 Zt-‘rT)]) (Oét - Oé;)dt
0
<0.
4.13)
]
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5 Existence and Uniqueness Result

Given the necessary and sufficient conditions proven in Section 4 we use the optimal control

(G )o<t<r defined by

d(ta Xt7 i, Xt—‘m Hi—r, Y;fv Zt7 ]E[Y;f-i—T‘JT_-t]a E[Zt+T|«FtD (5 1)
:argmiEH(t>Xt7,utath‘ra,utf‘raataOétfﬂy;faZt)a '
aE

to establish the solvability result of the McKean-Vlasov FABSDE (2.3)) and @.7)) for ¢ € [0, T:

dX, :b<t, Xy ey Xiery ey O, at—T)dt + U(t, Xiy ey Xiery fl—rs O, @t—r)th,
dY;f = - {a:vH(t7 Xta i, Xt—Ta Ht—r, é‘ty C/\Yt‘—’ra Yta Zt) + E[auH(tv Xtu He, Xt—’ra Hi—r, ét: &t—T) Y/ta Zt)(Xt)]
+ K0, H(t + 7, Xegr, fegr, Xo, ft Qppr, O, Yigr, Zyyr )| Fi

+ E[E[aMTH(t 7, Xor Hirs Xiy flty Orirs Oty Yeir, Zoir) (X)) | }dt + Z dW;
(5.2)
with initial condition Xy = z¢; X; = & = Ofort € [—7,0) and terminal condition Y =
0.9(Xr, 1) + E[Oug(XT, pr)(Xr)]. In addition to assumption (H 4.1), we further assume

(H5.1) The drift and volatility function b and o are linear in x, i, ©, ji-, v, o, Forall (¢, x, i, @7, pir, ) €
[0,7T] x R x Po(R) x Po(R) x A x A, we assume that

O(t, @, i, Tr,y firy v, ) = () + by () + by (E)m + by(t) - + ba(t)my + by(t) e + ba(t)err,
o(t,z, p, Tr, phr, a, 00p) =00(t) + o1(t)x + a1 (t)m + o9(t)z, + To(t)m, + o3(t) v + o4(t) vy,
(5.3)

for some measurable deterministic functions by, by, by, by, ba, b3, by, 00, 01, 51, 02, G, 03, 04
with values in R bounded by R, and we have used the notation m = [ xdu(z) and m, =
[ xdy,(x) for the mean of measures y and i, respectively.

(H5.2) The derivatives of f and g with respect to (x, x, i, fir, @) and (z, p) are Lipschitz continuous
with Lipschitz constant L.

(H5.3) The function f is strongly L-convex, which means that for any ¢ € [0, T, any z, 2, z,, 2] €
R, any a, o/ € A, any p, i € Po(R), any random variables X and X’ having p and ' as
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distribution, and any random variables X, and X’ having x, and y! as distribution, then

f(t,a:’,,u/,a:;,,u;,o/) - f(t,LU,/L,l'T,ILLT,OC)
- 8xf(t,x,,u,x7,,uﬂoz)(x/ - l’) - arq—f(t7x7u7'rT7/~LT7a)('r; - xT)
- E[auf(t,a:,u,xT,uT,a)(X) ’ (X/ - X)] - E[@HTf(t,x,,u,xT,,uT,oz)(XT) ) (qu- - XT)]

- aozf(tv Ly by Ly ors O[)(O/ - O[) Z /{|O/ - Oé|2.
(5.4)
The function g is also assumed to be L-convex in (x, 11).

Theorem 5.1. Under assumptions (H5.1-5.3), the McKean-Viasov FABSDE (5.2)) is uniquely solv-
able.

The proof is based on continuation methods. Let A € [0, 1], consider the following class of
McKean-Vlasov FABSDEs, denoted by MV-FABSDE(\), for ¢ € [0, T7:

dX; =(\b(t, 04, 0,_7) + IP)dt + (Mo (t,0,,0,_.) + I7)dW,,

dY;f - - {/\ (awH(ta eta 0t—T7 }/t7 Zt) + E[éuH(t; §t7 ét—T: }’;;7 Zt)(Xt)}

+E[0,, H(t + 7,011,601, Yier, Zyir )| F2) + E[E[au,H(t + T, ét—i—ﬂ 0, }~/t+r, Zt+T)(Xt)]|~7:t]) + Itf}dt

+ Z, dWy,
(5.5

where we denote 0; = (X4, pu, oy ), with optimality condition
Qy = d(t,Xt,Mt,Xt—th—nYt, ZtvE[}/;+T|‘Ft]7E[Zt+T|E])’t € [OaT]a

and with initial condition Xy = z; X; = a4 = 0fort € [—7,0) and terminal condition Y, =
)\{aa:g(XTa MT)+E[6M9<XT7NT)(XT)}+[Q’ andY; = Ofort € (T,T-+7], where (I?, I, I} o<i<r

are some square-integrable progressively measurable processes with values in R, and I%. € L*(Q, Fr, P)
is a square integrable Fp-measurable random variable with value in R.
Observe that when A = 0, system (5.3) becomes decoupled standard SDE and BSDE, which
has an unique solution. When setting A = 1, If =17 = Itf =0for0<t<T,and [j‘i = 0, we
are able to recover the system of (5.2)).

Lemma 5.2. Given \y € [0,1), for any square-integrable progressively measurable processes
(Ip, 17, I{)OStST, and I, € L*(Q, Fr,P), such that system FABSDE()\o) admits a unique solution,
then there exists &g € (0, 1) such that the system MV-FABSDE(\) admits a unique solution for any
A € [Ao, Ao + o)
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Proof. Assuming that (X,Y, Z, &) are given as an input, for any A € [\, Ao + ], where J; > 0
to be determined, denoting § := A — Ay < Jp, we take

1P «0[b(t, 0., 0,_)] + I,
]g <—6[O'(t, ét7 ét—T)] + Ig,

Itf <_5 |:8J:H(t7 étv ét—’ra }/;fa Zt) + ]E[a,uH(ta 5157 575—7’7 };;;f) Z:t)(Xt)]

ElQs, H(t + 7, 0rsr, 00, Yir, Zosr) | F) + BR[O, H(t + 7,00, 00, Vi, Zuir) (X0)]| ]
+1f,

126|029, r) + B9 (K r) ()] + 12

(5.6)
According to the assumption, let (X, Y, Z) be the solutions of MV-FABSDE(\) corresponding to
inputs (X,Y, Z), i.e., fort € [0,T]

dX; =(Noby + 0by + IP)dt + (Nooe + 664 + I7)dW,,

dY; = {/\0(8 H, + E[0,H,(X,)) + E[0,, Hyyr | Fi] + E[E[0,, Hiyr (X:)]|F])

5.7
+ 6(0, H, + B0, H,(X,)] + B0y, Heyr | F] + BR[O, Hyor (X)|F]) + I/ }d
+ thWt7
with initial condition, Xy = ¢, Xy = oy = 0 for s € [—7,0), and terminal condition
Yr = Xo (@QT + E[augT(XT)]) +0 (ang + E[auf}T(XT)]> + I7, (5.8)

andY; = Z, = 0fort € (T, T + 7], where we have used simplified notations,

be = =b(t,0s,0i_.); by :=0b(t,0,,0,_.); o0p:=0(t,0,0,_.); & :=0(t,0;,0,_.);
O, Hy =0, H(t,0,,0,+,Ys, Z);  E[0,H(X,)] := E[0,H(t, 04,0, r,Ys, Z¢)(X,)]
E[0y, Herr | Fi] :=E[0p, H(t + T, 0p1r, 01, Yiir, Ziir )| Fi;
E[E[auﬁt(Xt)”E] :E[]E[GMTH@ + 7, 9t+r,9t,Yt+r,Zt+r)(Xt>H]:t};
Ovgr :=0:9(Xr, pir); E[augT(XT)H [aug(X% pr ) (Xr)]

similar notation for 0, 7;, E[8,H,(X,)], E[0s, Hyir|F], and E[E[0, Hyyr (X))]|Fi.
(5.9)
We would like to show that the map ® : (X,Y,Z,a) — ®(X,Y,Z,a) = (X,Y,Z,a)is a
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contraction.

Applying integration by parts to A X,;Y;, we have

d(AX,Y})

- AXt{)\O(ath +E[0,H,(X,)] + E[0y, He | i) + E[E[D,, Hor (X R (5.10)
+6(0,H, + E[0,H,(X,)] + E [0y, Hit-| F) + E[E[0,,, Hipr (X0)]|F2)) }dt
-+ AXtthWt -+ ()\0A0't —+ (SAé't)tht

After integrating from 0 to 7', and taking expectation on both sides, we obtain

E[AX1Y7]

—\E /0 ' (Atht + Aoy Zy — AX(9, Hy + E[0,Hy(X,)] + E[0y, Hyy | Fi]
+ EIB(0,, Ao, (XN ) 511)
+ K /0 ! (ABth + AGZ — AX (0, H, + E[a#ﬁlt()zt)] +E[0,, Hyir | F]
+ B(E(D, Hr ()| )

In the meantime, from the terminal condition of Y7 given in (5.8)), and since ¢ is convex, we also

have
E[AX,Yq]
_E [AXT (Ao@gT T E0,50(X0)]) + 6(Badr + El0d2(X0)]) + 1)] (5.12)

>NElg(Xr, pr) — 9(X7 — pg)] + SAXT (o7 + El0,ugr(Xr)]) + AXrI]
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Following the proof of sufficient part of maximum principle and using and we find
Ao(J(a) = J(a'))

T
:)‘UE[Q(XTv HT) - g(Xé‘a M/T)] + )‘UE/ [f(t7 01, Xi—r, Nt*T) - f(t’ (91,57 Xé—r? /’L;—T)]dt
0

<E[AX7Y7] — 6AX7(0u97 + E[0,97(X7)]) — AX7I4,
N [ 0.0 X ) 0,00 X0

—\E /O ! [Atht + Aoy Zy — AX (0, Hy + E[0,H,(X,)] + B[Oy, Hyy 7| Fi]
+ BB 1,000 7|
+E /0 ' [Aétyt + A& Zy — AX(0,Hy + E[0, Hy(X)] + B[Oy, Hyyr | F
+ EIE0, i (X))15)|a

Ka Zt)]dt

t—7

T
+>\OE/ [H(uetaetfﬂy;‘/azz‘/) _H(ta(%?el
0
T
— ME / (AbY; + Ao Zy)dt — SAX 1 (0,gr + E[0,97(X7)]) — AX 7 1S
0

Y;, Z4) — AX, (0, H, + E[0,H,(X,)] + E[0,, Hysr | Fi]

t—7>

T
:/\OE/ {H(t, 0,,0,_.,Ys, Z,) — H(t,0..0,
0
T ~
+ E[E[0,, Heyr (X1)] ]J-“t])l dt + 0E / {ABth + AGZy — AX (0 Hy + E[0, H (X})] + E[0,, Hyyr| Fi]
0
+ EIED,, Hvr(Xo)] m])] dt — SAXr(D.r + Ef0,r(Xr)]) — AXr I
T T . . 5 - . .
<-FE / Nok| Aay|2dt + O / [Abtyg + A6 Zy — AXy (0. H, + E[0,H,(X,)] + E[0,, Hy 1| Fi]
0 0

+ E[E[aﬂTﬁt'f'T(Xt)] |~7:t])} dt — AX (0,91 + E[auéT(XT)D — AXpIf,
(5.13)
Reverse the role of o and o/, we also have

Ao(J(a') = J(a))

T T ~
<_E / Mok Ad2dt + O / {AB;Y; + AGLZ] — AXI0,H! + [0, HI(X0)] + E[d, !, |
0 0

n E[E[auﬁ;T(X;)nm} dt — SAX (D97 + B[, (X)) — AX}I
(5.14)
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Summing (5.13)) and (5.14)), using the fact that b and o have the linear form, using change of

time and Lipschitz assumption, it yields

T
2)\0/11[3/ | Ay |*dt
0

T ~
<OE / [ABtAYt + AGAZ, — AX(AD, H, + AE[0, H,(X,)] + AE[D,, Hy 1| F]
0

+ AE[E[D, Hyr (X)) w)] dt + SAX (D — Duir + I, (Xr)] — B0, (X))

1 (7 1 .
<5E [ |d0axPHAYEHAZP) + 12(185P+ Ao
0

+ |AD H, + AINE[GNﬁIt(Xt)] + AE[0,, Hy (/| F] + A]E[IE[@MTHHT(Xt)HE]F)} dt

1 1 / I < ¥ - < ¥, 2
5 (A8 P16 0wt — 019 + B0, (5] ~ BlOLGr (K] )

1 T
<5eE [/ e(|AX P+ |AY, P4+ AZ, 4| Ay ?)dt + |AXT|2}
0

1.C v . . .
+ 55?1@ U (JAX P+ AY P+ AZ P+ Ad *))dt + ‘AXTP} ;
0

(5.15)
where we have used simplified notation:

Aby :=b(t,0,,0,_,) — b(t,0,,0,_);  Ab, :=b(t,0,0,_.) —b(t, 0,0, );
Aoy =0c(t,0,,0,_;) —o(t,0,,0,_); A, :=o(t,0,0,_,) —o(t,0,,0, )
O g7 1= xg(XT; ,UT) - axg(X/Ta MT)?
AR[D, g7 (Xr)]] =E[0,9(Xr. jir) (Xr)] — BlD,9(XF, ) (XF)]
A, H, =0, H (t,0,,0,_,Y,, Z)) — 0, H(t,0,,0,__. Y, Z,)

t—1

AR[0,H,(X,)] :=E[0,H(t,0,,0,_,, Vs, Z,)(X,)] — B[O, H(t,0,.0, . Y;, Z:)(X])]
AE(0y, Hyy | Fy| =E[0p, H(t + 7,011, 00, Yigr, Ziyr )| F] = E[0p, H(t + 7,0, 0, Yigr, Ziyr )| Fi]
AE[E[0, Hy(X)||F) :=E[E[0,, H(t + 7, 01r, 00, Virr, Zoir ) (X0)]| )
— BR[O, H(t + 7,0, 0, Yiir, Zuir) (X)) Fi]

similar notation for Ad, H,, AR[0,H,(X,)], AE[0, Hy.r| ), and AE[E[D, Hyyr(X1)]|F-
(5.16)
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Next, we apply Ito’s formula to AX?,

dAX?
=2AX,dX; + d(X, X), (5.17)
2
ZQAXt(A()Abt -+ 5Ai)t)dt + QAXt()\()AO't + (SAOV’t)th + ()\OAO't + (SAOV't) dt
Then integrate from 0 to 7', and take expectation,
E[JAX,[*]
t t . t
—9A\E / AX,Aby|ds + 26F / AX,Ab,|ds + E / NoAd, + 5AG, ds
0 0 0
t t
gAOE/ (JAX 2 +|Aby|*)ds + E/ (JAX 2462 Aby|?)ds (5.18)
0 0 ’
t
+ E/ (203| Ac, > 4202 | AG,|*)ds
[tJJrT t+1 .
gCE/ (IAX.[2+ Ay P)ds + 501@/ (AKX P+ Ady[?)ds
0 0
From Gronwall’s inequality, we can obtain
T T §
sup E[|X,[2 < CIE/ Ay 2dt + 501@/ (|AK | Adiy[2)dt (5.19)
0<t<T 0 0

Similarly, applying Ito’s formula to |AY;|?

, and taking expectation, we have
T
e [lavies [ 2z
t

T
t
T
+25]E/
t

+ E|AY?

Tr1
gJE/ (—]AYt\ereAg
t €

T
+ E/ (yAY;|2+52
t

Ao (Aang + AIE[augT(XT)]) +4 (A(MT + AIE[auéT(XT)])

AY, (Aath + AR[0, Hi(X,)] + AE[D,. Hy | Fi] + AR[E[D,,. H,(X,)] |]-“t]) ‘

AY, (A@mﬁt + AR[0, Hy(X,)] + AE[0,. Hyyr|F] + AE[E[D, Hysr (X)) \]—}]) ’

AO,H, + AR[0, H,(X,)] + AE[0,, H, | Fi] + AE[E[D,, H, 1+ (X,)]|F]

2
Jat
2

Jat

A8, H, + AE[0,H,(X,)] + AE[0,. Hypr|F] + AE[E[D,, Hypr (X,)]|F]

2
+E

(5.20)
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Choose ¢ = 96 max{R? L}, and from assumption (H5.1 - H5.2) and Gronwall’s inequality, we
obtain a bound for sup,,<, E|AY;|?;
able to obtain the bound for fOT E|Z;|*dt. By combining these two bounds, we deduce that

| sup Vi +/ 2P|
0<t<T

T
<CE ( sup |AXt|2+/ |Aat|2dt) + 0CE { sup (|AX|*+|AY;?) +/ (JAZ >+ Ad|?) dt
0 0<t<T 0

0<t<T

and then substitute the it back to the same inequality, we are

(5.21)
Finally, combining (5.19) and (5.21)), and (5.15)), we deduce
E [ sup |AX, >+ sup ]AYt\ +/ (|AZ|+]|Acuf?) dt}
0<t<T (5.22)

<6CE [ sup |AX|*+ sup |AY;| +/ (JAZ,*+|Ad?) dt}
0<t<T
Let dp = 5 C, it is clear that the mapping ® is a contraction for all § € (0, dp). It follows that there
is a unique fixed point which is the solution of MV-FABSDE(\) for A = A\g + 9, 6 € (0, ).

]

Proof of Theorem[5.1] For A\ = 0, FABSDE(0) has a unique solution. Using Lemma there
exists a 0p > 0 such that FBSDE(0) has a unique solution for 6 € [0, dy], assuming (n — 1)dy <
1 < ndy. Following by a induction argument, we repeat Lemma for n times, which gives us
the existence of the unique solution of FABSDE(1). ]
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