
Search for resonant pair production of Higgs bosons in the bb̄bb̄ final state
using pp collisions at

ffiffi
s

p
= 13 TeV with the ATLAS detector

G. Aad et al.*

(ATLAS Collaboration)

(Received 17 February 2022; accepted 15 March 2022; published 11 May 2022)

A search for resonant Higgs boson pair production in the bb̄bb̄ final state is presented. The analysis uses
126 fb−1–139 fb−1 of pp collision data at

ffiffiffi
s

p
¼ 13 TeV collected with the ATLAS detector at the

Large Hadron Collider. The analysis is divided into two channels, targeting Higgs boson decays
which are reconstructed as pairs of small-radius jets or as individual large-radius jets. Spin-0 and spin-
2 benchmark signal models are considered, both of which correspond to resonant HH production via
gluon-gluon fusion. The data are consistent with Standard Model predictions. Upper limits are set on the
production cross section times branching ratio to Higgs boson pairs of a new resonance in the mass range
from 251 GeV to 5 TeV.
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I. INTRODUCTION

The discovery of the 125 GeV Higgs boson (H) [1–4] at
the Large Hadron Collider (LHC) enables and motivates the
search for resonances decaying into Higgs boson pairs
(HH). Such searches have been carried out by the ATLAS
and CMS collaborations in pp collisions at center-of-mass
energies (

ffiffiffi
s

p
) of both 8 TeV and 13 TeV. All of these have

found results that are consistent with the Standard Model
(SM) prediction that no such resonances exist. The ATLAS
Collaboration has set constraints on resonant HH produc-
tion via vector-boson fusion in the bb̄bb̄ final state [5] and
via gluon-gluon fusion (ggF) in the boosted bb̄τþτ− final
state [6] using the full Run 2 dataset. It also searched for
resonant HH production in the bb̄bb̄ decay mode via
gluon-gluon fusion [7], in the γγbb̄ [8], bb̄τþτ− [9],WWbb̄
[10],WWWW [11], andWWγγ [12] decay modes, and in a
combination [13], using up to 36.1 fb−1 of the Run 2
dataset at

ffiffiffi
s

p
¼ 13 TeV. The CMS Collaboration has

similarly set constraints in the bb̄bb̄ [14], bb̄γγ [15],
bb̄τþτ− [16], bb̄lνlν [17], and bb̄ZZ [18] decay modes,
and a combination of these [19], using 35.9 fb−1 of

ffiffiffi
s

p
¼

13 TeV data, as well as the bb̄τþτ− [20] decay mode and
final states with b-quarks and leptons [21] using the full
Run 2 dataset.

This paper presents a search for resonant pair produc-
tion of Higgs bosons via gluon-gluon fusion in the
bb̄bb̄ final state, using the full LHC Run 2 dataset collected
by ATLAS. The results are interpreted in terms of two
representative benchmark models: a generic spin-0 boson,
X (as, for example, predicted by two-Higgs-doublet mod-
els [22] such as the Minimal Supersymmetric Standard
Model [23,24]), and a spin-2 Kaluza–Klein graviton,
G#

KK, in the context of the bulk Randall-Sundrum (RS)
model [25–28]. In both cases, only the gluon-gluon
fusion production mode is considered. No further
assumptions are made on the signal models except for
the spin hypothesis and generated resonance width.
Example production diagrams for these signal models
are shown in Fig. 1. Throughout this analysis, the
nominal H → bb̄ branching ratio is taken to be 0.582,
corresponding to the SM value at a Higgs boson mass of
125 GeV [29].
The analysis is divided into two complementary

channels: resolved, in which each of the four b-quarks
from the H decays leads to an individually reconstructed
jet, and boosted, which targets the topology where
each H is produced with large transverse momentum
(pT) and its decay products are reconstructed as a
single large-radius jet. The resolved and boosted channels
target low and high resonance masses, respectively. The
resolved channel covers resonance masses from 251 GeV
to 1.5 TeV, and the boosted channel covers resonance
masses from 900 GeV to 5 TeV. The two channels are
statistically combined in the mass range where they
overlap.
In addition to utilizing the full Run 2 dataset and

benefiting from progress in the ATLAS b-jet identification
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algorithms, this analysis is improved over the previous
ATLAS search [7] in several ways. In the resolved channel,
a machine-learning algorithm is used to pair the jets into
Higgs boson candidates and the fully data-driven back-
ground model is substantially improved with a neural-
network-based reweighting procedure. In the boosted
channel, variable-radius track jets are used for b-tagging
to recover signal acceptance for the highest resonance
masses, which fell in the previous analysis as the Higgs
boson decay products became very collimated, and the
search is extended to cover the previously unexplored
resonance mass range between 3 TeV and 5 TeV. In both
channels, the analysis uses a new neural-network-based
b-tagging algorithm DL1r, which performs better than the
older MV2 algorithm [30,31].

II. ATLAS DETECTOR

The ATLAS detector [32] at the LHC covers nearly the
entire solid angle around the collision point.1 It consists of
an inner tracking detector surrounded by a thin super-
conducting solenoid, electromagnetic and hadron calorim-
eters, and a muon spectrometer incorporating three large
superconducting air-core toroidal magnets.
The inner-detector (ID) system is immersed in a 2 Taxial

magnetic field and provides charged-particle tracking in the
range jηj < 2.5. The high-granularity silicon pixel detector
covers the vertex region and typically provides four space-
point measurements per track, the first hit normally being in
the insertable B-layer installed before Run 2 [33,34]. The
next layer outward is the silicon microstrip tracker, which
usually provides eight measurements per track. These
silicon detectors are complemented by the transition
radiation tracker, which enables radially extended track
reconstruction up to jηj ¼ 2.0.

The calorimeter system covers the pseudorapidity
range jηj < 4.9. Within the region jηj < 3.2, electromag-
netic calorimetry is provided by barrel and endcap high-
granularity lead/liquid-argon (LAr) calorimeters, with an
additional thin LAr presampler covering jηj < 1.8 to
correct for energy loss in material upstream of the calo-
rimeters. Hadron calorimetry is provided by the steel/
scintillator-tile calorimeter, segmented into three barrel
structures within jηj < 1.7, and two copper/LAr hadron
endcap calorimeters. The solid angle coverage is completed
with forward copper/LAr and tungsten/LAr calorimeter
modules optimized for electromagnetic and hadronic
energy measurements respectively.
The muon spectrometer (MS) comprises separate trigger

and high-precision tracking chambers measuring the deflec-
tion of muons in a magnetic field generated by the super-
conducting air-core toroidal magnets. The field integral of
the toroids ranges between 2.0 and 6.0 T · m across most of
the detector. A set of precision chambers covers the region
jηj < 2.7 with three layers of monitored drift tubes, com-
plemented by cathode-strip chambers in the forward region,
where the background is highest. The muon trigger system
covers the range jηj < 2.4 with resistive-plate chambers in
the barrel, and thin-gap chambers in the endcap regions.
Interesting events are selected by the first-level trigger

system implemented in custom hardware, followed by
selections made by algorithms implemented in software
in the high-level trigger [35]. The first-level trigger accepts
events from the 40 MHz bunch crossings at a rate below
100 kHz, which the high-level trigger further reduces in
order to record events to disk at about 1 kHz.
An extensive software suite [36] is used in the

reconstruction and analysis of real and simulated data, in
detector operations, and in the trigger and data acquisition
systems of the experiment.

III. DATA AND SIMULATED SAMPLES

A. Data sample

This analysis is performed using LHC pp collision data
at

ffiffiffi
s

p
¼ 13 TeV. Only data collected during stable beam

conditions with all relevant detector systems functional are
used [37]. The resolved (boosted) channel uses 126 fb−1

(139 fb−1) of data collected in 2016–2018 (2015–2018).

(a) (b)
FIG. 1. Feynman diagrams for resonant Higgs boson pair production via gluon-gluon fusion in the two benchmark signal models: (a) a
generic spin-0 boson, and (b) a Kaluza–Klein graviton.

1ATLAS uses a right-handed coordinate system with its
origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points
from the IP to the center of the LHC ring, and the y-axis points
upwards. Cylindrical coordinates ðr;ϕÞ are used in the transverse
plane, ϕ being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle θ as
η ¼ − ln tanðθ=2Þ. Angular distance is measured in units of
ΔR≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔηÞ2 þ ðΔϕÞ2

p
.
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The triggers for both channels are based on jets recon-
structed using the anti-kt algorithm [38,39]. For the
resolved (boosted) channel, the jets are clustered with a
radius parameter of R ¼ 0.4 (R ¼ 1.0).
The resolved channel uses a combination of 12 triggers

with various requirements on the transverse energy (ET)
and b-tagging status of the jets [40]. These include require-
ments on any one of four sets of objects:
(a) two b-jets plus two additional jets (2bþ 2j),
(b) two b-jets plus one additional jet (2bþ 1j),
(c) a single high-ETb-jet, and
(d) two b-jets plus a high HT, defined as the scalar sum of

all jets’ ET (2bþHT).
The minimum ET requirements on the jets are 35 GeV for
the b-jets from the 2bþ 2j triggers, 55 GeV for the b-jets
from the 2bþHT triggers, 100 to 150 GeV (depending on
the year) for the additional jet used for the 2bþ 1j triggers,
and finally 225 GeV or 300 GeV for the single high-ET
b-jet trigger. The minimumHT requirement is 300 GeV for
the triggers which include it. In the trigger,HT is computed
using all jets with ET ≥ 30 GeV. The efficiency of individ-
ual triggers varies from a few percent to up to 80%
depending on the kinematic and b-tagging requirements
of the trigger, and the signal hypothesis. The choice of
triggers is optimized to maximize the signal efficiency over
the full range of hypothesized resonance mass values. The
set of triggers used depends on the data-taking year, and the
triggers from each year have different effects on kinematic
distributions. This results in a different signal-to-back-
ground ratio in each year’s data. Therefore, the datasets
from each year are treated independently until they are
combined in the statistical analysis. During 2016 data
taking, a fraction of the data (8.3 fb−1) was affected by
an inefficiency in the online vertex reconstruction, which
reduced the efficiency of the algorithms used to identify
b-jets; those events were not retained for further analysis.
This results in an integrated luminosity of 24.6 fb−1 for the
2016 dataset in the resolved channel. The integrated lumi-
nosities of the 2017 and 2018 datasets are 43.7 fb−1 and
57.7 fb−1, respectively.
In the boosted channel, events were selected from the

2015 dataset using a trigger that required a single jet, J, with
ET > 360 GeV. In 2016, 2017 and 2018 a similar trigger
was used but requiring ET > 420 GeV. The 2017 and 2018
triggers have additional requirements on the mass of the
jet of mJ > 40 GeV and mJ > 35 GeV, respectively. The
efficiency of these triggers is 98% for data passing the jet
requirements described in Sec. VI, so the triggers do not
significantly impact any relevant kinematic distributions and
the datasets corresponding to each year are combined into
one dataset.

B. Simulated samples

Monte Carlo (MC) simulation is used for the modeling of
signal events and, in the case of the boosted channel, for the

modeling of the tt̄ background. The ATLAS detector
response is simulated with GEANT4 [41] for background
samples, spin-0 signal samples with a resonance mass of
1 TeV or higher, and all spin-2 signal samples. AtlFastII [42],
which utilizes a fast calorimeter simulation, is used for
spin-0 signals with resonance masses below 1 TeV.
The signal processes for both benchmark models

were simulated at leading order (LO) in αs, using
MadGraph5_aMC@NLO2.6.1 [43] for the spin-0 samples and
MadGraph5_aMC@NLO2.2.2 for the spin-2 samples. For both
cases, the NNPDF2.3LO [44] parton distribution function
(PDF) set was used. Both resonances were produced via
gluon–gluon fusion and were forced to decay into a pair of
SM Higgs bosons, as indicated in Fig. 1. Signal samples
were generated for resonance masses in a range from
251 GeV to 5 TeV, with increased spacing between the
higher mass-points. The spacing becomes larger than the
detector resolution at high masses. For the spin-0 model,
interpolation methods [45] are used to estimate the mass
distribution between the points above 2 TeV for which
samples were simulated. The spin-2 resonance is wide
compared to the mass spacing, so no interpolation is
required.
For the spin-0 case, a two-Higgs-doublet model was used

in the event generation, taking the heavy CP-even neutral
scalar as the resonance of interest. Its width was set to be
much smaller than the detector resolution, and the
other non-SM particles in this model do not enter the
generation (At LO in QCD, there are no Feynman diagrams
for this process containing them). Hadronization and parton
showering were modeled with HERWIG7.1.3 [46], using the
MMHT2014LO [47] PDF set for the parton shower and EvtGen

1.6.0 [48] to model heavy-flavor decays. The HERWIG7.1

default set of tuned underlying-event parameters was used.
No theoretical cross sections are required for this process;
the simulated events are used purely to model the
kinematics.
For the spin-2 case, a Kaluza–Klein graviton with

k=M̄Pl ¼ 1 is taken as the benchmark, where k is the
curvature of the warped extra dimension and M̄Pl ¼ 2.4 ×
1018 GeV is the effective four-dimensional Planck scale.
The generated width, based on the model prediction, ranges
from 3% to 20% of the resonance mass, which is not
negligible compared to the detector resolution. The hadro-
nization and showering were modeled using PYTHIA8.186

[49] with EvtGen 1.2.0 for heavy-flavor decays. The A14 set
of tuned underlying-event parameters [50] and the
NNPDF2.3LO PDF set were used. The cross sections for
this process are taken from Ref. [28]. They are used solely
for setting limits on the graviton mass.
Top quark pair production (tt̄) was simulated at next-to-

leading order (NLO) in αs using Powheg Box v2 [51–54].
Parton showering, hadronization, and the underlying event
were modeled using PYTHIA8.230 with EvtGen 1.6.0 for
heavy-flavor decays. The matrix element calculation uses
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NNPDF3.0NLO [55] as the PDF set, while the parton shower
and underlying-event modeling uses NNPDF2.3LO [44] and
the A14 set of tuned parameters. The damping parameter
hdamp, which effectively regulates radiation at high pT, was
set to 1.5 times the top quark mass. The tt̄ simulation is
normalized using the value of the inclusive cross section
calculated with Top++ 2.0 [56,57]. This accounts for
next-to-next-to-leading-order (NNLO) corrections in αs,
including next-to-next-to-leading logarithmic (NNLL)
resummation of soft gluon terms.
Multijet background processes were modeled using

PYTHIA8.235. This simulates pure quantum chromodynam-
ics (QCD) 2-to-2 interactions at LO in αs. Events were
showered using the parton shower native to PYTHIA, which
includes radiation and splitting that can result in additional
jets, along with EvtGen 1.6.0 for heavy-flavor decays. The
A14 set of tuned underlying-event parameters and the
NNPDF2.3LO PDF set were used.
Other background processes, such as SM H, HH, and

electroweak diboson production, have been estimated to
give negligible contributions to the selected event yields
and are therefore not included.
The effect of multiple interactions in the same and

neighboring bunch crossings (pileup) was modeled by
overlaying each simulated hard-scattering event with inelas-
tic proton–proton (pp) events generated with PYTHIA8.186

using the NNPDF2.3LO PDF and the A3 set of tuned
parameters [58].

IV. OBJECT RECONSTRUCTION

Primary vertices from proton-proton interactions are
reconstructed using at least two charged-particle tracks
with pT > 500 MeVmeasured with the ID [59]. The vertex
which has the largest sum of squared track momenta
(
P

p2
T) is selected as the hard-scatter primary vertex.

Hadronic jets are reconstructed using the anti-kt algo-
rithm [38,39]. Depending on the use case, different input
objects and radius parameters R are used.
For the resolved channel, small-R jets are clustered using

R ¼ 0.4 with particle-flow objects as inputs [60]. Particle-
flow objects are charged-particle tracks matched to the
hard-scatter vertex and calorimeter energy clusters follow-
ing an energy subtraction algorithm that removes the
calorimeter deposits associated with good-quality tracks
from any vertex. The tracking information is used to
improve the clusters’ energy resolutions. The momenta
of these jets are calibrated in a multistep procedure [61].
Jets with pT < 60 GeV and jηj < 2.4 must also satisfy a
requirement based on the output of the multivariate “jet
vertex tagger” (JVT) algorithm, which is used to identify
and reject jets in which much of the energy originates from
pileup interactions [62]. The “Tight” working point, cor-
responding to an average signal efficiency of 96%, is used
and jets failing this requirement are discarded. All small-R
jets are required to have pT > 40 GeV and jηj < 2.5. Any

jets failing these requirements are discarded and not used
further, except where stated explicitly.
Additional small-R jets are reconstructed from topologi-

cal clusters of energy deposits in the calorimeter [63]
instead of particle-flow objects. These jets are used
exclusively for the purpose of applying quality criteria to
identify events which are consistent with noise in the
calorimeter or noncollision background [64]. They are
calibrated in the same way as the small-R jets reconstructed
from particle-flow objects. If an event contains at least one
jet which has pT > 20 GeV, passes the JVT, and fails to
meet these quality criteria, the event is rejected.
For the boosted channel, large-R jets are clustered using

R ¼ 1.0 with topological clusters of energy deposits in
calorimeter cells as the input. The clusters are locally
calibrated [65] before being combined into jets. After these
large-R jets are created, a trimming procedure [66] is
applied to mitigate the effects of pileup: the constituents
are reclustered into “subjets” using the kt algorithm [67]
with R ¼ 0.2, and any of these subjets with less than 5% of
the large-R jet’s pT are removed. The large-R jets are
calibrated following a procedure similar to that for the
small-R jets; however, there is no area-based pileup
subtraction step or global sequential calibration [68].
Additionally, the mass of each large-R jet is calibrated
using both calorimeter and track information [69].
The boosted channel also makes use of track-jets to

identify individual b-hadron decays within the large-R jet.
ID tracks are clustered using the anti-kt algorithm with a
variable radius. The effective radius R is inversely propor-
tional to the pT of the constituent(s) in question: R ¼ ρ=pT.
Here, a value of ρ ¼ 30 GeV is used. Minimum and
maximum values of this effective radius are set at Rmin ¼
0.02 and Rmax ¼ 0.4. Track jets do not have a dedicated
calibration; their momenta are taken to be the vector sum of
the momenta of their constituent tracks. After being
reconstructed, these track jets are exclusively matched to
large-R jets using the ghost association method [70].
A b-tagging algorithm [30,31] is applied to both the

small-R jets and the track jets to identify those which are
likely to have originated from a b-quark. The DL1r
algorithm is used, at a working point chosen to have
77% efficiency on average for jets associated with true
b-hadrons in simulated tt̄ events. This is a multivariate
algorithm which uses a selection of inputs including
information about the impact parameters of ID tracks,
the presence of displaced secondary vertices, and the
reconstructed flight paths of b- and c-hadrons inside the
jet [71]. At the chosen working point, the light-jet (charm-
jet) rejection measured in tt̄MC simulation is about a factor
of 130 (4.9) on average for small-R jets. The training and
calibration of this algorithm is performed separately for
each jet type [72,73]. Correction factors are applied to the
simulated samples to compensate for differences between
the b-tagging efficiencies in data and simulation.
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Muons are reconstructed by matching ID tracks
with either MS tracks or aligned individual hits in the
MS and performing a combined track fit. They are
required to have pT > 4 GeV and jηj < 2.5, and to satisfy
“Medium” identification criteria based on track-quality
variables [74]. Muons are used only to apply corrections
to jet momenta.
A momentum correction is applied to b-tagged small-R

jets to account for energy lost to soft out-of-cone radiation
and to muons and neutrinos in semileptonic b-hadron
decays. This correction follows the procedure used in
Ref. [75] and consists of two parts. For the first, if any
muon is within ΔR ¼ 0.4 of a b-tagged small-R jet, the
four-momentum of the muon is added to that of the jet. Any
energy deposited in the calorimeter by the muon is then
subtracted from the jet to prevent double counting; this is
computed according to the description in Ref. [76]. In the
second step a global scale factor is applied to each b-tagged
small-R jet based on its pT and whether or not it has a muon
within ΔR ¼ 0.4 of the jet axis. These scale factors are
derived from simulation.
To account for energy lost in semileptonic b-hadron

decays, a similar muon-in-jet correction is applied to large-
R jets. If a muon is matched within a distance of ΔR ¼
min ð0.4; 0.04þ 10 GeV=pmuon

T Þ to one of the two leading
track jets associated with the large-R jet, and if the track jet
is b-tagged, the muon is considered part of the large-R jet.
Again, any energy deposited in the calorimeter by the muon
is subtracted from the jet to prevent double counting. The
muon four-momentum is then added to the calorimeter-
based component of the large-R jet four-momentum, and
the jet mass is recalculated [77].

V. RESOLVED CHANNEL

A. Event selection

To be considered for analysis, events must pass the
trigger requirements specified in Sec. III A. To simplify the
modeling of trigger efficiencies, events are sorted into
exactly one of four classes based on offline kinematic
quantities, each of which requires one specific type of
trigger to be passed. In decreasing order of priority, these
are as follows:

(i) If the leading jet has pT > 325 GeV and is b-tagged,
the trigger requiring one high-ET b-jet is used.

(ii) If the leading jet has pT > 170 GeV and is not
b-tagged, the trigger requiring two b-jets and one
additional jet is used.

(iii) If the HT in the event (computed using all jets
with pT > 25 GeV and jηj < 2.5) is greater than
900 GeV, the trigger requiring a high HT is used.

(iv) For all remaining events, the trigger requiring two
b-jets and two additional jets is used.

The definitions of these classes are the result of a dedicated
sensitivity optimization intended to minimize the expected

limits on the signal cross section. Following the trigger
selection, events are required to have at least four small-R
jets. Events are then divided into two categories, “2b”
(where exactly two jets are b-tagged) and “4b” (where at
least four jets are b-tagged). Exactly four jets are selected to
construct the two H candidates. For 4b events, the four
b-tagged jets with the highest pT are selected. For 2b
events, the two b-tagged jets and the two untagged jets with
the highest pT are selected. The 2b events are needed to
construct the background model for the 4b category. This
selection of untagged jets can introduce a kinematic bias
with respect to the 4b category, but this is accounted for by
the reweighting function described in Sec. V B.
After the four jets are chosen, there are three possible

combinations for pairing them into H candidates. For a
given pairing, the four-momentum of the H candidate is
defined as the sum of the four-momenta of the jets used to
construct it. The pairing is chosen using a boosted decision
tree (BDT). This is trained using LightGBM [78] to classify
each of the three possible pairings in a signal event as either
correct or incorrect. The correct pairing is defined by using
the generator’s decay record to match jets to the parton-
level b-quarks which result immediately from the H decay.
The classifier assigns each of the three candidate pairings a
score, and the pairing with the highest score is chosen. The
input variables to the BDT are the separations in pseudor-
apidity, azimuthal angle, and their quadratic sum (Δη, Δϕ,
and ΔR, respectively) between the two jets in each pair.
Although the same information is contained in Δη and Δϕ
alone, additional use of a precalculated ΔR leads to
improved performance. The BDT is also parametrized in
the invariant mass of the four identified b-jets [mð4bÞ],
which is included as an additional input feature. However,
mð4bÞ cannot itself be used to discriminate between correct
and incorrect pairings as it is independent of the pairing. Its
inclusion as a parameter serves the purpose of ensuring
optimal performance for all resonance masses. The BDT is
trained on a sample consisting of one quarter of the
simulated spin-0 signal events, across the full range of
resonance masses considered in the resolved channel. A
further selection on training events is applied, requiring
them to contain at least four jets with pT > 35 GeV, each
of which is within ΔR ¼ 0.4 of a true b-quark, defined at
parton level and originating from a Higgs boson decay. This
pT requirement is loosened relative to the nominal selection
in order to increase the number of selected events with low
mð4bÞ. The events entering this training are not used
anywhere else in the analysis. This technique results in
less background in the signal region (defined below)
compared to the strategy used in the previous ATLAS
search [7], which was based on minimizing the difference
between the two dijet invariant masses. The BDTalgorithm
finds the correct pairing in at least 65% of signal events.
This efficiency is lowest for low resonance masses, but
reaches almost 100% for resonance masses of 600 GeV
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and higher. This is a significant improvement with respect
to the efficiency of the previous method, especially at low
resonance masses.
After the H candidates are formed, they are ordered by

the scalar sum of the pT of their constituent jets:H1 andH2

denote the leading and subleading H candidates, respec-
tively. A pseudorapidity separation between the two H
candidates of jΔηHHj < 1.5 is required in order to reduce
the multijet background. Additionally, a “top veto” is
applied, to reduce the background from hadronic top quark
decays. This is defined by combining every possible pair of
jets with pT > 40 GeV and jηj < 2.5, including those that
were not selected for the H candidates, to form “W
candidates”. “Top quark candidates” are built by pairing
W candidates with each remaining jet that was selected
for H candidates. Events are rejected if any top quark
candidate satisfies XWt < 1.5, where the discriminant XWt
is defined as

XWt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi"
mðWÞ −mSMðWÞ

0.1 ×mðWÞ

#
2

þ
"
mðtÞ −mSMðtÞ
0.1 ×mðtÞ

#
2

s

:

Here, mðWÞ and mðtÞ denote the masses of the candi-
dates under consideration, while mSMðWÞ and mSMðtÞ
denote the measured masses of these particles (80.4 GeV
and 172.5 GeV, respectively [79]). The denominators in
the expression for XWt represent the approximate mass
resolution of the detector.
Finally, events are sorted into three kinematic regions

based on the invariant masses of theH candidates. The first
of these is the signal region (SR), defined by requiring
XHH < 1.6, where

XHH¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi"
mðH1Þ−120GeV

0.1×mðH1Þ

#
2

þ
"
mðH2Þ−110GeV

0.1×mðH2Þ

#
2

s

:

The shape of the SR in the mðH1Þ–mðH2Þ plane is
chosen to optimize the signal significance. The mass values
of 120 GeV and 110 GeV correspond to the position of the
peaks of the simulated signal mðH1Þ and mðH2Þ distribu-
tions. The deviations from the measured Higgs boson mass
of 125 GeV [79] are due to detector effects, as well as
energy lost to neutrinos from the b-hadron decays and to
out-of-cone radiation. Jets which lose energy give rise to
lower mass in their H candidate. Since these jets are more
likely to composeH2 by definition, this results in a slightly
lower mass for H2 than H1 on average. The validation
region (VR) contains the events not in the SR which satisfy
the condition

RVR
HH ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmðH1Þ − 1.03 × 120 GeVÞ2 þ ðmðH2Þ − 1.03 × 110 GeVÞ2

q
< 30 GeV:

Finally, the control region (CR) contains the events not in the SR or VR which satisfy the condition

RCR
HH ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmðH1Þ − 1.05 × 120 GeVÞ2 þ ðmðH2Þ − 1.05 × 110 GeVÞ2

q
< 45 GeV:

The centers of the VR and CR are shifted relative to that
of the SR to ensure that the mean H candidate masses are
equal in the three regions. The shapes of these regions in the
mðH1Þ–mðH2Þ plane are shown with the 2b data in Fig. 2.
After the full selection, the final discriminating variable

“corrected mðHHÞ” is constructed. This is obtained by
rescaling the four-momenta of the H candidates such that
mðH1Þ ¼ mðH2Þ ¼ 125 GeV. The corrected mðHHÞ is

then the invariant mass of the sum of the two resulting
four-momenta. This procedure improves the scale and
resolution of the reconstructed signal mass distribution
by correcting for detector effects and physical processes
such as radiative emission outside the jet cones. This
correction improves the signal mass resolution by up to
25% and shifts the mean of the mass distribution closer to
the true value. It also modifies the background shape, but

FIG. 2. Kinematic region definitions superimposed on the
resolved 2b data for the full 2016–2018 dataset. H1 and H2

are the reconstructed Higgs boson candidates, sorted by their pT.
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does not introduce any signal-like features. The signal
efficiency times acceptance for the various event selection
steps is shown in Fig. 3. The efficiency at low resonance
masses is mainly limited by the trigger. At high resonance
masses the jets start to merge together and the
reconstruction and b-tagging efficiencies decrease. The
efficiency is substantially larger for the spin-2 model than
for the spin-0 model because the corrected mðHHÞ dis-
tribution of the spin-2 model is much broader. This has an
especially large effect at the lowest resonance masses,
where the shape of the corrected mðHHÞ distribution is
distorted toward higher values. This is a result of both the
mðHHÞ correction and the natural mass shape of the
graviton resonance near the production threshold.

B. Background estimation

After the selection described above, the background is
dominated by pure QCD multijet processes (excluding
top-quark production), with the approximately 5%
remainder almost entirely composed of tt̄. This back-
ground composition was determined by comparing tt̄ MC
simulation to the total background estimate in the SR; it is
purely meant to be indicative and is not used in the
statistical treatment. The background is modeled using a
purely data-driven technique; the only MC simulation
used is for the signal.
The background shape in the 4b SR is estimated from

data in the 2b regions and the 4b CR. The signal
contamination in the 2b dataset is evaluated and found
to be negligible compared to the background uncertainties.
The signal-to-background ratio in the 4b CR depends on
the signal hypothesis and ranges from 10% to 25% of that
in the SR. However, the impact on the analysis results was
studied and found negligible. This was determined by
injecting various signals into the CR (and VR) data

using cross sections corresponding to existing experimental
upper limits.
The event kinematics in the 2b and 4b regions are not

expected to be identical, so a reweighting function which
maps the 2b kinematic distributions onto the 4b distribu-
tions is derived,

wðx⃗Þ ¼ p4bðx⃗Þ
p2bðx⃗Þ

; ð1Þ

where p2bðx⃗Þ and p4bðx⃗Þ are the probability density
functions for 2b and 4b data, respectively, over a set of
kinematic variables x⃗. This function is derived in the CR
and then applied to the 2b SR in order to produce a model
of the background in the 4b SR. It can also be applied more
generally to any 2b region to produce a background model
for the corresponding 4b region.
The computation of wðx⃗Þ is a density ratio estimation

problem, for which a variety of approaches exist. The
method employed in this analysis is modified from
Refs. [80,81] and makes use of an artificial neural network
(NN). This NN is trained on 2b and 4b CR data to minimize
the loss function,

Lðwðx⃗ÞÞ ¼
Z

dx⃗½
ffiffiffiffiffiffiffiffiffiffi
wðx⃗Þ

p
p2bðx⃗Þ þ

1ffiffiffiffiffiffiffiffiffiffi
wðx⃗Þ

p p4bðx⃗Þ':

The function in Eq. (1) optimizes this loss by equalizing
the contributions from the two terms.
The kinematic variables used to make up x⃗ are chosen to

be sensitive to the differences between the 2b and 4b
events. These are:
(1) logðpTÞ of the selected jet with the second-

highest pT,

(a) (b)
FIG. 3. Cumulative acceptance times efficiency as a function of resonance mass for each event selection step in the resolved channel
for (a) the spin-0 and (b) the spin-2 signal models. The local maximum at 251 GeV is a consequence of the near-threshold kinematics.
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(2) logðpTÞ of the selected jet with the fourth-
highest pT,

(3) logðΔRÞ between the two selected jets with the
smallest ΔR,

(4) logðΔRÞ between the other two selected jets,
(5) the average jηj of selected jets,
(6) logðpTÞ of the HH system,
(7) ΔR between the two H candidates,
(8) Δϕ between the jets making up H1,
(9) Δϕ between the jets making up H2,
(10) logðminðXWtÞÞ, and
(11) the number of jets in the event with pT > 40 GeV

and jηj < 2.5, including jets that are not selected.
Here, “selected” jets refer to the four jets which are used

to construct the H candidates. The variables to which the
reweighting is most sensitive are the jet multiplicity, ΔR
between the two H candidates, and logðpTÞ of the HH
system. The NN has three densely connected hidden layers
of 50 nodes, each with a rectified linear unit activation
function [82], and a single-node linear output.
The training of the NN is subject to variation due to

initial conditions and the limited size of the training
samples. To account for these effects, the bootstrap resam-
pling technique is used [83]. This entails constructing a set
of training samples by sampling with replacement from the
original. The NN is trained independently on each element
of this set, using different initial conditions each time. This
results in an ensemble of background estimates. Since the
original training sample is large, the resulting background
estimate in each bin can be approximated as being Gaussian

distributed. Additionally, this sampling-with-replacement
procedure can be approximated by applying a randomly
distributed integer weight to each event, drawn from a
Poisson distribution with a mean of 1. Both of these
approximations are used in order to reduce the computa-
tional complexity of the problem. These “bootstrap
weights” are independent of wðx⃗Þ, which reweights the
nominal 2b kinematic distributions to the nominal 4b
kinematic distributions. To increase the stability of the
background estimate, the median value of wðx⃗Þ for each
event is calculated across the ensemble and used as the
nominal background estimate. This ensemble of weights is
also used to evaluate the uncertainty due to the finite
training sample, as detailed in Sec. V C.
The effect of applying this reweighting to the CR,

where it is derived, is shown in Fig. 4. The output of this
procedure is an estimate of the corrected mðHHÞ dis-
tribution in the 4b SR, which is then used as input to the
statistical procedure detailed in Sec. VII. The optimiza-
tion of the bin width of the corrected mðHHÞ distribution
is based on the detector resolution at low masses. The
performance of this reweighting outside of the region
where it is derived is checked using the VR. The scaling
of the 2b distribution to the 4b sample size is always
derived from the two respective CRs, as part of the
reweighting procedure. The data are found to be com-
patible with the background model in the VR, as shown in
Fig. 5. Residual differences between the CR and VR are
used to estimate a systematic uncertainty as described in
Sec. V C.
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FIG. 4. CorrectedmðHHÞ distributions for the 2b control region (teal histogram) and 4b control region (dots) in the resolved channel.
The statistical uncertainty in the 2b control region is represented by the gray band. The error bars on the 4b points represent the Poisson
uncertainties corresponding to their event yields. The 2b data are shown (a) before and (b) after the kinematic reweighting procedure. In
both cases the 2b distributions are normalized to the 4b event yields for a pure shape comparison. The final bin of each distribution
includes overflow. The bottom panel shows the difference between the 4b and 2b distributions, relative to the 2b distribution.
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C. Systematic uncertainties

The most limiting uncertainties in the resolved channel
are those arising from the data-driven background estimate
which is derived in the CR and applied in the SR. There are
two main sources: uncertainties from the limited sample
size in the CR, and physical differences between the CR
and SR.
The limited sample size in the CR can lead to a random

bias in the reweighting function wðx⃗Þ. Ideally, this effect
would be evaluated using the event-level covariance matrix
between all bootstrap weights; however, this is computa-
tionally intractable in practice. Instead, an approximation is
computed using the interquartile range (IQR) of each
event’s weight distribution as well as the IQR of the
normalization factor αðjÞ for each bootstrap training j,
which is defined as

αðjÞ ¼ n4bP
i∈2bw

ðjÞ
i

;

where n4b is the number of 4b events, wðjÞ
i is the weight for

event i from the bootstrap resampling j, and the 2b and 4b
datasets are restricted to the region in which the reweight-
ing NNs are trained. Varied distributions are constructed by
assigning each event a weight which is varied to the upper
boundary of the event-level weight IQR. These varied

distributions are then scaled to have the same normalization
as the nominal distribution, multiplied by the ratio of the
upper boundary value of the IQR of αðjÞ to its nominal
value. These rescaled varied distributions form an envelope
around the nominal one, which specifies the size of this
uncertainty in each corrected mðHHÞ bin. As this uncer-
tainty is statistical in origin, it is uncorrelated across
mðHHÞ bins.
Uncertainties in the background estimate also arise from

kinematic differences between the CR and the SR. To
evaluate these effects, an alternative background model is
derived in the VR instead of the CR. The difference
between the corrected mðHHÞ distributions from the
nominal and alternative background models is used to
estimate the uncertainty in the shape of the mðHHÞ
distribution in the SR. To allow sufficient flexibility in
the model, this uncertainty is parametrized in terms of two
components: low-HT and high-HT, where HT now denotes
the scalar sum of the pT of the four jets constituting the H
candidates. This variable is chosen because it is correlated
with mðHHÞ, but does not introduce a discontinuity in the
mðHHÞ spectrum when the two components are varied
separately. The boundary between low-HT and high-HT
events is chosen to be 300 GeV. Each of these two
components is symmetrized around the nominal shape to
construct a two-sided uncertainty. These uncertainties are
taken to be uncorrelated across the different years to
accommodate differences due to the varying triggers and
run conditions.
Several detector modeling uncertainties are evaluated and

included. These affect only the signal description, as the
background is estimated entirely from data. Uncertainties in
the jet energy scale and resolution are treated according to
the prescription in Ref. [61]. Uncertainties in the b-tagging
efficiency are treated according to the prescription in
Ref. [30]. Uncertainties in the trigger efficiencies are
evaluated from measurements of per-jet online efficiencies
for both jet reconstruction and b-tagging, which are used to
compute event-level uncertainties. These are then applied to
the simulated events as overall weight variations. The
uncertainty in the total integrated luminosity used in this
analysis is 1.7% [84], obtained using the LUCID-2 detector
for the primary luminosity measurements [85].
Several sources of theoretical uncertainty affecting the

signal models were considered and are described as
follows. Uncertainties due to modeling of the parton
shower and underlying event are evaluated by comparing
results between two generators for these parts of the
calculation: the nominal HERWIG7.1.3 and the alternative
PYTHIA8.235. This is found to have a 5% effect on the signal
acceptance and a negligible impact on the mðHHÞ dis-
tribution, independently of the resonance mass.
Uncertainties in the matrix element calculation are evalu-
ated by raising and lowering the factorization and renorm-
alization scales used in the generator by a factor of two,
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FIG. 5. Corrected mðHHÞ distribution in the resolved 4b
validation region (dots), compared with the reweighted distribu-
tion in 2b validation region (teal histogram). The error bars on the
4b points represent the Poisson uncertainties corresponding to
their event yields. The final bin includes overflow. The back-
ground uncertainty (gray band) is computed by adding all
individual components in quadrature. The bottom panel shows
the difference between the 4b and reweighted 2b distributions,
relative to the 2b distribution.
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both independently and simultaneously. This results in an
effect smaller than 1% for all variations and all masses; the
impact of such uncertainties is therefore neglected. PDF
uncertainties are evaluated using the PDF4LHC_NLO_MC
set [86] by calculating the signal acceptance for each
replica and taking the standard deviation. In all cases,
these result in a less than 1% uncertainty in the signal
acceptance, and therefore these are also neglected.
Theoretical uncertainties in the H → bb̄ branching ratio
[29] are included; they amount to a 2.5% overall uncer-
tainty on the signal normalization.

D. Results

The corrected mðHHÞ distributions for data and the
estimated background after the fit to data described in
Sec. VII are shown in Fig. 6. The data agree well with the
background prediction and no significant excess is observed.
The event yields for data, background, and several signal
hypotheses are presented in Tables I and II. These are
integrated over windows in the corrected mðHHÞ spectrum
containing approximately 90% of the signal in each case.
These windows are defined such that their first and last bins
contain the 5th and 95th percentile of the distribution,
respectively. This range is larger for the spin-2 signal because
the benchmark model predicts a wider resonance. The
statistical interpretation of the data is discussed in Sec. VII.

VI. BOOSTED CHANNEL

A. Event selection

After passing the trigger requirement, each event is
required to contain at least two large-R jets with

FIG. 6. Corrected mðHHÞ distribution in the resolved 4b signal
region (dots), after the fit under the background-only hypothesis.
The error bars on the 4b points represent the Poisson uncertainties
corresponding to their event yields. The background model (teal
histogram) is shown with its total post-fit uncertainty (gray band).
The final bin includes overflow. Representative spin-0 signal
hypotheses (dashed, dotted, and dashed-dotted lines) are overlaid,
normalized to the overall expected limits on their cross sections.
The bottom panel shows the difference between the 4b distri-
bution and the background model, relative to the background
model. No significant excess of data relative to the SM back-
ground is observed.

TABLE I. Resolved 4b signal region data, estimated background, and signal event yields in corrected mðHHÞ windows containing
roughly 90% of each signal, for representative spin-0 mass hypotheses. The signal is normalized to the overall expected limit on its cross
section; its uncertainties are evaluated by adding all individual components in quadrature. The background yields and uncertainties are
evaluated after a background-only fit to the data.

mðXÞ [GeV] Corrected mðHHÞ range [GeV] Data Background model Spin-0 signal model

260 [250, 321] 18554 18300( 110 503( 43
500 [464, 536] 2827 2866( 22 105.4( 5.7
800 [750, 850] 358 366.2( 7.3 37.7( 1.7
1200 [1079, 1250] 68 52.6( 1.7 11.71( 0.62

TABLE II. Resolved 4b signal region data, estimated background, and signal event yields in corrected mðHHÞ windows containing
roughly 90% of each signal, for representative spin-2 mass hypotheses. The signal is normalized to the overall expected limit on its cross
section; its uncertainties are evaluated by adding all individual components in quadrature. The background yields and uncertainties are
evaluated after a background-only fit to the data.

mðG#
KKÞ [GeV] Corrected mðHHÞ range [GeV] Data Background model Spin-2 signal model

260 [250, 393] 26775 26650( 130 368( 25
500 [464, 636] 4655 4719( 37 138.6( 5.7
800 [707, 950] 795 811( 13 52.1( 1.9
1200 [993, 1279] 146 120.6( 2.8 14.45( 0.67
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pT > 250 GeV. The two highest-pT jets are selected as the
H candidates. The leading and subleading H candidates
ordered by pT are denoted by H1 and H2, respectively.
Each H candidate is required to have jηj<2.0, mðHÞ>
50GeV, and at least one associated track jet. Additionally,
at least one H candidate must have pT > 450 GeV, which
is driven by the trigger threshold. In order to further reduce
the background, an additional requirement of jΔηHHj < 1.3
is placed on the H candidates.
Events are then categorized according to the multiplicity

and b-tagging status of the track jets associated with each of
the twoH candidates. ForH candidates with more than two
associated track-jets, only the two with the highest pT are
considered.
Since track-jets have a variable radius, it is possible for a

high-pT jet to be contained completely within the catch-
ment area of another low-pT jet. This can lead to a
pathological case in which the low-pT jet’s axis is also
contained within the high-pT jet. This can result in
misassignment of tracks to jets by the b-tagging algorithm
(which is based purely on proximity to the jet axis). To
avoid any degradation in performance resulting from this,
events containing such collinear track-jets are vetoed from
the boosted channel.
Three signal-enriched categories with four or fewer

b-tagged track-jets are defined:
(a) Events in the “4b” category have two b-tagged track-

jets associated with each H candidate.
(b) Events in the “3b” category have two b-tagged track-

jets associated with oneH candidate and exactly one b-
tagged track-jet associated with the other H candidate.

(c) Events in the “2b” category have exactly one b-tagged
track-jet associated with each H candidate.

These are collectively labeled as the high-tag categories.
Including events with less than four b-tagged track-jets
increases the sensitivity of the search especially for high
resonance masses, where, due to the large boost, track-jets
can become so close that they are often not reconstructed
individually.

Additional low-tag categories with track-jets that fail the
b-tagging requirement are also defined in order to estimate
the background.
(a) Events in the “2b–2f” category (for modeling 4b) have

oneH candidate with two or more associated b-tagged
track-jets and the other H candidate with no b-tagged
track-jets but two or more untagged track-jets.

(b) Events in the “2b–1f” category (for modeling 3b)
have one H candidate with two or more associated
b-tagged track-jets and the other H candidate with no
b-tagged track jets but one or more untagged track jets.
Events in the “1b–1f” category (for modeling 2b)
have one H candidate with exactly one associated
b-tagged track jet and the other H candidate with no
b-tagged track jets but one or more untagged track jets.

In these low-tag categories, the H candidate that has no b-
tagged track jets is also referred to as untagged, while the
other one is labeled as tagged. The untaggedH candidate in
the 2b–1f region is allowed to have more than one track-jet
because requiring exactly one would result in a very small
number of events in this category. A diagram of events in
these high-tag and low-tag categories is shown in Fig. 7.
Events satisfying the 2b–2f criteria also necessarily

satisfy the 2b–1f criteria. To avoid overlap between the
two categories, these events are distributed randomly
between them, with 80% allocated as 2b–1f events and
the remaining 20% allocated as 2b–2f events. This corre-
sponds roughly to the ratio of background events present in
the two categories.
Similarly to the resolved channel, events are sorted into

signal, validation, and control regions based on the invari-
ant masses of the H candidates. The SR is defined by
requiring XHH < 1.6, where

XHH¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi"
mðH1Þ−124GeV

0.1×mðH1Þ

#
2

þ
"
mðH2Þ−115GeV

0.1×mðH2Þ

#
2

s

:

This definition, as well as those of the validation and
control regions, slightly differs from that in the resolved

FIG. 7. Illustration of the three high-tag categories (4b, 3b, and 2b) with the corresponding low-tag categories used to estimate the
multijet background (2b–2f, 2b–1f, and 1b–1f). Teal cones represent large-R jets, yellow cones represent associated b-tagged track-
jets, and white cones represent associated untagged track-jets. For H candidates with more than two associated track-jets, only the two
with the highest pT are considered.
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channel. This is due to the different energy scale of the
boosted jet reconstruction and the different background
distribution. The VR contains the events not in the SR
which satisfy the condition

RVR
HH ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmðH1Þ − 124 GeVÞ2 þ ðmðH2Þ − 115 GeVÞ2

q

< 33 GeV:

Finally, the CR contains the events not in the SR or VR
which satisfy the condition

RCR
HH ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmðH1Þ − 134 GeVÞ2 þ ðmðH2Þ − 125 GeVÞ2

q

< 58 GeV:

The CR is shifted to higher masses relative to the signal
and validation regions in order to maximize the number of
selected events while avoiding the low-mass peak of the
multijet background distribution. The definition of these
regions in the mðH1Þ—mðH2Þ plane are shown with the
2b–1f data in Fig. 8.
In order to ensure orthogonality between the resolved

and boosted channels, any events passing the resolved
signal region selection are vetoed from the boosted channel.
This priority choice results in the best signal sensitivity.
The signal acceptance times efficiency for various steps

of the selection is shown in Fig. 9.

B. Background estimation

As in the resolved channel, the background in the
boosted channel is dominated by QCD-induced jet pro-
duction, which is separated into multijet (light quark) and tt̄
production. The fractions of tt̄ relative to the total

background are 10%, 15%, and 30% for the 4b, 3b, and
2b regions, respectively. Other background sources, such as
single Higgs boson production, SM HH production,
ðZ → bb̄Þ þ jets, and ZZ → bb̄bb̄ account for ≤1% of
the total and are neglected.
A data-driven method is used to estimate the multijet

background in eachof the4b,3b, and2b signal regions.The tt̄
background is estimated from MC simulation, with correc-
tions derived from data applied in the 3b and 2b regions.
The overall normalization of the multijet and tt̄ estimates

are obtained from a fit to the CR data in each category. Two
normalization parameters μMJ and αtt̄ per b-tagging cat-
egory (here denoted nb) are introduced as follows:

Nhi
i;data ¼ μnbMJðNlo

i;data − Nlo
i;tt̄Þ þ αnbtt̄ N

hi
i;tt̄:

Here, Nhi
i and Nlo

i denote the number of events in bin i of
the H1 mass distribution in the high-tag and corresponding
low-tag regions, respectively. The parameter μMJ scales the
multijet background from the low-tag CR to the high-tag
CR, and αtt̄ corrects the MC estimate in the high-tag region.
The values of μMJ and αtt̄ are determined using a maximum-
likelihood fit to the mass of the leading H candidate after
the kinematic reweighting is applied. The mass of the
leading H candidate discriminates between the two back-
ground processes, as shown in Fig. 10. The data in the
control regions of the 4b, 3b, and 2b categories are fitted
separately, and therefore a total of six floating normaliza-
tion factors are obtained. However, the value of αtt̄ in the 4b
region is fixed to 1, since the fit is insensitive to the tt̄ MC
normalization with the available dataset and therefore
cannot constrain it. The results of these normalization fits
are summarized in Table III. It is assumed that these values
of μMJ and αtt̄ are also applicable in the VR and SR;
potential deviations from this assumption are accounted for
by systematic uncertainties. The fact that μMJ ≪ 1 implies
that the background is much larger in the low-tag categories
than in the high-tag categories. As a result, any potential
bias in the high-tag background estimate due to signal
contamination in the low-tag categories is much smaller
than the signal contribution itself in the high-tag regions.
For 3b and 2b, a kinematic reweighting procedure is

applied to each corresponding low-tag category, analogous
to the resolved channel. For the 4b category, no kinematic
reweighting is applied. This is because the effect of
mismodelings due to b-tagging is small compared to the
size of statistical uncertainties in this category. Instead of an
NN for constructing the reweighting function, an iterative
spline method based on the one used in Ref. [7] is
implemented here.
The difference between these low-tag and high-tag

regions is that the low-tag events have an untagged H
candidate (no b-tagged track jets), while high-tag events
instead have a tagged H candidate (exactly one b-tagged
track jet, since only the 3b and 2b categories are considered
here). Therefore, the reweighting applied to low-tag events
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FIG. 9. Cumulative signal acceptance times efficiency as a function of the resonance mass for various selection steps in the boosted
channel. The steps up to the b-tag categorization are shown for (a) the spin-0 and (b) the spin-2 signal models. The efficiencies of the
three b-tag categories are shown for (c) the spin-0 and (d) the spin-2 scenarios; this efficiency is obtained after the other selection steps
including the SR definition. The signal efficiency in the 4b region has a maximum around 1.5 TeV. Above that value the track jets start
to merge together, and for the highest resonance masses the 2b category becomes the most efficient.
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FIG. 10. Reconstructed mass distributions of the leading H candidate for the data (dots) and the background model (stacked
histograms) in the (a) 2b, (b) 3b, and (c) 4b control regions. The error bars on the data points represent the Poisson uncertainties
corresponding to their event yields. The statistical uncertainty of the background model is represented by the gray band. This distribution
is used to normalize the multijet and tt̄ background components. The enhanced event rates at low and high masses are due to the
geometry of the CR. The bottom panel shows the difference between the data and the background model, normalized to the
background model.
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is based on their untagged H candidates, with the aim of
matching the kinematics of the tagged H candidates in
high-tag events. This reweighting is derived purely in the
low-tag regions; the tagged H candidates in the 1b − 1f
category are used to define the target.
The following kinematic distributions are used to con-

struct the reweighting, for which leading and subleading
refer to an ordering in pT:
(1) pT of the H candidate,
(2) pT of the chosen track-jet,
(3) η of the chosen track-jet, and
(4) ΔR between the leading and subleading track-jets

(for H candidates with at least two track-jets).
The “chosen” track jet is the b-tagged one for tagged H

candidates and a random one for untaggedH candidates. In
tagged H candidates with two track-jets, the leading and
subleading track jets have roughly equal probabilities to be
the b-tagged one, so this random selection does not
introduce a significant bias. Separate distributions are
constructed for leading and subleading H candidates, as
well as for leading and subleading track jets.
At each iteration i, cubic splines are fitted to the ratios of

tagged to untagged distributions, and the weights are
updated according to

wiðx⃗Þ ¼ wi−1ðx⃗Þ ×
$"Y

j

fijðxjÞ − 1

#
× ri þ 1

%
;

where j indexes the different reweighting variables xj, fij
denotes the spline functions, and the “learning rate” ri
controls how much the weight can change with each
iteration. This is set to ri ¼ 1 − 0.5i, and ten iterations
are used, after which convergence is observed. Suppressing
the learning rate for early iterations is intended to avoid
instabilities. This reweighting function is applied to the
low-tag data sample which contains multijet and tt̄ events.
In order to obtain the multijet model, the tt̄ contribution is
subtracted from data, and for that purpose the tt̄ events in
the low-tag regions are therefore also reweighted. The tt̄
distributions in the high-tag regions are not reweighted.
In order to reduce the effect of statistical fluctuations in

the background at high mðHHÞ, the following function is
fitted to the reweighted multijet and tt̄ distributions for
mðHHÞ ≥ 1200 GeV,

fðxÞ ¼ e−p0

x2
ð1 − xÞp1−p2 ln x; ð2Þ

where the pi are dimensionless free parameters and
x≡mðHHÞ=

ffiffiffi
s

p
. This function and similar ones have been

used to fit falling dijet and multijet spectra in similar
analyses (e.g., Refs. [7,87]). The results of these smoothing
fits for the multijet background model are shown in Fig. 11.
Due to the small number of events in the 4b category, the
shape of the tt̄ distribution in this region is taken from the
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FIG. 11. Smoothing fit (solid line) applied to the HH invariant mass spectrum of the multijet background estimate (dots with error
bars) in the (a) 2b, (b) 3b, and (c) 4b signal regions. The effects of the fit function parameter eigenvariations (dashed and dashed-dotted
lines) are also shown, indicating the effective statistical uncertainties. The bottom panel shows the difference between the unsmoothed
and smoothed multijet background estimates, normalized to the smoothed estimate.

TABLE III. Best-fit values for μMJ and αtt̄, with their statistical uncertainties. The linear correlation coefficient between the two
parameters is also given. The value of αtt̄ in the 4b region is fixed to 1, since the data are unable to constrain it significantly.

Region 2b 3b 4b

μMJ 0.05435( 0.00056 0.1204( 0.0023 0.0272( 0.0015
αtt̄ 0.863( 0.011 0.786( 0.042 1
Correlation −0.74 −0.74 0
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3b category and scaled to the yield in the 4b category. This
is found to be consistent with the shape in the 4b category
within statistical uncertainties.
The background model outside the region where it is

derived is checked using the VR, as shown in Fig. 12. Good
agreement between the background model and the data in
the VR is observed; residual differences between the CR
and VR are used to estimate a systematic uncertainty as
described in Sec. VI C.

C. Systematic uncertainties

The boosted channel is generally limited by statistical
uncertainties, especially for higher resonance masses.
Systematic uncertainties in the background and hypoth-
esized signals are nonetheless fully accounted for and
described here.
The uncertainty in the data-driven background estimate

is split into three normalization components and five shape
components. Each of these components is evaluated sep-
arately for the tt̄ background (from simulation) and the
multijet background.
The first normalization component is associated with the

assumption that the normalization factor μMJ derived in the
CR is also applicable in the SR. To evaluate this uncertainty,
a Gaussian process technique [88] is used to interpolate the
multijet contribution in the SR. First, a fit is performedon the
two-dimensional mðH1Þ–mðH2Þ distribution, with the SR
data removed, to determine the parameters for a Gaussian
two-point correlation function in each of the low-tag and
high-tag regions. The correlation scales are optimized as part
of the fit and are found to be >100 GeV in all cases, so the
interpolation is able to smoothly fit across the SR. Second,
the resulting correlation function is used to construct an
estimate for all points in the mðH1Þ–mðH2Þ plane. Event
yields in each region, in particular the SR, are determined

from this result. The uncertainty is finally defined as the
difference of high-tag to low-tag yield ratio between the SR
and theCR. This is applied only to themultijet component of
the background; the tt̄ estimate fromMC is subtracted from
the data when deriving it.
The second normalization component is associated with

the choice of control region. The suitability of this choice is
validated by comparing the background model with data
in signal-depleted regions; however, a small dependence
of the background estimate on this choice remains. This
is accounted for by defining slightly different CRs
and rederiving the background model from each of them.
The largest difference between any of these and the
nominal background model is taken as a normalization
uncertainty. The alternative CRs are defined by raising or
lowering the values of mðH1Þ and mðH2Þ by 3 GeV
(independently, for four variations). Additional variations
are defined by increasing or decreasing the value of the
RCR
HH requirement by 3 GeV while applying the opposite

change to the RVR
HH requirement, effectively making the CR

thicker or thinner in themðH1Þ–mðH2Þ plane. In all cases, a
veto on the SR is maintained. This procedure results in
uncertainties of 0.9%, 1.6%, and 6.0% for the 2b, 3b, and
4b regions, respectively.
The third component of the background normalization

uncertainty is associated with the statistical uncertainty of
the normalization fit. The best-fit values of μMJ and αtt̄ are
varied along the eigenvectors of their covariance matrix.
The varied values are propagated through the background
estimation procedure to evaluate the resulting effect. Since
αtt̄ is fixed to a value of 1 for the 4b category, only one
variation is performed in that case, corresponding to μMJ.
This variation changes the normalizations of the individual
background components, resulting in different total back-
ground shapes.
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FIG. 12. Comparison of the background model (stacked histograms) with data (dots) in the (a) 2b, (b) 3b, and (c) 4b validation
regions. The error bars on the data points represent the Poisson uncertainties corresponding to their event yields. The background
uncertainty (gray band) is computed by adding all individual components in quadrature and is not allowed to extend below zero. The
bottom panel shows the difference between the data and the background model, normalized to the background model.
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The first component of the background shape uncertainty
comes from the limited sample size used to fit the
smoothing function in Eq. (2). This is taken into account
by an eigenvariation method using the covariance matrix of
the function parameters. Function variations are defined by
varying the best-fit parameters according to the eigenvec-
tors, scaled to the square root of the corresponding
eigenvalues. These varied functions are then treated as
components of the uncertainty in the background shape.
Three variations are used for each of the multijet and tt̄
background components.
Two further components of the shape uncertainty in the

background model are associated with choosing the fit
function that is used in Eq. (2). As the function and fit range
are arbitrary and chosen based only on empirical results
from the CR and VR, both are varied. Seven alternative
functional forms are used, based on the scheme from
Ref. [87]. The nominal fit is compared with the other
seven, and those which differ the most from the nominal
one in each direction are used to define an envelope for the
shape uncertainty. The result of this procedure is shown in
Fig. 11. The fit range is also varied by changing its upper
and lower bounds by 100 GeV in each direction. Again,
the results which differ the most from the nominal one are
used to construct an envelope, defining another shape
uncertainty. In cases where all variations fall on one side
of the nominal result, an envelope is constructed by
symmetrization.
The fourth component of the shape uncertainty is the

“residual” one, associated with shape differences between
the CR and SR. This is associated only with the multijet
background, as direct simulation of the SR is used for the tt̄
background shape. This uncertainty is evaluated by com-
paring the multijet background model with the data in the
VR, after subtracting the tt̄ component determined from
simulation. Since the events in the VR are kinematically
closer to the SR than events in the CR are, this comparison
of the background models covers residual mismodeling
connected to the extrapolation over the regions. The
multijet models agree within statistical uncertainties for
the 3b and 4b regions, so this uncertainty is only derived for
2b events. The shape of the uncertainty is defined as the
ratio of the multijet background model to the tt̄-subtracted
VR data. Empty bins and bins with relative statistical
uncertainty over 50% are discarded to suppress unphysical
effects from statistical fluctuations, and the remainder are
smoothed and symmetrized to obtain the final shape.
The fifth component of the shape uncertainty is asso-

ciated with the nonclosure of the background estimation
method itself. This is evaluated by running the full back-
ground estimation procedure on multijet MC simulation.
The reweighting is derived in the CR and applied to the
low-tag events in both the VR and SR, which are summed
into a single region for the purpose of evaluating this
uncertainty. The ratio of the resulting estimate to the actual

MC prediction in that summed region is determined as a
function of mðHHÞ. A linear function is fitted to this set of
ratios in each high-tag category, in order to mitigate the
effects of statistical fluctuations. The result is then sym-
metrized to form an envelope, which defines this compo-
nent of the shape uncertainty. It is applied only to the
multijet component of the background. For 2b and 3b
categories, the relative size of this uncertainty is 5% or less
for mðHHÞ < 2 TeV, ranging up to about 15% for the
largest values of mðHHÞ. For the 4b category, the relative
size of this uncertainty is less than 15% over the whole
mðHHÞ range.
Several experimental uncertainties are considered. These

affect only the signal and tt̄ background models directly, as
the multijet background is estimated from data alone.
However, they have indirect effects on the multijet back-
ground model due to the tt̄ subtraction applied in the data-
driven procedure. These are accounted for by propagating
the corresponding variations through the background esti-
mation procedure. Uncertainties in the jet energy and mass
scales and resolutions are treated according to the pre-
scriptions in Refs. [89,90]. Uncertainties in the b-tagging
efficiency are treated according to the prescription in
Ref. [30]; this follows exactly the same procedure as in
the resolved channel. Unlike in the resolved channel, no
trigger efficiency uncertainties are required; no b-tagging is
done at trigger level and the jet pT requirement is high
enough that the triggers are fully efficient. As in the
resolved channel, the uncertainty in the total integrated
luminosity is 1.7% [84], obtained using the LUCID-2
detector [85].
Theory uncertainties in the tt̄ background model are

evaluated for the matrix element and parton shower parts of
the calculation. Matrix element uncertainties are computed
by raising and lowering the factorization and renormaliza-
tion scales by a factor of two. The Powheg damping
parameter hdamp is also varied upwards by a factor of
two. Additionally, a comparison with an alternative matrix
element generator, MadGraph5_aMC@NLO2.6.0, is performed
and the difference is taken as an uncertainty component.
Uncertainties in the initial-state and final-state radiation
modeling are evaluated using both scale variations and
eigenvariations of the A14 tune [50]. Parton shower
uncertainties are obtained by generating alternative samples
which are showered using HERWIG7.1.3 instead of
PYTHIA8.230 and taking the difference between the resulting
mðHHÞ distributions. The effects of PDF uncertainties are
evaluated by comparing the nominal mðHHÞ distribution
with those obtained from a set of 100 weight variations, but
are found to be much smaller than the statistical uncertainty
and are therefore neglected.
Theory uncertainties in the signal models are evaluated

using exactly the same method as for the resolved channel.
Here, the parton shower and underlying event are found to
have a 10% effect on the signal acceptance, independently
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of the resonance mass. Uncertainties in the matrix element
calculation are again found to be negligible, and are not
included in the statistical interpretation.

D. Results

The mðHHÞ distributions for data and the estimated
background are shown in Fig. 13 for the three categories.
The data agree well with the background and no significant

excess is observed. The numbers of events for data, back-
ground, and several signal hypotheses are presented in
Tables IV and V. These event yields are integrated over a
set of mðHHÞ bins containing approximately 90% of the
signal in each case. These windows are defined such that
their first and last bins contain the 5th and 95th percentile of
the distribution, respectively. This range is larger for the
spin-2 signal because the benchmarkmodel predicts a wider
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FIG. 13. The mðHHÞ distributions in the boosted (a) 2b, (b) 3b, and (c) 4b signal regions (dots), after the fit under the background-
only hypothesis. The error bars on the data points represent the Poisson uncertainties corresponding to their event yields. The
background model (stacked histogram) is shown with its total post-fit uncertainty (gray band). The uncertainty bands are defined using
an ensemble of curves constructed by sampling a multivariate Gaussian probability density function built from the covariance matrix of
the fit. Representative spin-0 signal hypotheses (dashed and dashed-dotted lines) are overlaid, normalized to the overall expected limits
on their cross sections. The bottom panel shows the difference between the data and the background model, normalized to the
background model. No significant excess of data relative to the SM background is observed.
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resonance. The statistical interpretation of the data is
discussed in Sec. VII.

VII. COMBINED RESULTS AND
INTERPRETATIONS

For each signal model, the hypothesis of the presence of
a signal is tested using a profile likelihood ratio [91]. The
likelihood fit is carried out in bins of corrected mðHHÞ for
the resolved channel and in bins of mðHHÞ for the boosted
channel. In the resolved channel, data from 2016, 2017, and
2018 are included separately in a simultaneous fit. In the
boosted channel, data from the 2b, 3b, and 4b signal
regions are included separately in a simultaneous fit. The
relative contribution of each b-tagging category to the
sensitivity varies significantly with the resonance mass.
At very high masses, the track-jets associated with one
Higgs boson candidate tend to be highly boosted and are
often not reconstructed as individual jets. Therefore, the 4b
category is used only for signal hypotheses with

mðX=G#
KKÞ ≤ 3 TeV, and the 2b category is used only

for signal hypotheses with mðX=G#
KKÞ ≥ 2 TeV. For res-

onance masses in the range 900 GeV–1.5 TeV, the
resolved and boosted channels are fitted simultaneously.
The likelihood function used to construct the test statistic

has a standard form, consisting of a product of Poisson
distributions for the yields in each bin and constraint
functions for nuisance parameters describing systematic
uncertainties. For uncertainties due to the limited sample
size in data or MC simulation, the constraint is a Poisson
distribution. For all other systematic uncertainties, the
constraint is a Gaussian distribution. Any systematic
uncertainty which is treated as uncorrelated between differ-
ent regions or bins has a separate independent nuisance
parameter for each of them. Uncertainties in the luminosity
and signal modeling are treated as fully correlated between
the resolved and boosted channels. All other uncertainties
in the background model are treated as uncorrelated
between the resolved and boosted channels. The statistical
model is implemented using HistFactory [92].

TABLE IV. Boosted signal region data, estimated background, and signal event yields inmðHHÞ windows containing roughly 90% of
each signal, for representative spin-0 mass hypotheses. The signal is normalized to the overall expected limit on its cross section; its
uncertainties are evaluated by adding all individual components in quadrature. The background yields and uncertainties are evaluated
after a background-only fit to the data. The 4b category is not used for mðXÞ > 3 TeV and the 2b category is not used for
mðXÞ < 2 TeV.

mðXÞ [GeV] Category mðHHÞ range [GeV] Data Background model Spin-0 signal model

1000 3b [900, 1200] 1076 1109( 28 11.2( 2.0
4b [900, 1200] 62 58.4( 5.8 3.85( 0.67

2000 2b [1800, 2200] 77 77.8( 3.5 2.69( 0.92
3b [1800, 2200] 14 11.47( 0.76 5.2( 1.6
4b [1800, 2200] 2 0.76( 0.11 2.5( 1.1

3000 2b [2600, 3200] 7 5.78( 0.45 2.01( 0.84
3b [2600, 3200] 0 0.61( 0.16 2.37( 0.76
4b [2600, 3200] 0 0.042( 0.055 0.72( 0.35

5000 2b [4100,5200] 0 0.65( 0.23 2.5( 1.1
3b [4200,5200] 0 0.012( 0.034 1.09( 0.29

TABLE V. Boosted signal region data, estimated background, and signal event yields in mðHHÞ windows containing roughly 90% of
each signal, for representative spin-2 mass hypotheses. The signal is normalized to the overall expected limit on its cross section; its
uncertainties are evaluated by adding all individual components in quadrature. The background yields and uncertainties are evaluated
after a background-only fit to the data. The 4b category is not used for mðG#

KKÞ > 3 TeV and the 2b category is not used for
mðG#

KKÞ < 2 TeV.

mðG#
KKÞ [GeV] Category mðHHÞ range [GeV] Data Background model Spin-2 signal model

1000 3b [900, 1400] 1282 1298( 29 12.0( 2.1
4b [900, 1500] 72 71.0( 6.9 4.14( 0.80

2000 2b [1600, 2400] 223 221.0( 8.4 3.7( 1.2
3b [1600, 2300] 38 33.5( 1.7 7.1( 2.1
4b [1600, 2300] 3 2.15( 0.26 3.2( 1.3

3000 2b [2300, 3400] 19 16.5( 1.2 2.44( 0.93
3b [2200, 3300] 3 2.81( 0.42 2.79( 0.78
4b [1900, 3300] 1 0.63( 0.17 0.82( 0.39

5000 2b [2400, 5300] 18 13.6( 1.1 3.5( 1.4
3b [1600, 5200] 41 35.5( 1.9 2.06( 0.54
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The global significance is evaluated according to the
procedure detailed in Ref. [93]. Pseudoexperiments are
generated from the background-only model that was fitted
to data, and used to construct a local p-value distribution as
a function of the resonance mass. The number of level
crossings below a reference level of p ¼ 0.5 is used
together with the local p-value to compute a global p-
value. The most significant excess is found for a signal
mass of 1100 GeV. The local significance of this excess is
2.3σ for the spin-0 signal model and 2.5σ for the spin-2

signal model. Its global significance is 0.4σ for the spin-0
signal model and 0.8σ for the spin-2 signal model.
Upper limits on the cross section of resonant Higgs

boson pair production via gluon–gluon fusion ðσggFÞ are set
in each of the benchmark models. These are based on the
CL(_s) method [94], where a cross-section value is con-
sidered excluded at the 95% confidence level (C.L.) when
CL(_s) is less than 0.05. For signal masses up to 3 TeV, the
limits are computed using asymptotic formulae [91]. At
higher masses, the asymptotic approximation is inaccurate,
so the limits are instead computed by sampling pseudoex-
periments. The results are shown in Fig. 14. The theoretical
prediction for the bulk RS model with k=M̄Pl ¼ 1 is also
shown; this is taken from Ref. [28]. This model is excluded
for masses between 298 GeV and 1460 GeV. The expected
mass exclusion range is from 304 GeV to 1740 GeV. The
difference between the limits on the spin-0 and spin-2
signal models at low mass is primarily due to the fact that
the spin-2 model predicts a much broader correctedmðHHÞ
distribution. In particular, the spin-2 signals with masses
below 300 GeV are sensitive to a small deficit in the data
between 350 GeV and 400 GeV, while the spin-0 signals
with masses below 300 GeV are not.
The impacts of the most important systematic uncer-

tainties are shown in Table VI. In order to compute these
numbers, the limit-setting procedure is repeated, but with
the nuisance parameters in question held fixed to their best-
fit values instead of being allowed to vary within an
uncertainty. The resulting expected limit is an approxima-
tion of how much the sensitivity of the search would be
improved if the “true values” of those parameters were
known exactly. Uncertainties originating from the limited
sample size in any data region are not considered
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(b)
FIG. 14. Expected (dashed black lines) and observed (solid
black lines) 95% C.L. upper limits on the cross section of
resonant HH production in the (a) spin-0 and (b) spin-2 signal
models. The (1σ and (2σ uncertainty ranges for the expected
limits (colored bands) are shown. Expected limits using each of
the resolved and boosted channels individually (dashed colored
lines) are shown. The theoretical prediction for the bulk RS model
with k=M̄Pl ¼ 1 [28] (solid red line) is shown; the decrease below
350 GeV is due to a sharp reduction in theG#

KK → HH branching
ratio. The nominal H → bb̄ branching ratio is taken as 0.582.

TABLE VI. Impacts of the main systematic uncertainties on the
expected 95% C.L. upper limits on the signal cross section for
four illustrative values of mðXÞ. These are defined as the relative
decrease in the expected limit when each relevant nuisance
parameter is held fixed to its best-fit value instead of being
assigned an uncertainty. The spin-0 signal model is used here.

Uncertainty
category

Relative impact [%]

280 GeV 600 GeV 1600 GeV 4000 GeV

Background
mðHHÞ shape

12.5 8.7 1.1 1.0

Jet momentum/
mass scale

0.6 0.1 1.2 1.7

Jet momentum/
mass resolution

2.1 1.5 7.1 7.8

b-tagging calibration 0.7 0.4 2.1 7.0
Theory (signal) 0.6 0.6 1.4 1.2
Theory
(tt̄ background)

N=A N=A 0.5 0.2

All systematic
uncertainties

15.9 10.9 13.4 15.6
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“systematic” for the purposes of this evaluation, and no
corresponding fit parameters are held fixed. For all signal
mass hypotheses, statistical uncertainties are dominant. At
low masses, uncertainties in the shape of the background
mðHHÞ distribution from the data-driven estimate also
contribute significantly. These uncertainties get consider-
ably constrained (typically by a factor of 2–3) by the fit.
Detector and theoretical uncertainties have only a very
small impact on the sensitivity of the search.

VIII. CONCLUSION

A search for resonant pair production of Higgs bosons in
the bb̄bb̄ final state was carried out using up to 139 fb−1 of
LHC pp collision data collected by the ATLAS detector atffiffiffi
s

p
¼ 13 TeV. Results are reported for the resolved chan-

nel, where each b̄ pair is reconstructed as two separate
small-R jets, and the boosted channel, where each b̄ pair is
reconstructed as a single large-R jet. The sensitivity of this
analysis is improved relative to previous searches by using
more sophisticated background modeling techniques,
machine-learning methods, and variable-radius track-jets
with optimized b-tagging in addition to the full ATLAS
Run 2 dataset. The expected upper limits on the cross
section are reduced relative to the previous ATLAS search
in this final state by approximately 20% at low resonance
masses and more than 80% at high masses. This search also
covers resonance masses in the range from 3 TeV to 5 TeV
for the first time.
No significant evidence of a signal is observed. Upper

limits are set on the cross section of resonant Higgs boson
pair production for two benchmark models: a generic
narrow spin-0 resonance, and a spin-2 graviton in the
context of a bulk Randall–Sundrum model with
k=M̄Pl ¼ 1, both of which are assumed to be produced
via gluon-gluon fusion. The bulk Randall–Sundrum model
is excluded for graviton masses between 298 GeV
and 1460 GeV.

ACKNOWLEDGMENTS

We thank CERN for the very successful operation of the
LHC, as well as the support staff from our institutions
without whom ATLAS could not be operated efficiently.

We acknowledge the support of ANPCyT, Argentina;
YerPhI, Armenia; ARC, Australia; BMWFW and FWF,
Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and
FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN;
ANID, Chile; CAS, MOSTand NSFC, China; Minciencias,
Colombia; MEYS CR, Czech Republic; DNRF and
DNSRC, Denmark; IN2P3-CNRS and CEA-DRF/IRFU,
France; SRNSFG, Georgia; BMBF, HGF and MPG,
Germany; GSRI, Greece; RGC and Hong Kong SAR,
China; ISF and Benoziyo Center, Israel; INFN, Italy;
MEXT and JSPS, Japan; CNRST, Morocco; NWO,
Netherlands; RCN, Norway; MEiN, Poland; FCT,
Portugal; MNE/IFA, Romania; JINR; MES of Russia
and NRC KI, Russian Federation; MESTD, Serbia;
MSSR, Slovakia; ARRS and MIZŠ, Slovenia; DSI/NRF,
South Africa; MICINN, Spain; SRC and Wallenberg
Foundation, Sweden; SERI, SNSF and Cantons of Bern
and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey;
STFC, United Kingdom; DOE and NSF, United States of
America. In addition, individual groups and members have
received support from BCKDF, CANARIE, Compute
Canada and CRC, Canada; COST, ERC, ERDF, Horizon
2020 and Marie Skłodowska-Curie Actions, European
Union; Investissements d’Avenir Labex, Investissements
d’Avenir Idex and ANR, France; DFG and AvH
Foundation, Germany; Herakleitos, Thales and Aristeia
programmes co-financed by EU-ESF and the Greek NSRF,
Greece; BSF-NSF and GIF, Israel; Norwegian Financial
Mechanism 2014-2021, Norway; NCN and NAWA,
Poland; La Caixa Banking Foundation, CERCA
Programme Generalitat de Catalunya and PROMETEO
and GenT Programmes Generalitat Valenciana, Spain;
Göran Gustafssons Stiftelse, Sweden; The Royal Society
and Leverhulme Trust, United Kingdom. The crucial
computing support from all WLCG partners is acknowl-
edged gratefully, in particular from CERN, the ATLAS
Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark,
Norway, Sweden), CC-IN2P3 (France), KIT/GridKA
(Germany), INFN-CNAF (Italy), NL-T1 (Netherlands),
PIC (Spain), ASGC (Taiwan), RAL (UK) and BNL
(USA), the Tier-2 facilities worldwide and large non-
WLCG resource providers. Major contributors of comput-
ing resources are listed in Ref. [95].

[1] ATLAS Collaboration, Observation of a new particle in the
search for the Standard Model Higgs boson with the ATLAS
detector at the LHC, Phys. Lett. B 716, 1 (2012).

[2] CMS Collaboration, Observation of a new boson at a mass
of 125 GeV with the CMS experiment at the LHC, Phys.
Lett. B 716, 30 (2012).

[3] ATLAS Collaboration, Observation of H → bb̄ decays and
VH production with the ATLAS detector, Phys. Lett. B 786,
59 (2018).

[4] CMS Collaboration, Observation of Higgs Boson
Decay to Bottom Quarks, Phys. Rev. Lett. 121, 121801
(2018).

G. AAD et al. PHYS. REV. D 105, 092002 (2022)

092002-20

https://doi.org/10.1016/j.physletb.2012.08.020
https://doi.org/10.1016/j.physletb.2012.08.021
https://doi.org/10.1016/j.physletb.2012.08.021
https://doi.org/10.1016/j.physletb.2018.09.013
https://doi.org/10.1016/j.physletb.2018.09.013
https://doi.org/10.1103/PhysRevLett.121.121801
https://doi.org/10.1103/PhysRevLett.121.121801


[5] ATLAS Collaboration, Search for the HH → bb̄bb̄ process
via vector-boson fusion production using proton–proton
collisions at

ffiffiffi
s

p
¼ 13 TeV with the ATLAS detector,

J. High Energy Phys. 07 (2020) 108; 05 (2021) 207(E).
[6] ATLAS Collaboration, Reconstruction and identification of

boosted di-τ systems in a search for Higgs boson pairs using
13 TeV proton–proton collision data in ATLAS, J. High
Energy Phys. 11 (2020) 163.

[7] ATLAS Collaboration, Search for pair production of Higgs
bosons in the bb̄bb̄ final state using proton–proton colli-
sions at

ffiffiffi
s

p
¼ 13 TeV with the ATLAS detector, J. High

Energy Phys. 01 (2019) 030.
[8] ATLAS Collaboration, Search for Higgs boson pair pro-

duction in the γγbb̄ final state with 13 TeV pp collision data
collected by the ATLAS experiment, J. High Energy Phys.
11 (2018) 040.

[9] ATLAS Collaboration, Search for Resonant and Nonreso-
nant Higgs Boson Pair Production in the bb̄τþτ− Decay
Channel in pp Collisions at

ffiffiffi
s

p
¼ 13 TeV with the ATLAS

Detector, Phys. Rev. Lett. 121, 191801 (2018); 122, 089901
(E) (2019).

[10] ATLAS Collaboration, Search for Higgs boson pair pro-
duction in the bb̄WW# decay mode at

ffiffiffi
s

p
¼ 13 TeV with

the ATLAS detector, J. High Energy Phys. 04 (2019) 092.
[11] ATLAS Collaboration, Search for Higgs boson pair pro-

duction in the WWð#ÞWWð#Þ decay channel using ATLAS
data recorded at

ffiffiffi
s

p
¼ 13 TeV, J. High Energy Phys. 05

(2019) 124.
[12] ATLAS Collaboration, Search for Higgs boson pair pro-

duction in the γγWW# channel using pp collision data
recorded at

ffiffiffi
s

p
¼ 13 TeV with the ATLAS detector, Eur.

Phys. J. C 78, 1007 (2018).
[13] ATLAS Collaboration, Combination of searches for Higgs

boson pairs in pp collisions at
ffiffiffi
s

p
¼ 13 TeV with the

ATLAS detector, Phys. Lett. B 800, 135103 (2020).
[14] CMS Collaboration, Search for resonant pair production of

Higgs bosons decaying to bottom quark-antiquark pairs in
proton–proton collisions at 13 TeV, J. High Energy Phys. 08
(2018) 152.

[15] CMS Collaboration, Search for Higgs boson pair production
in the γγbb̄ final state in pp collisions at

ffiffiffi
s

p
¼ 13 TeV,

Phys. Lett. B 788, 7 (2019).
[16] CMS Collaboration, Search for Higgs boson pair production

in events with two bottom quarks and two tau leptons in
proton–proton collisions at

ffiffiffi
s

p
¼ 13 TeV, Phys. Lett. B

778, 101 (2018).
[17] CMS Collaboration, Search for resonant and nonresonant

Higgs boson pair production in the bb̄lνlν final state in
proton–proton collisions at

ffiffiffi
s

p
¼ 13 TeV, J. High Energy

Phys. 01 (2018) 054.
[18] CMS Collaboration, Search for resonant pair production of

Higgs bosons in the bbZZ channel in proton–proton
collisions at

ffiffiffi
s

p
¼ 13 TeV, Phys. Rev. D 102, 032003

(2020).
[19] CMS Collaboration, Combination of Searches for Higgs

Boson Pair Production in Proton–Proton Collisions atffiffiffi
s

p
¼ 13 TeV, Phys. Rev. Lett. 122, 121803 (2019).

[20] CMS Collaboration, Search for a heavy Higgs boson
decaying into two lighter Higgs bosons in the ττbb final
state at 13 TeV, J. High Energy Phys. 11 (2021) 057.

[21] CMS Collaboration, Search for heavy resonances decaying
to a pair of Lorentz-boosted Higgs bosons in final states
with leptons and a bottom quark pair at

ffiffiffi
s

p
¼ 13 TeV,

arXiv:2112.03161.
[22] G. Branco, P. M. Ferreira, L. Lavoura, M. N. Rebelo, M.

Sher, and J. P. Silva, Theory and phenomenology of two-
Higgs-doublet models, Phys. Rep. 516, 1 (2012).

[23] A. Djouadi and J. Quevillon, The MSSM Higgs sector at a
high MSUSY: reopening the low tan β regime and heavy
Higgs searches, J. High Energy Phys. 10 (2013) 028.

[24] A. Djouadi, L. Maiani, G. Moreau, A. Polosa, J. Quevillon,
and V. Riquer, The post-Higgs MSSM scenario: Habemus
MSSM?, Eur. Phys. J. C 73, 2650 (2013).

[25] L. Randall and R. Sundrum, Large Mass Hierarchy from a
Small Extra Dimension, Phys. Rev. Lett. 83, 3370 (1999).

[26] K. Agashe, H. Davoudiasl, G. Perez, and A. Soni, Warped
gravitons at the CERN LHC and beyond, Phys. Rev. D 76,
036006 (2007).

[27] A. Fitzpatrick, J. Kaplan, L. Randall, and L.-T. Wang,
Searching for the Kaluza-Klein graviton in bulk RS models,
J. High Energy Phys. 09 (2007) 013.

[28] A. Carvalho, Gravity particles from Warped Extra Dimen-
sions, predictions for LHC, arXiv:1404.0102.

[29] D. de Florian et al., Handbook of LHC Higgs Cross
Sections: 4. Deciphering the Nature of the Higgs Sector
(2016), 10.23731/CYRM-2017-002.

[30] ATLAS Collaboration, ATLAS b-jet identification perfor-
mance and efficiency measurement with tt̄ events in
pp collisions at

ffiffiffi
s

p
¼ 13 TeV, Eur. Phys. J. C 79, 970

(2019).
[31] ATLAS Collaboration, Optimisation and performance stud-

ies of the ATLAS b-tagging algorithms for the 2017-18
LHC run, Report No. ATL-PHYS-PUB-2017-013, 2017,
https://cds.cern.ch/record/2273281.

[32] ATLAS Collaboration, The ATLAS experiment at the
CERN large hadron collider, J. Instrum. 3, S08003 (2008).

[33] ATLAS Collaboration, ATLAS insertable B-layer: Techni-
cal design report, Report No. ATLAS-TDR-19; Report
No. CERN-LHCC-2010-013, 2010, https://cds.cern.ch/
record/1291633; Addendum: Report No. ATLAS-TDR-
19-ADD-1; Report No. CERN-LHCC-2012-009, 2012,
https://cds.cern.ch/record/1451888.

[34] B. Abbott et al., Production and integration of the ATLAS
insertable B-layer, J. Instrum. 13, T05008 (2018).

[35] ATLAS Collaboration, Performance of the ATLAS trigger
system in 2015, Eur. Phys. J. C 77, 317 (2017).

[36] ATLAS Collaboration, The ATLAS Collaboration software
and firmware, Report No. ATL-SOFT-PUB-2021-001, 2021,
https://cds.cern.ch/record/2767187.

[37] ATLAS Collaboration, ATLAS data quality operations and
performance for 2015–2018 data-taking, J. Instrum. 15,
P04003 (2020).

[38] M. Cacciari, G. P. Salam, and G. Soyez, The anti-kt
jet clustering algorithm, J. High Energy Phys. 04 (2008)
063.

[39] M. Cacciari, G. P. Salam, and G. Soyez, FastJet user manual,
Eur. Phys. J. C 72, 1896 (2012).

[40] ATLAS Collaboration, Configuration and performance of
the ATLAS b-jet triggers in Run 2, Eur. Phys. J. C 81, 1087
(2021).

SEARCH FOR RESONANT PAIR PRODUCTION OF HIGGS … PHYS. REV. D 105, 092002 (2022)

092002-21

https://doi.org/10.1007/JHEP07(2020)108
https://doi.org/10.1007/JHEP05(2021)207
https://doi.org/10.1007/JHEP11(2020)163
https://doi.org/10.1007/JHEP11(2020)163
https://doi.org/10.1007/JHEP01(2019)030
https://doi.org/10.1007/JHEP01(2019)030
https://doi.org/10.1007/JHEP11(2018)040
https://doi.org/10.1007/JHEP11(2018)040
https://doi.org/10.1103/PhysRevLett.121.191801
https://doi.org/10.1103/PhysRevLett.122.089901
https://doi.org/10.1103/PhysRevLett.122.089901
https://doi.org/10.1007/JHEP04(2019)092
https://doi.org/10.1007/JHEP05(2019)124
https://doi.org/10.1007/JHEP05(2019)124
https://doi.org/10.1140/epjc/s10052-018-6457-x
https://doi.org/10.1140/epjc/s10052-018-6457-x
https://doi.org/10.1016/j.physletb.2019.135103
https://doi.org/10.1007/JHEP08(2018)152
https://doi.org/10.1007/JHEP08(2018)152
https://doi.org/10.1016/j.physletb.2018.10.056
https://doi.org/10.1016/j.physletb.2018.01.001
https://doi.org/10.1016/j.physletb.2018.01.001
https://doi.org/10.1007/JHEP01(2018)054
https://doi.org/10.1007/JHEP01(2018)054
https://doi.org/10.1103/PhysRevD.102.032003
https://doi.org/10.1103/PhysRevD.102.032003
https://doi.org/10.1103/PhysRevLett.122.121803
https://doi.org/10.1007/JHEP11(2021)057
https://arXiv.org/abs/2112.03161
https://doi.org/10.1016/j.physrep.2012.02.002
https://doi.org/10.1007/JHEP10(2013)028
https://doi.org/10.1140/epjc/s10052-013-2650-0
https://doi.org/10.1103/PhysRevLett.83.3370
https://doi.org/10.1103/PhysRevD.76.036006
https://doi.org/10.1103/PhysRevD.76.036006
https://doi.org/10.1088/1126-6708/2007/09/013
https://arXiv.org/abs/1404.0102
https://doi.org/10.23731/CYRM-2017-002
https://doi.org/10.1140/epjc/s10052-019-7450-8
https://doi.org/10.1140/epjc/s10052-019-7450-8
https://cds.cern.ch/record/2273281
https://cds.cern.ch/record/2273281
https://cds.cern.ch/record/2273281
https://doi.org/10.1088/1748-0221/3/08/S08003
https://cds.cern.ch/record/1291633
https://cds.cern.ch/record/1291633
https://cds.cern.ch/record/1291633
https://cds.cern.ch/record/1291633
https://cds.cern.ch/record/1451888
https://doi.org/10.1088/1748-0221/13/05/T05008
https://doi.org/10.1140/epjc/s10052-017-4852-3
https://cds.cern.ch/record/2767187
https://cds.cern.ch/record/2767187
https://cds.cern.ch/record/2767187
https://doi.org/10.1088/1748-0221/15/04/P04003
https://doi.org/10.1088/1748-0221/15/04/P04003
https://doi.org/10.1088/1126-6708/2008/04/063
https://doi.org/10.1088/1126-6708/2008/04/063
https://doi.org/10.1140/epjc/s10052-012-1896-2
https://doi.org/10.1140/epjc/s10052-021-09775-5
https://doi.org/10.1140/epjc/s10052-021-09775-5


[41] S. Agostinelli et al. (GEANT4 Collaboration), GEANT4—a
simulation toolkit, Nucl. Instrum. Methods Phys. Res., Sect.
A 506, 250 (2003).

[42] ATLAS Collaboration, The ATLAS simulation infrastruc-
ture, Eur. Phys. J. C 70, 823 (2010).

[43] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, O.
Mattelaer, H.-S. Shao, T. Stelzer, P. Torrielli, and M. Zaro,
The automated computation of tree-level and next-to-lead-
ing order differential cross sections, and their matching to
parton shower simulations, J. High Energy Phys. 07 (2014)
079.

[44] R. D. Ball et al., Parton distributions with LHC data, Nucl.
Phys. B867, 244 (2013).

[45] M. Baak, S. Gadatsch, R. Harrington, and W. Verkerke,
Interpolation between multi-dimensional histograms using a
new non-linear moment morphing method, Nucl. Instrum.
Methods Phys. Res., Sect. A 771, 39 (2015).

[46] J. Bellm et al., HERWIG7.1 release note, arXiv:1705.06919.
[47] L. A. Harland-Lang, A. D. Martin, P. Motylinski, and R. S.

Thorne, Parton distributions in the LHC era: MMHT 2014
PDFs, Eur. Phys. J. C 75, 204 (2015).

[48] D. J. Lange, The EvtGen particle decay simulation package,
Nucl. Instrum.Methods Phys. Res., Sect. A 462, 152 (2001).

[49] T. Sjöstrand, S. Ask, J. R. Christiansen, R. Corke, N. Desai,
P. Ilten, S. Mrenna, S. Prestel, C. O. Rasmussen, and P. Z.
Skands, An introduction to PYTHIA8.2, Comput. Phys.
Commun. 191, 159 (2015).

[50] ATLAS Collaboration, ATLAS PYTHIA8 tunes to 7 TeV
data, Report No. ATL-PHYS-PUB-2014-021, 2014, https://
cds.cern.ch/record/1966419.

[51] P. Nason, A new method for combining NLO QCD with
shower Monte Carlo algorithms, J. High Energy Phys. 11
(2004) 040.

[52] S. Frixione, P. Nason, and C. Oleari, Matching NLO QCD
computations with parton shower simulations: The Powheg
method, J. High Energy Phys. 11 (2007) 070.

[53] S. Alioli, P. Nason, C. Oleari, and E. Re, A general
framework for implementing NLO calculations in shower
Monte Carlo programs: The POWHEG BOX, J. High
Energy Phys. 06 (2010) 043.

[54] J. M. Campbell, R. K. Ellis, P. Nason, and E. Re, Top-pair
production and decay at NLO matched with parton showers,
J. High Energy Phys. 04 (2015) 114.

[55] R. D. Ball et al., Parton distributions for the LHC run II,
J. High Energy Phys. 04 (2015) 040.

[56] M. Czakon and A. Mitov, Top++: A program for the
calculation of the top-pair cross-section at hadron colliders,
Comput. Phys. Commun. 185, 2930 (2014).

[57] ATLAS Collaboration, Improvements in tt̄ modelling using
NLOþ PS Monte Carlo generators for Run 2, Report
No. ATL-PHYS-PUB-2018-009, 2018, https://cds.cern.ch/
record/2630327.

[58] ATLAS Collaboration, The PYTHIA8 A3 tune description of
ATLAS minimum bias and inelastic measurements incor-
porating the Donnachie–Landshoff diffractive model, Re-
port No. ATL-PHYS-PUB-2016-017, 2016, https://cds.cern
.ch/record/2206965.

[59] ATLAS Collaboration, Reconstruction of primary vertices
at the ATLAS experiment in Run 1 proton–proton collisions
at the LHC, Eur. Phys. J. C 77, 332 (2017).

[60] ATLAS Collaboration, Jet reconstruction and performance
using particle flow with the ATLAS Detector, Eur. Phys. J.
C 77, 466 (2017).

[61] ATLAS Collaboration, Jet energy scale and resolution
measured in proton–proton collisions at

ffiffiffi
s

p
¼ 13 TeV with

the ATLAS detector, Eur. Phys. J. C 81, 689 (2020).
[62] ATLAS Collaboration, Performance of pile-up mitigation

techniques for jets in pp collisions at
ffiffiffi
s

p
¼ 8 TeV using the

ATLAS detector, Eur. Phys. J. C 76, 581 (2016).
[63] ATLAS Collaboration, Topological cell clustering in the

ATLAS calorimeters and its performance in LHC Run 1,
Eur. Phys. J. C 77, 490 (2017).

[64] ATLAS Collaboration, Selection of jets produced in 13 TeV
proton–proton collisions with the ATLAS detector, Report
No. ATLAS-CONF-2015-029, 2015, https://cds.cern.ch/
record/2037702.

[65] ATLAS Collaboration, Jet energy measurement with the
ATLAS detector in proton–proton collisions atffiffiffi
s

p
¼ 7 TeV, Eur. Phys. J. C 73, 2304 (2013).

[66] D. Krohn, J. Thaler, and L.-T. Wang, Jet trimming, J. High
Energy Phys. 02 (2010) 084.

[67] S. D. Ellis and D. E. Soper, Successive combination jet
algorithm for hadron collisions, Phys. Rev. D 48, 3160
(1993).

[68] ATLAS Collaboration, Performance of jet substructure
techniques for large-R jets in proton–proton collisions atffiffiffi
s

p
¼ 7 TeV using the ATLAS detector, J. High Energy

Phys. 09 (2013) 076.
[69] ATLAS Collaboration, Jet mass reconstruction with

the ATLAS Detector in early Run 2 data, Report No. AT-
LAS-CONF-2016-035, 2016, https://cds.cern.ch/record/
2200211.

[70] M. Cacciari and G. P. Salam, Pileup subtraction using jet
areas, Phys. Lett. B 659, 119 (2008).

[71] ATLAS Collaboration, Identification of jets containing
b-hadrons with recurrent neural networks at the ATLAS
experiment, Report No. ATL-PHYS-PUB-2017-003,
2017, https://cds.cern.ch/record/2255226.

[72] ATLAS Collaboration, Measurement of b-tagging effi-
ciency of c-jets in tt̄ events using a likelihood approach
with the ATLAS detector, Report No. ATLAS-CONF-2018-
001, 2018, https://cds.cern.ch/record/2306649.

[73] ATLAS Collaboration, Calibration of light-flavour b-jet
mistagging rates using ATLAS proton–proton collision data
at

ffiffiffi
s

p
¼ 13 TeV, Report No. ATLAS-CONF-2018-006,

2018, https://cds.cern.ch/record/2314418.
[74] ATLAS Collaboration, Muon reconstruction and identifica-

tion efficiency in ATLAS using the full Run 2pp collision
data set at

ffiffiffi
s

p
¼ 13 TeV, Eur. Phys. J. C 81, 578 (2020).

[75] ATLAS Collaboration, Evidence for theH → bb̄ decay with
the ATLAS detector, J. High Energy Phys. 12 (2017) 024.

[76] ATLAS Collaboration, Muon reconstruction performance of
the ATLAS detector in proton–proton collision data atffiffiffi
s

p
¼ 13 TeV, Eur. Phys. J. C 76, 292 (2016).

[77] ATLAS Collaboration, Identification of boosted Higgs
bosons decaying into b-quark pairs with the ATLAS
detector at 13 TeV, Eur. Phys. J. C 79, 836 (2019).

[78] G. Ke et al., LightGBM: A highly efficient gradient
boosting decision tree, Advances in Neural Information
Processing Systems 30, edited by I. Guyon et al. (Curran

G. AAD et al. PHYS. REV. D 105, 092002 (2022)

092002-22

https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1140/epjc/s10052-010-1429-9
https://doi.org/10.1007/JHEP07(2014)079
https://doi.org/10.1007/JHEP07(2014)079
https://doi.org/10.1016/j.nuclphysb.2012.10.003
https://doi.org/10.1016/j.nuclphysb.2012.10.003
https://doi.org/10.1016/j.nima.2014.10.033
https://doi.org/10.1016/j.nima.2014.10.033
https://arXiv.org/abs/1705.06919
https://doi.org/10.1140/epjc/s10052-015-3397-6
https://doi.org/10.1016/S0168-9002(01)00089-4
https://doi.org/10.1016/j.cpc.2015.01.024
https://doi.org/10.1016/j.cpc.2015.01.024
https://cds.cern.ch/record/1966419
https://cds.cern.ch/record/1966419
https://cds.cern.ch/record/1966419
https://cds.cern.ch/record/1966419
https://doi.org/10.1088/1126-6708/2004/11/040
https://doi.org/10.1088/1126-6708/2004/11/040
https://doi.org/10.1088/1126-6708/2007/11/070
https://doi.org/10.1007/JHEP06(2010)043
https://doi.org/10.1007/JHEP06(2010)043
https://doi.org/10.1007/JHEP04(2015)114
https://doi.org/10.1007/JHEP04(2015)040
https://doi.org/10.1016/j.cpc.2014.06.021
https://cds.cern.ch/record/2630327
https://cds.cern.ch/record/2630327
https://cds.cern.ch/record/2630327
https://cds.cern.ch/record/2630327
https://cds.cern.ch/record/2206965
https://cds.cern.ch/record/2206965
https://cds.cern.ch/record/2206965
https://doi.org/10.1140/epjc/s10052-017-4887-5
https://doi.org/10.1140/epjc/s10052-017-5031-2
https://doi.org/10.1140/epjc/s10052-017-5031-2
https://doi.org/10.1140/epjc/s10052-021-09402-3
https://doi.org/10.1140/epjc/s10052-016-4395-z
https://doi.org/10.1140/epjc/s10052-017-5004-5
https://cds.cern.ch/record/2037702
https://cds.cern.ch/record/2037702
https://cds.cern.ch/record/2037702
https://cds.cern.ch/record/2037702
https://doi.org/10.1140/epjc/s10052-013-2304-2
https://doi.org/10.1007/JHEP02(2010)084
https://doi.org/10.1007/JHEP02(2010)084
https://doi.org/10.1103/PhysRevD.48.3160
https://doi.org/10.1103/PhysRevD.48.3160
https://doi.org/10.1007/JHEP09(2013)076
https://doi.org/10.1007/JHEP09(2013)076
https://cds.cern.ch/record/2200211
https://cds.cern.ch/record/2200211
https://cds.cern.ch/record/2200211
https://cds.cern.ch/record/2200211
https://doi.org/10.1016/j.physletb.2007.09.077
https://cds.cern.ch/record/2255226
https://cds.cern.ch/record/2255226
https://cds.cern.ch/record/2255226
https://cds.cern.ch/record/2306649
https://cds.cern.ch/record/2306649
https://cds.cern.ch/record/2306649
https://cds.cern.ch/record/2314418
https://cds.cern.ch/record/2314418
https://cds.cern.ch/record/2314418
https://doi.org/10.1140/epjc/s10052-021-09233-2
https://doi.org/10.1007/JHEP12(2017)024
https://doi.org/10.1140/epjc/s10052-016-4120-y
https://doi.org/10.1140/epjc/s10052-019-7335-x


Associates, Inc., 2017), p. 3146, http://papers.nips.cc/paper/
6907-lightgbm-a-highly-efficient-gradient-boosting-
decision-tree.pdf.

[79] P. Zyla et al., Review of particle physics, Prog. Theor. Exp.
Phys. 2020, 083C01 (2020).

[80] G. V. Moustakides and K. Basioti, Training neural
networks for likelihood/density ratio estimation, arXiv:1911
.00405.

[81] T. Kanamori, S. Hido, and M. Sugiyama, A least-squares
approach to direct importance estimation, J. Mach. Learn.
Res. 10, 1391 (2009), https://www.jmlr.org/papers/v10/
kanamori09a.html.

[82] V. Nair and G. E. Hinton, Rectified linear units improve
restricted Boltzmann machines, Proceedings of the 27th
International Conference on International Conference on
Machine Learning, ICML’10 (Omni Press, Haifa, Israel,
2010), p. 807 ISBN: 9781605589077.

[83] B. Efron, Bootstrap methods: Another look at the Jackknife,
Ann. Statist. 7, 1 (1979).

[84] ATLAS Collaboration, Luminosity determination in pp
collisions at

ffiffiffi
s

p
¼ 13 TeV using the ATLAS detector at

the LHC, Report No. ATLAS-CONF-2019-021, 2019,
https://cds.cern.ch/record/2677054.

[85] G. Avoni et al., The new LUCID-2 detector for luminosity
measurement and monitoring in ATLAS, J. Instrum. 13,
P07017 (2018).

[86] J. Butterworth et al., PDF4LHC recommendations for LHC
Run II, J. Phys. G 43, 023001 (2016).

[87] ATLAS Collaboration, Search for low-scale gravity signa-
tures in multi-jet final states with the ATLAS detector atffiffiffi
s

p
¼ 8 TeV, J. High Energy Phys. 07 (2015) 032.

[88] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes
for Machine Learning (MIT Press, Cambridge, MA, 2006),
ISBN: 026218253X.

[89] ATLAS Collaboration, In situ calibration of large-radius jet
energy and mass in 13 TeV proton–proton collisions with
the ATLAS detector, Eur. Phys. J. C 79, 135 (2019).

[90] ATLAS Collaboration, In-situ measurements of the ATLAS
large-radius jet response in 13 TeV pp collisions, Report
No. ATLAS-CONF-2017-063, 2017, https://cds.cern.ch/
record/2275655.

[91] G. Cowan, K. Cranmer, E. Gross, and O. Vitells, Asymp-
totic formulae for likelihood-based tests of new physics,
Eur. Phys. J. C 71, 1554 (2011).

[92] K. Cranmer et al., HistFactory: A tool for creating
statistical models for use with RooFit and RooStats, Report
No. CERN-OPEN-2012-016, 2012, https://cds.cern.ch/
record/1456844.

[93] E. Gross and O. Vitells, it Trial factors for the look
elsewhere effect in high energy physics, Eur. Phys. J. C
70, 525 (2010).

[94] A. L. Read, Presentation of search results: The CLS tech-
nique, J. Phys. G 28, 2693 (2002).

[95] ATLAS Collaboration, ATLAS computing acknowledge-
ments, Report No. ATL-SOFT-PUB-2021-003, https://cds
.cern.ch/record/2776662.

G. Aad,99 B. Abbott,124 D. C. Abbott,100 A. Abed Abud,34 K. Abeling,51 D. K. Abhayasinghe,91 S. H. Abidi,27

H. Abramowicz,157 H. Abreu,156 Y. Abulaiti,5 A. C. Abusleme Hoffman,142a B. S. Acharya,64a,64b,b B. Achkar,51 L. Adam,97

C. Adam Bourdarios,4 L. Adamczyk,81a L. Adamek,162 S. V. Addepalli,24 J. Adelman,117 A. Adiguzel,11c,c S. Adorni,52

T. Adye,139 A. A. Affolder,141 Y. Afik,156 C. Agapopoulou,62 M. N. Agaras,12 J. Agarwala,68a,68b A. Aggarwal,115

C. Agheorghiesei,25c J. A. Aguilar-Saavedra,135f,135a,d A. Ahmad,34 F. Ahmadov,77 W. S. Ahmed,101 X. Ai,44 G. Aielli,71a,71b

I. Aizenberg,175 S. Akatsuka,83 M. Akbiyik,97 T. P. A. Åkesson,94 A. V. Akimov,108 K. Al Khoury,37 G. L. Alberghi,21b

J. Albert,171 P. Albicocco,49 M. J. Alconada Verzini,86 S. Alderweireldt,48 M. Aleksa,34 I. N. Aleksandrov,77 C. Alexa,25b

T. Alexopoulos,9 A. Alfonsi,116 F. Alfonsi,21b M. Alhroob,124 B. Ali,137 S. Ali,154 M. Aliev,161 G. Alimonti,66a C. Allaire,34

B. M.M. Allbrooke,152 P. P. Allport,19 A. Aloisio,67a,67b F. Alonso,86 C. Alpigiani,144 E. Alunno Camelia,71a,71b

M. Alvarez Estevez,96 M. G. Alviggi,67a,67b Y. Amaral Coutinho,78b A. Ambler,101 L. Ambroz,130 C. Amelung,34

D. Amidei,103 S. P. Amor Dos Santos,135a S. Amoroso,44 C. S. Amrouche,52 C. Anastopoulos,145 N. Andari,140 T. Andeen,10

J. K. Anders,18 S. Y. Andrean,43a,43b A. Andreazza,66a,66b S. Angelidakis,8 A. Angerami,37 A. V. Anisenkov,118b,118a

A. Annovi,69a C. Antel,52 M. T. Anthony,145 E. Antipov,125 M. Antonelli,49 D. J. A. Antrim,16 F. Anulli,70a M. Aoki,79

J. A. Aparisi Pozo,169 M. A. Aparo,152 L. Aperio Bella,44 N. Aranzabal,34 V. Araujo Ferraz,78a C. Arcangeletti,49

A. T. H. Arce,47 E. Arena,88 J-F. Arguin,107 S. Argyropoulos,50 J.-H. Arling,44 A. J. Armbruster,34 A. Armstrong,166

O. Arnaez,162 H. Arnold,34 Z. P. Arrubarrena Tame,111 G. Artoni,130 H. Asada,113 K. Asai,122 S. Asai,159 N. A. Asbah,57

E. M. Asimakopoulou,167 L. Asquith,152 J. Assahsah,33d K. Assamagan,27 R. Astalos,26a R. J. Atkin,31a M. Atkinson,168

N. B. Atlay,17 H. Atmani,58b P. A. Atmasiddha,103 K. Augsten,137 S. Auricchio,67a,67b V. A. Austrup,177 G. Avner,156

G. Avolio,34 M. K. Ayoub,13c G. Azuelos,107,e D. Babal,26a H. Bachacou,140 K. Bachas,158 A. Bachiu,32 F. Backman,43a,43b

A. Badea,57 P. Bagnaia,70a,70b H. Bahrasemani,148 A. J. Bailey,169 V. R. Bailey,168 J. T. Baines,139 C. Bakalis,9 O. K. Baker,178

P. J. Bakker,116 E. Bakos,14 D. Bakshi Gupta,7 S. Balaji,153 R. Balasubramanian,116 E. M. Baldin,118b,118a P. Balek,138

E. Ballabene,66a,66b F. Balli,140 W. K. Balunas,130 J. Balz,97 E. Banas,82 M. Bandieramonte,134 A. Bandyopadhyay,17

S. Bansal,22 L. Barak,157 E. L. Barberio,102 D. Barberis,53b,53a M. Barbero,99 G. Barbour,92 K. N. Barends,31a T. Barillari,112

SEARCH FOR RESONANT PAIR PRODUCTION OF HIGGS … PHYS. REV. D 105, 092002 (2022)

092002-23

http://papers.nips.cc/paper/6907-lightgbm-a-highly-efficient-gradient-boosting-decision-tree.pdf
http://papers.nips.cc/paper/6907-lightgbm-a-highly-efficient-gradient-boosting-decision-tree.pdf
http://papers.nips.cc/paper/6907-lightgbm-a-highly-efficient-gradient-boosting-decision-tree.pdf
http://papers.nips.cc/paper/6907-lightgbm-a-highly-efficient-gradient-boosting-decision-tree.pdf
http://papers.nips.cc/paper/6907-lightgbm-a-highly-efficient-gradient-boosting-decision-tree.pdf
http://papers.nips.cc/paper/6907-lightgbm-a-highly-efficient-gradient-boosting-decision-tree.pdf
https://doi.org/10.1093/ptep/ptaa104
https://doi.org/10.1093/ptep/ptaa104
https://arXiv.org/abs/1911.00405
https://arXiv.org/abs/1911.00405
https://www.jmlr.org/papers/v10/kanamori09a.html
https://www.jmlr.org/papers/v10/kanamori09a.html
https://www.jmlr.org/papers/v10/kanamori09a.html
https://www.jmlr.org/papers/v10/kanamori09a.html
https://www.jmlr.org/papers/v10/kanamori09a.html
https://doi.org/10.1214/aos/1176344552
https://cds.cern.ch/record/2677054
https://cds.cern.ch/record/2677054
https://cds.cern.ch/record/2677054
https://doi.org/10.1088/1748-0221/13/07/P07017
https://doi.org/10.1088/1748-0221/13/07/P07017
https://doi.org/10.1088/0954-3899/43/2/023001
https://doi.org/10.1007/JHEP07(2015)032
https://doi.org/10.1140/epjc/s10052-019-6632-8
https://cds.cern.ch/record/2275655
https://cds.cern.ch/record/2275655
https://cds.cern.ch/record/2275655
https://cds.cern.ch/record/2275655
https://doi.org/10.1140/epjc/s10052-011-1554-0
https://cds.cern.ch/record/1456844
https://cds.cern.ch/record/1456844
https://cds.cern.ch/record/1456844
https://cds.cern.ch/record/1456844
https://doi.org/10.1140/epjc/s10052-010-1470-8
https://doi.org/10.1140/epjc/s10052-010-1470-8
https://doi.org/10.1088/0954-3899/28/10/313
https://cds.cern.ch/record/2776662
https://cds.cern.ch/record/2776662
https://cds.cern.ch/record/2776662


M-S. Barisits,34 J. Barkeloo,127 T. Barklow,149 B. M. Barnett,139 R. M. Barnett,16 A. Baroncelli,58a G. Barone,27 A. J. Barr,130

L. Barranco Navarro,43a,43b F. Barreiro,96 J. Barreiro Guimarães da Costa,13a U. Barron,157 S. Barsov,133 F. Bartels,59a

R. Bartoldus,149 G. Bartolini,99 A. E. Barton,87 P. Bartos,26a A. Basalaev,44 A. Basan,97 I. Bashta,72a,72b A. Bassalat,62,f

M. J. Basso,162 C. R. Basson,98 R. L. Bates,55 S. Batlamous,33e J. R. Batley,30 B. Batool,147 M. Battaglia,141 M. Bauce,70a,70b

F. Bauer,140,a P. Bauer,22 H. S. Bawa,29 A. Bayirli,11c J. B. Beacham,47 T. Beau,131 P. H. Beauchemin,165 F. Becherer,50

P. Bechtle,22 H. P. Beck,18,g K. Becker,173 C. Becot,44 A. J. Beddall,11a V. A. Bednyakov,77 C. P. Bee,151 T. A. Beermann,177

M. Begalli,78b M. Begel,27 A. Behera,151 J. K. Behr,44 C. Beirao Da Cruz E Silva,34 J. F. Beirer,51,34 F. Beisiegel,22

M. Belfkir,4 G. Bella,157 L. Bellagamba,21b A. Bellerive,32 P. Bellos,19 K. Beloborodov,118b,118a K. Belotskiy,109

N. L. Belyaev,109 D. Benchekroun,33a Y. Benhammou,157 D. P. Benjamin,27 M. Benoit,27 J. R. Bensinger,24 S. Bentvelsen,116

L. Beresford,34 M. Beretta,49 D. Berge,17 E. Bergeaas Kuutmann,167 N. Berger,4 B. Bergmann,137 L. J. Bergsten,24

J. Beringer,16 S. Berlendis,6 G. Bernardi,131 C. Bernius,149 F. U. Bernlochner,22 T. Berry,91 P. Berta,138 A. Berthold,46

I. A. Bertram,87 O. Bessidskaia Bylund,177 S. Bethke,112 A. Betti,40 A. J. Bevan,90 S. Bhatta,151 D. S. Bhattacharya,172

P. Bhattarai,24 V. S. Bhopatkar,5 R. Bi,134 R. M. Bianchi,134 O. Biebel,111 R. Bielski,127 N. V. Biesuz,69a,69b M. Biglietti,72a

T. R. V. Billoud,137 M. Bindi,51 A. Bingul,11d C. Bini,70a,70b S. Biondi,21b,21a A. Biondini,88 C. J. Birch-sykes,98

G. A. Bird,19,139 M. Birman,175 T. Bisanz,34 J. P. Biswal,2 D. Biswas,176,h A. Bitadze,98 C. Bittrich,46 K. Bjørke,129 I. Bloch,44

C. Blocker,24 A. Blue,55 U. Blumenschein,90 J. Blumenthal,97 G. J. Bobbink,116 V. S. Bobrovnikov,118b,118a M. Boehler,50

D. Bogavac,12 A. G. Bogdanchikov,118b,118a C. Bohm,43a V. Boisvert,91 P. Bokan,44 T. Bold,81a M. Bomben,131 M. Bona,90
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P. Jenni,50,cc S. Jézéquel,4 J. Jia,151 Z. Jia,13c Y. Jiang,58a S. Jiggins,50 J. Jimenez Pena,112 S. Jin,13c A. Jinaru,25b

O. Jinnouchi,160 H. Jivan,31f P. Johansson,145 K. A. Johns,6 C. A. Johnson,63 D. M. Jones,30 E. Jones,173 R.W. L. Jones,87

T. J. Jones,88 J. Jovicevic,51 X. Ju,16 J. J. Junggeburth,34 A. Juste Rozas,12,v S. Kabana,142c A. Kaczmarska,82 M. Kado,70a,70b

H. Kagan,123 M. Kagan,149 A. Kahn,37 C. Kahra,97 T. Kaji,174 E. Kajomovitz,156 C.W. Kalderon,27 A. Kamenshchikov,119

M. Kaneda,159 N. J. Kang,141 S. Kang,76 Y. Kano,113 J. Kanzaki,79 D. Kar,31f K. Karava,130 M. J. Kareem,163b I. Karkanias,158

S. N. Karpov,77 Z. M. Karpova,77 V. Kartvelishvili,87 A. N. Karyukhin,119 E. Kasimi,158 C. Kato,58d J. Katzy,44

K. Kawade,146 K. Kawagoe,85 T. Kawaguchi,113 T. Kawamoto,140 G. Kawamura,51 E. F. Kay,171 F. I. Kaya,165 S. Kazakos,12

V. F. Kazanin,118b,118a Y. Ke,151 J. M. Keaveney,31a R. Keeler,171 J. S. Keller,32 D. Kelsey,152 J. J. Kempster,19 J. Kendrick,19

K. E. Kennedy,37 O. Kepka,136 S. Kersten,177 B. P. Kerševan,89 S. Ketabchi Haghighat,162 M. Khandoga,131 A. Khanov,125

A. G. Kharlamov,118b,118a T. Kharlamova,118b,118a E. E. Khoda,144 T. J. Khoo,17 G. Khoriauli,172 E. Khramov,77 J. Khubua,155b

S. Kido,80 M. Kiehn,34 A. Kilgallon,127 E. Kim,160 Y. K. Kim,35 N. Kimura,92 A. Kirchhoff,51 D. Kirchmeier,46 C. Kirfel,22

G. AAD et al. PHYS. REV. D 105, 092002 (2022)

092002-26



J. Kirk,139 A. E. Kiryunin,112 T. Kishimoto,159 D. P. Kisliuk,162 V. Kitali,44 C. Kitsaki,9 O. Kivernyk,22

T. Klapdor-Kleingrothaus,50 M. Klassen,59a C. Klein,32 L. Klein,172 M. H. Klein,103 M. Klein,88 U. Klein,88 P. Klimek,34

A. Klimentov,27 F. Klimpel,34 T. Klingl,22 T. Klioutchnikova,34 F. F. Klitzner,111 P. Kluit,116 S. Kluth,112 E. Kneringer,74

T. M. Knight,162 A. Knue,50 D. Kobayashi,85 M. Kobel,46 M. Kocian,149 T. Kodama,159 P. Kodys,138 D. M. Koeck,152

P. T. Koenig,22 T. Koffas,32 N. M. Köhler,34 M. Kolb,140 I. Koletsou,4 T. Komarek,126 K. Köneke,50 A. X. Y. Kong,1

T. Kono,122 V. Konstantinides,92 N. Konstantinidis,92 B. Konya,94 R. Kopeliansky,63 S. Koperny,81a K. Korcyl,82

K. Kordas,158 G. Koren,157 A. Korn,92 S. Korn,51 I. Korolkov,12 E. V. Korolkova,145 N. Korotkova,110 B. Kortman,116

O. Kortner,112 S. Kortner,112 W. H. Kostecka,117 V. V. Kostyukhin,145,161 A. Kotsokechagia,62 A. Kotwal,47 A. Koulouris,34

A. Kourkoumeli-Charalampidi,68a,68b C. Kourkoumelis,8 E. Kourlitis,5 O. Kovanda,152 R. Kowalewski,171 W. Kozanecki,140

A. S. Kozhin,119 V. A. Kramarenko,110 G. Kramberger,89 D. Krasnopevtsev,58a M.W. Krasny,131 A. Krasznahorkay,34

J. A. Kremer,97 J. Kretzschmar,88 K. Kreul,17 P. Krieger,162 F. Krieter,111 S. Krishnamurthy,100 A. Krishnan,59b M. Krivos,138

K. Krizka,16 K. Kroeninger,45 H. Kroha,112 J. Kroll,136 J. Kroll,132 K. S. Krowpman,104 U. Kruchonak,77 H. Krüger,22

N. Krumnack,76 M. C. Kruse,47 J. A. Krzysiak,82 A. Kubota,160 O. Kuchinskaia,161 S. Kuday,3b D. Kuechler,44

J. T. Kuechler,44 S. Kuehn,34 T. Kuhl,44 V. Kukhtin,77 Y. Kulchitsky,105,dd S. Kuleshov,142b M. Kumar,31f N. Kumari,99

M. Kuna,56 A. Kupco,136 T. Kupfer,45 O. Kuprash,50 H. Kurashige,80 L. L. Kurchaninov,163a Y. A. Kurochkin,105

A. Kurova,109 M. G. Kurth,13a,13d E. S. Kuwertz,34 M. Kuze,160 A. K. Kvam,144 J. Kvita,126 T. Kwan,101 K.W. Kwok,60a

C. Lacasta,169 F. Lacava,70a,70b H. Lacker,17 D. Lacour,131 N. N. Lad,92 E. Ladygin,77 R. Lafaye,4 B. Laforge,131

T. Lagouri,142c S. Lai,51 I. K. Lakomiec,81a N. Lalloue,56 J. E. Lambert,124 S. Lammers,63 W. Lampl,6 C. Lampoudis,158

E. Lançon,27 U. Landgraf,50 M. P. J. Landon,90 V. S. Lang,50 J. C. Lange,51 R. J. Langenberg,100 A. J. Lankford,166

F. Lanni,27 K. Lantzsch,22 A. Lanza,68a A. Lapertosa,53b,53a J. F. Laporte,140 T. Lari,66a F. Lasagni Manghi,21b M. Lassnig,34

V. Latonova,136 T. S. Lau,60a A. Laudrain,97 A. Laurier,32 M. Lavorgna,67a,67b S. D. Lawlor,91 Z. Lawrence,98

M. Lazzaroni,66a,66b B. Le,98 B. Leban,89 A. Lebedev,76 M. LeBlanc,34 T. LeCompte,5 F. Ledroit-Guillon,56 A. C. A. Lee,92

G. R. Lee,15 L. Lee,57 S. C. Lee,154 S. Lee,76 L. L. Leeuw,31c B. Lefebvre,163a H. P. Lefebvre,91 M. Lefebvre,171 C. Leggett,16

K. Lehmann,148 N. Lehmann,18 G. Lehmann Miotto,34 W. A. Leight,44 A. Leisos,158,ee M. A. L. Leite,78c C. E. Leitgeb,44

R. Leitner,138 K. J. C. Leney,40 T. Lenz,22 S. Leone,69a C. Leonidopoulos,48 A. Leopold,131 C. Leroy,107 R. Les,104

C. G. Lester,30 M. Levchenko,133 J. Levêque,4 D. Levin,103 L. J. Levinson,175 D. J. Lewis,19 B. Li,13b B. Li,58b C. Li,58a

C-Q. Li,58c,58d H. Li,58a H. Li,58b H. Li,58b J. Li,58c K. Li,144 L. Li,58c M. Li,13a,13d Q. Y. Li,58a S. Li,58d,58c,ff T. Li,58b X. Li,44

Y. Li,44 Z. Li,58b Z. Li,130 Z. Li,101 Z. Li,88 Z. Liang,13a M. Liberatore,44 B. Liberti,71a K. Lie,60c K. Lin,104 R. A. Linck,63

R. E. Lindley,6 J. H. Lindon,2 A. Linss,44 E. Lipeles,132 A. Lipniacka,15 T. M. Liss,168,gg A. Lister,170 J. D. Little,7 B. Liu,13a

B. X. Liu,148 J. B. Liu,58a J. K. K. Liu,35 K. Liu,58d,58c M. Liu,58a M. Y. Liu,58a P. Liu,13a X. Liu,58a Y. Liu,44 Y. Liu,13c,13d

Y. L. Liu,103 Y.W. Liu,58a M. Livan,68a,68b A. Lleres,56 J. Llorente Merino,148 S. L. Lloyd,90 E. M. Lobodzinska,44 P. Loch,6

S. Loffredo,71a,71b T. Lohse,17 K. Lohwasser,145 M. Lokajicek,136 J. D. Long,168 I. Longarini,70a,70b L. Longo,34 R. Longo,168

I. Lopez Paz,12 A. Lopez Solis,44 J. Lorenz,111 N. Lorenzo Martinez,4 A. M. Lory,111 A. Lösle,50 X. Lou,43a,43b X. Lou,13a

A. Lounis,62 J. Love,5 P. A. Love,87 J. J. Lozano Bahilo,169 G. Lu,13a M. Lu,58a S. Lu,132 Y. J. Lu,61 H. J. Lubatti,144

C. Luci,70a,70b F. L. Lucio Alves,13c A. Lucotte,56 F. Luehring,63 I. Luise,151 L. Luminari,70a O. Lundberg,150

B. Lund-Jensen,150 N. A. Luongo,127 M. S. Lutz,157 D. Lynn,27 H. Lyons,88 R. Lysak,136 E. Lytken,94 F. Lyu,13a

V. Lyubushkin,77 T. Lyubushkina,77 H. Ma,27 L. L. Ma,58b Y. Ma,92 D. M. Mac Donell,171 G. Maccarrone,49

C. M. Macdonald,145 J. C. MacDonald,145 R. Madar,36 W. F. Mader,46 M. Madugoda Ralalage Don,125 N. Madysa,46

J. Maeda,80 T. Maeno,27 M. Maerker,46 V. Magerl,50 J. Magro,64a,64c D. J. Mahon,37 C. Maidantchik,78b A. Maio,135a,135b,135d

K. Maj,81a O. Majersky,26a S. Majewski,127 N. Makovec,62 B. Malaescu,131 Pa. Malecki,82 V. P. Maleev,133 F. Malek,56

D. Malito,39b,39a U. Mallik,75 C. Malone,30 S. Maltezos,9 S. Malyukov,77 J. Mamuzic,169 G. Mancini,49 J. P. Mandalia,90

I. Mandić,89 L. Manhaes de Andrade Filho,78a I. M. Maniatis,158 M. Manisha,140 J. Manjarres Ramos,46 K. H. Mankinen,94

A. Mann,111 A. Manousos,74 B. Mansoulie,140 I. Manthos,158 S. Manzoni,116 A. Marantis,158,ee G. Marchiori,131

M. Marcisovsky,136 L. Marcoccia,71a,71b C. Marcon,94 M. Marjanovic,124 Z. Marshall,16 S. Marti-Garcia,169 T. A. Martin,173

V. J. Martin,48 B. Martin dit Latour,15 L. Martinelli,70a,70b M. Martinez,12,v P. Martinez Agullo,169

V. I. Martinez Outschoorn,100 S. Martin-Haugh,139 V. S. Martoiu,25b A. C. Martyniuk,92 A. Marzin,34 S. R. Maschek,112

L. Masetti,97 T. Mashimo,159 J. Masik,98 A. L. Maslennikov,118b,118a L. Massa,21b P. Massarotti,67a,67b P. Mastrandrea,69a,69b

A. Mastroberardino,39b,39a T. Masubuchi,159 D. Matakias,27 T. Mathisen,167 A. Matic,111 N. Matsuzawa,159 J. Maurer,25b

B. Maček,89 D. A. Maximov,118b,118a R. Mazini,154 I. Maznas,158 S. M. Mazza,141 C. Mc Ginn,27 J. P. Mc Gowan,101

SEARCH FOR RESONANT PAIR PRODUCTION OF HIGGS … PHYS. REV. D 105, 092002 (2022)

092002-27



S. P. Mc Kee,103 T. G. McCarthy,112 W. P. McCormack,16 E. F. McDonald,102 A. E. McDougall,116 J. A. Mcfayden,152

G. Mchedlidze,155b M. A. McKay,40 K. D. McLean,171 S. J. McMahon,139 P. C. McNamara,102 R. A. McPherson,171,n

J. E. Mdhluli,31f Z. A. Meadows,100 S. Meehan,34 T. Megy,36 S. Mehlhase,111 A. Mehta,88 B. Meirose,41 D. Melini,156

B. R. Mellado Garcia,31f A. H. Melo,51 F. Meloni,44 A. Melzer,22 E. D. Mendes Gouveia,135a

A. M.Mendes Jacques Da Costa,19 H. Y. Meng,162 L. Meng,34 S. Menke,112 M. Mentink,34 E. Meoni,39b,39a C. Merlassino,130

P. Mermod,52,a L. Merola,67a,67b C. Meroni,66a G. Merz,103 O. Meshkov,110,108 J. K. R. Meshreki,147 J. Metcalfe,5 A. S. Mete,5

C. Meyer,63 J-P. Meyer,140 M. Michetti,17 R. P. Middleton,139 L. Mijović,48 G. Mikenberg,175 M. Mikestikova,136

M. Mikuž,89 H. Mildner,145 A. Milic,162 C. D. Milke,40 D.W. Miller,35 L. S. Miller,32 A. Milov,175 D. A. Milstead,43a,43b

T. Min,13c A. A. Minaenko,119 I. A. Minashvili,155b L. Mince,55 A. I. Mincer,121 B. Mindur,81a M. Mineev,77 Y. Minegishi,159

Y. Mino,83 L. M. Mir,12 M. Miralles Lopez,169 M. Mironova,130 T. Mitani,174 V. A. Mitsou,169 M. Mittal,58c O. Miu,162

P. S. Miyagawa,90 Y. Miyazaki,85 A. Mizukami,79 J. U. Mjörnmark,94 T. Mkrtchyan,59a M. Mlynarikova,117 T. Moa,43a,43b

S. Mobius,51 K. Mochizuki,107 P. Moder,44 P. Mogg,111 A. F. Mohammed,13a S. Mohapatra,37 G. Mokgatitswane,31f

B. Mondal,147 S. Mondal,137 K. Mönig,44 E. Monnier,99 A. Montalbano,148 J. Montejo Berlingen,34 M. Montella,123

F. Monticelli,86 N. Morange,62 A. L. Moreira De Carvalho,135a M. Moreno Llácer,169 C. Moreno Martinez,12 P. Morettini,53b

M. Morgenstern,156 S. Morgenstern,173 D. Mori,148 M. Morii,57 M. Morinaga,159 V. Morisbak,129 A. K. Morley,34

A. P. Morris,92 L. Morvaj,34 P. Moschovakos,34 B. Moser,116 M. Mosidze,155b T. Moskalets,50 P. Moskvitina,115 J. Moss,29,hh

E. J. W. Moyse,100 S. Muanza,99 J. Mueller,134 R. Mueller,18 D. Muenstermann,87 G. A. Mullier,94 J. J. Mullin,132

D. P. Mungo,66a,66b J. L. Munoz Martinez,12 F. J. Munoz Sanchez,98 M. Murin,98 P. Murin,26b W. J. Murray,173,139

A. Murrone,66a,66b J. M. Muse,124 M. Muškinja,16 C. Mwewa,27 A. G. Myagkov,119,j A. J. Myers,7 A. A. Myers,134

G. Myers,63 M. Myska,137 B. P. Nachman,16 O. Nackenhorst,45 A. Nag Nag,46 K. Nagai,130 K. Nagano,79 J. L. Nagle,27

E. Nagy,99 A. M. Nairz,34 Y. Nakahama,113 K. Nakamura,79 H. Nanjo,128 F. Napolitano,59a R. Narayan,40 I. Naryshkin,133

M. Naseri,32 C. Nass,22 T. Naumann,44 G. Navarro,20a J. Navarro-Gonzalez,169 R. Nayak,157 P. Y. Nechaeva,108

F. Nechansky,44 T. J. Neep,19 A. Negri,68a,68b M. Negrini,21b C. Nellist,115 C. Nelson,101 K. Nelson,103 S. Nemecek,136

M. Nessi,34,ii M. S. Neubauer,168 F. Neuhaus,97 J. Neundorf,44 R. Newhouse,170 P. R. Newman,19 C.W. Ng,134 Y. S. Ng,17

Y.W. Y. Ng,166 B. Ngair,33e H. D. N. Nguyen,99 R. B. Nickerson,130 R. Nicolaidou,140 D. S. Nielsen,38 J. Nielsen,141

M. Niemeyer,51 N. Nikiforou,10 V. Nikolaenko,119,j I. Nikolic-Audit,131 K. Nikolopoulos,19 P. Nilsson,27 H. R. Nindhito,52

A. Nisati,70a N. Nishu,2 R. Nisius,112 T. Nitta,174 T. Nobe,159 D. L. Noel,30 Y. Noguchi,83 I. Nomidis,131 M. A. Nomura,27

M. B. Norfolk,145 R. R. B. Norisam,92 J. Novak,89 T. Novak,44 O. Novgorodova,46 L. Novotny,137 R. Novotny,114

L. Nozka,126 K. Ntekas,166 E. Nurse,92 F. G. Oakham,32,e J. Ocariz,131 A. Ochi,80 I. Ochoa,135a J. P. Ochoa-Ricoux,142a

S. Oda,85 S. Odaka,79 S. Oerdek,167 A. Ogrodnik,81a A. Oh,98 C. C. Ohm,150 H. Oide,160 R. Oishi,159 M. L. Ojeda,162

Y. Okazaki,83 M.W. O’Keefe,88 Y. Okumura,159 A. Olariu,25b L. F. Oleiro Seabra,135a S. A. Olivares Pino,142c

D. Oliveira Damazio,27 D. Oliveira Goncalves,78a J. L. Oliver,166 M. J. R. Olsson,166 A. Olszewski,82 J. Olszowska,82

Ö. O. Öncel,22 D. C. O’Neil,148 A. P. O’neill,130 A. Onofre,135a,135e P. U. E. Onyisi,10 R. G. Oreamuno Madriz,117

M. J. Oreglia,35 G. E. Orellana,86 D. Orestano,72a,72b N. Orlando,12 R. S. Orr,162 V. O’Shea,55 R. Ospanov,58a

G. Otero y Garzon,28 H. Otono,85 P. S. Ott,59a G. J. Ottino,16 M. Ouchrif,33d J. Ouellette,27 F. Ould-Saada,129 A. Ouraou,140,a

Q. Ouyang,13a M. Owen,55 R. E. Owen,139 K. Y. Oyulmaz,11c V. E. Ozcan,11c N. Ozturk,7 S. Ozturk,11c J. Pacalt,126

H. A. Pacey,30 K. Pachal,47 A. Pacheco Pages,12 C. Padilla Aranda,12 S. Pagan Griso,16 G. Palacino,63 S. Palazzo,48

S. Palestini,34 M. Palka,81b P. Palni,81a D. K. Panchal,10 C. E. Pandini,52 J. G. Panduro Vazquez,91 P. Pani,44 G. Panizzo,64a,64c

L. Paolozzi,52 C. Papadatos,107 S. Parajuli,40 A. Paramonov,5 C. Paraskevopoulos,9 D. Paredes Hernandez,60b

S. R. Paredes Saenz,130 B. Parida,175 T. H. Park,162 A. J. Parker,29 M. A. Parker,30 F. Parodi,53b,53a E. W. Parrish,117

J. A. Parsons,37 U. Parzefall,50 L. Pascual Dominguez,157 V. R. Pascuzzi,16 F. Pasquali,116 E. Pasqualucci,70a S. Passaggio,53b

F. Pastore,91 P. Pasuwan,43a,43b J. R. Pater,98 A. Pathak,176 J. Patton,88 T. Pauly,34 J. Pearkes,149 M. Pedersen,129

L. Pedraza Diaz,115 R. Pedro,135a T. Peiffer,51 S. V. Peleganchuk,118b,118a O. Penc,136 C. Peng,60b H. Peng,58a M. Penzin,161

B. S. Peralva,78a M.M. Perego,62 A. P. Pereira Peixoto,135a L. Pereira Sanchez,43a,43b D. V. Perepelitsa,27 E. Perez Codina,163a

M. Perganti,9 L. Perini,66a,66b H. Pernegger,34 S. Perrella,34 A. Perrevoort,116 K. Peters,44 R. F. Y. Peters,98 B. A. Petersen,34

T. C. Petersen,38 E. Petit,99 V. Petousis,137 C. Petridou,158 P. Petroff,62 F. Petrucci,72a,72b M. Pettee,178 N. E. Pettersson,34

K. Petukhova,138 A. Peyaud,140 R. Pezoa,142d L. Pezzotti,34 G. Pezzullo,178 T. Pham,102 P. W. Phillips,139 M.W. Phipps,168

G. Piacquadio,151 E. Pianori,16 F. Piazza,66a,66b A. Picazio,100 R. Piegaia,28 D. Pietreanu,25b J. E. Pilcher,35 A. D. Pilkington,98

M. Pinamonti,64a,64c J. L. Pinfold,2 C. Pitman Donaldson,92 D. A. Pizzi,32 L. Pizzimento,71a,71b A. Pizzini,116 M.-A. Pleier,27

G. AAD et al. PHYS. REV. D 105, 092002 (2022)

092002-28



V. Plesanovs,50 V. Pleskot,138 E. Plotnikova,77 P. Podberezko,118b,118a R. Poettgen,94 R. Poggi,52 L. Poggioli,131

I. Pogrebnyak,104 D. Pohl,22 I. Pokharel,51 G. Polesello,68a A. Poley,148,163a A. Policicchio,70a,70b R. Polifka,138 A. Polini,21b

C. S. Pollard,130 Z. B. Pollock,123 V. Polychronakos,27 D. Ponomarenko,109 L. Pontecorvo,34 S. Popa,25a G. A. Popeneciu,25d

L. Portales,4 D. M. Portillo Quintero,163a S. Pospisil,137 P. Postolache,25c K. Potamianos,130 I. N. Potrap,77 C. J. Potter,30

H. Potti,1 T. Poulsen,44 J. Poveda,169 T. D. Powell,145 G. Pownall,44 M. E. Pozo Astigarraga,34 A. Prades Ibanez,169

P. Pralavorio,99 M. M. Prapa,42 S. Prell,76 D. Price,98 M. Primavera,65a M. A. Principe Martin,96 M. L. Proffitt,144

N. Proklova,109 K. Prokofiev,60c F. Prokoshin,77 S. Protopopescu,27 J. Proudfoot,5 M. Przybycien,81a D. Pudzha,133 P. Puzo,62

D. Pyatiizbyantseva,109 J. Qian,103 Y. Qin,98 T. Qiu,90 A. Quadt,51 M. Queitsch-Maitland,34 G. Rabanal Bolanos,57

F. Ragusa,66a,66b G. Rahal,95 J. A. Raine,52 S. Rajagopalan,27 K. Ran,13a,13d D. F. Rassloff,59a D. M. Rauch,44 S. Rave,97

B. Ravina,55 I. Ravinovich,175 M. Raymond,34 A. L. Read,129 N. P. Readioff,145 D. M. Rebuzzi,68a,68b G. Redlinger,27

K. Reeves,41 D. Reikher,157 A. Reiss,97 A. Rej,147 C. Rembser,34 A. Renardi,44 M. Renda,25b M. B. Rendel,112

A. G. Rennie,55 S. Resconi,66a E. D. Resseguie,16 S. Rettie,92 B. Reynolds,123 E. Reynolds,19 M. Rezaei Estabragh,177

O. L. Rezanova,118b,118a P. Reznicek,138 E. Ricci,73a,73b R. Richter,112 S. Richter,44 E. Richter-Was,81b M. Ridel,131

P. Rieck,112 P. Riedler,34 O. Rifki,44 M. Rijssenbeek,151 A. Rimoldi,68a,68b M. Rimoldi,44 L. Rinaldi,21b,21a T. T. Rinn,168

M. P. Rinnagel,111 G. Ripellino,150 I. Riu,12 P. Rivadeneira,44 J. C. Rivera Vergara,171 F. Rizatdinova,125 E. Rizvi,90

C. Rizzi,52 B. A. Roberts,173 S. H. Robertson,101,n M. Robin,44 D. Robinson,30 C. M. Robles Gajardo,142d

M. Robles Manzano,97 A. Robson,55 A. Rocchi,71a,71b C. Roda,69a,69b S. Rodriguez Bosca,59a A. Rodriguez Rodriguez,50

A. M. Rodríguez Vera,163b S. Roe,34 A. R. Roepe,124 J. Roggel,177 O. Røhne,129 R. A. Rojas,142d B. Roland,50

C. P. A. Roland,63 J. Roloff,27 A. Romaniouk,109 M. Romano,21b A. C. Romero Hernandez,168 N. Rompotis,88

M. Ronzani,121 L. Roos,131 S. Rosati,70a B. J. Rosser,132 E. Rossi,162 E. Rossi,4 E. Rossi,67a,67b L. P. Rossi,53b L. Rossini,44

R. Rosten,123 M. Rotaru,25b B. Rottler,50 D. Rousseau,62 D. Rousso,30 G. Rovelli,68a,68b A. Roy,10 A. Rozanov,99 Y. Rozen,156

X. Ruan,31f A. J. Ruby,88 T. A. Ruggeri,1 F. Rühr,50 A. Ruiz-Martinez,169 A. Rummler,34 Z. Rurikova,50 N. A. Rusakovich,77

H. L. Russell,34 L. Rustige,36 J. P. Rutherfoord,6 E. M. Rüttinger,145 M. Rybar,138 E. B. Rye,129 A. Ryzhov,119

J. A. Sabater Iglesias,44 P. Sabatini,169 L. Sabetta,70a,70b H. F-W. Sadrozinski,141 R. Sadykov,77 F. Safai Tehrani,70a

B. Safarzadeh Samani,152 M. Safdari,149 P. Saha,117 S. Saha,101 M. Sahinsoy,112 A. Sahu,177 M. Saimpert,140 M. Saito,159

T. Saito,159 D. Salamani,34 G. Salamanna,72a,72b A. Salnikov,149 J. Salt,169 A. Salvador Salas,12 D. Salvatore,39b,39a

F. Salvatore,152 A. Salzburger,34 D. Sammel,50 D. Sampsonidis,158 D. Sampsonidou,58d,58c J. Sánchez,169

A. Sanchez Pineda,4 V. Sanchez Sebastian,169 H. Sandaker,129 C. O. Sander,44 I. G. Sanderswood,87 J. A. Sandesara,100

M. Sandhoff,177 C. Sandoval,20b D. P. C. Sankey,139 M. Sannino,53b,53a Y. Sano,113 A. Sansoni,49 C. Santoni,36

H. Santos,135a,135b S. N. Santpur,16 A. Santra,175 K. A. Saoucha,145 A. Sapronov,77 J. G. Saraiva,135a,135d J. Sardain,99

O. Sasaki,79 K. Sato,164 C. Sauer,59b F. Sauerburger,50 E. Sauvan,4 P. Savard,162,e R. Sawada,159 C. Sawyer,139 L. Sawyer,93

I. Sayago Galvan,169 C. Sbarra,21b A. Sbrizzi,64a,64c T. Scanlon,92 J. Schaarschmidt,144 P. Schacht,112 D. Schaefer,35

U. Schäfer,97 A. C. Schaffer,62 D. Schaile,111 R. D. Schamberger,151 E. Schanet,111 C. Scharf,17 N. Scharmberg,98

V. A. Schegelsky,133 D. Scheirich,138 F. Schenck,17 M. Schernau,166 C. Schiavi,53b,53a L. K. Schildgen,22 Z. M. Schillaci,24

E. J. Schioppa,65a,65b M. Schioppa,39b,39a B. Schlag,97 K. E. Schleicher,50 S. Schlenker,34 K. Schmieden,97 C. Schmitt,97

S. Schmitt,44 L. Schoeffel,140 A. Schoening,59b P. G. Scholer,50 E. Schopf,130 M. Schott,97 J. Schovancova,34 S. Schramm,52

F. Schroeder,177 H-C. Schultz-Coulon,59a M. Schumacher,50 B. A. Schumm,141 Ph. Schune,140 A. Schwartzman,149

T. A. Schwarz,103 Ph. Schwemling,140 R. Schwienhorst,104 A. Sciandra,141 G. Sciolla,24 F. Scuri,69a F. Scutti,102

C. D. Sebastiani,88 K. Sedlaczek,45 P. Seema,17 S. C. Seidel,114 A. Seiden,141 B. D. Seidlitz,27 T. Seiss,35 C. Seitz,44

J. M. Seixas,78b G. Sekhniaidze,67a S. J. Sekula,40 L. Selem,4 N. Semprini-Cesari,21b,21a S. Sen,47 C. Serfon,27 L. Serin,62

L. Serkin,64a,64b M. Sessa,72a,72b H. Severini,124 S. Sevova,149 F. Sforza,53b,53a A. Sfyrla,52 E. Shabalina,51 R. Shaheen,150

J. D. Shahinian,132 N.W. Shaikh,43a,43b D. Shaked Renous,175 L. Y. Shan,13a M. Shapiro,16 A. Sharma,34 A. S. Sharma,1

S. Sharma,44 P. B. Shatalov,120 K. Shaw,152 S. M. Shaw,98 P. Sherwood,92 L. Shi,92 C. O. Shimmin,178 Y. Shimogama,174

J. D. Shinner,91 I. P. J. Shipsey,130 S. Shirabe,52 M. Shiyakova,77 J. Shlomi,175 M. J. Shochet,35 J. Shojaii,102 D. R. Shope,150

S. Shrestha,123 E. M. Shrif,31f M. J. Shroff,171 E. Shulga,175 P. Sicho,136 A. M. Sickles,168 E. Sideras Haddad,31f

O. Sidiropoulou,34 A. Sidoti,21b F. Siegert,46 Dj. Sijacki,14 J. M. Silva,19 M. V. Silva Oliveira,34 S. B. Silverstein,43a

S. Simion,62 R. Simoniello,34 S. Simsek,11b P. Sinervo,162 V. Sinetckii,110 S. Singh,148 S. Singh,162 S. Sinha,44 S. Sinha,31f

M. Sioli,21b,21a I. Siral,127 S. Yu. Sivoklokov,110 J. Sjölin,43a,43b A. Skaf,51 E. Skorda,94 P. Skubic,124 M. Slawinska,82

K. Sliwa,165 V. Smakhtin,175 B. H. Smart,139 J. Smiesko,138 S. Yu. Smirnov,109 Y. Smirnov,109 L. N. Smirnova,110,jj

SEARCH FOR RESONANT PAIR PRODUCTION OF HIGGS … PHYS. REV. D 105, 092002 (2022)

092002-29



O. Smirnova,94 E. A. Smith,35 H. A. Smith,130 M. Smizanska,87 K. Smolek,137 A. Smykiewicz,82 A. A. Snesarev,108

H. L. Snoek,116 S. Snyder,27 R. Sobie,171,n A. Soffer,157 F. Sohns,51 C. A. Solans Sanchez,34 E. Yu. Soldatov,109

U. Soldevila,169 A. A. Solodkov,119 S. Solomon,50 A. Soloshenko,77 O. V. Solovyanov,119 V. Solovyev,133 P. Sommer,145

H. Son,165 A. Sonay,12 W. Y. Song,163b A. Sopczak,137 A. L. Sopio,92 F. Sopkova,26b S. Sottocornola,68a,68b R. Soualah,64a,64c

A. M. Soukharev,118b,118a Z. Soumaimi,33e D. South,44 S. Spagnolo,65a,65b M. Spalla,112 M. Spangenberg,173 F. Spanò,91

D. Sperlich,50 T. M. Spieker,59a G. Spigo,34 M. Spina,152 D. P. Spiteri,55 M. Spousta,138 A. Stabile,66a,66b R. Stamen,59a

M. Stamenkovic,116 A. Stampekis,19 M. Standke,22 E. Stanecka,82 B. Stanislaus,34 M. M. Stanitzki,44 M. Stankaityte,130

B. Stapf,44 E. A. Starchenko,119 G. H. Stark,141 J. Stark,99 D. M. Starko,163b P. Staroba,136 P. Starovoitov,59a S. Stärz,101

R. Staszewski,82 G. Stavropoulos,42 P. Steinberg,27 A. L. Steinhebel,127 B. Stelzer,148,163a H. J. Stelzer,134

O. Stelzer-Chilton,163a H. Stenzel,54 T. J. Stevenson,152 G. A. Stewart,34 M. C. Stockton,34 G. Stoicea,25b M. Stolarski,135a

S. Stonjek,112 A. Straessner,46 J. Strandberg,150 S. Strandberg,43a,43b M. Strauss,124 T. Strebler,99 P. Strizenec,26b

R. Ströhmer,172 D. M. Strom,127 L. R. Strom,44 R. Stroynowski,40 A. Strubig,43a,43b S. A. Stucci,27 B. Stugu,15 J. Stupak,124

N. A. Styles,44 D. Su,149 S. Su,58a W. Su,58d,144,58c X. Su,58a N. B. Suarez,134 K. Sugizaki,159 V. V. Sulin,108 M. J. Sullivan,88

D. M. S. Sultan,52 S. Sultansoy,3c T. Sumida,83 S. Sun,103 S. Sun,176 X. Sun,98 O. Sunneborn Gudnadottir,167

C. J. E. Suster,153 M. R. Sutton,152 M. Svatos,136 M. Swiatlowski,163a T. Swirski,172 I. Sykora,26a M. Sykora,138 T. Sykora,138

D. Ta,97 K. Tackmann,44,kk A. Taffard,166 R. Tafirout,163a E. Tagiev,119 R. H. M. Taibah,131 R. Takashima,84 K. Takeda,80

T. Takeshita,146 E. P. Takeva,48 Y. Takubo,79 M. Talby,99 A. A. Talyshev,118b,118a K. C. Tam,60b N. M. Tamir,157 A. Tanaka,159

J. Tanaka,159 R. Tanaka,62 Z. Tao,170 S. Tapia Araya,76 S. Tapprogge,97 A. Tarek Abouelfadl Mohamed,104 S. Tarem,156

K. Tariq,58b G. Tarna,25b,ll G. F. Tartarelli,66a P. Tas,138 M. Tasevsky,136 E. Tassi,39b,39a G. Tateno,159 Y. Tayalati,33e

G. N. Taylor,102 W. Taylor,163b H. Teagle,88 A. S. Tee,176 R. Teixeira De Lima,149 P. Teixeira-Dias,91 H. Ten Kate,34

J. J. Teoh,116 K. Terashi,159 J. Terron,96 S. Terzo,12 M. Testa,49 R. J. Teuscher,162,n N. Themistokleous,48

T. Theveneaux-Pelzer,17 O. Thielmann,177 D.W. Thomas,91 J. P. Thomas,19 E. A. Thompson,44 P. D. Thompson,19

E. Thomson,132 E. J. Thorpe,90 Y. Tian,51 V. O. Tikhomirov,108,mm Yu. A. Tikhonov,118b,118a S. Timoshenko,109 P. Tipton,178

S. Tisserant,99 S. H. Tlou,31f A. Tnourji,36 K. Todome,21b,21a S. Todorova-Nova,138 S. Todt,46 M. Togawa,79 J. Tojo,85

S. Tokár,26a K. Tokushuku,79 E. Tolley,123 R. Tombs,30 M. Tomoto,79,113 L. Tompkins,149 P. Tornambe,100 E. Torrence,127

H. Torres,46 E. Torró Pastor,169 M. Toscani,28 C. Tosciri,35 J. Toth,99,nn D. R. Tovey,145 A. Traeet,15 C. J. Treado,121

T. Trefzger,172 A. Tricoli,27 I. M. Trigger,163a S. Trincaz-Duvoid,131 D. A. Trischuk,170 W. Trischuk,162 B. Trocmé,56
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R. A. Vallance,19 A. Vallier,99 J. A. Valls Ferrer,169 T. R. Van Daalen,144 P. Van Gemmeren,5 S. Van Stroud,92

I. Van Vulpen,116 M. Vanadia,71a,71b W. Vandelli,34 M. Vandenbroucke,140 E. R. Vandewall,125 D. Vannicola,157

L. Vannoli,53b,53a R. Vari,70a E. W. Varnes,6 C. Varni,16 T. Varol,154 D. Varouchas,62 K. E. Varvell,153 M. E. Vasile,25b

L. Vaslin,36 G. A. Vasquez,171 F. Vazeille,36 D. Vazquez Furelos,12 T. Vazquez Schroeder,34 J. Veatch,51 V. Vecchio,98

M. J. Veen,116 I. Veliscek,130 L. M. Veloce,162 F. Veloso,135a,135c S. Veneziano,70a A. Ventura,65a,65b A. Verbytskyi,112

M. Verducci,69a,69b C. Vergis,22 M. Verissimo De Araujo,78b W. Verkerke,116 A. T. Vermeulen,116 J. C. Vermeulen,116

C. Vernieri,149 P. J. Verschuuren,91 M. L. Vesterbacka,121 M. C. Vetterli,148,e A. Vgenopoulos,158 N. Viaux Maira,142d

T. Vickey,145 O. E. Vickey Boeriu,145 G. H. A. Viehhauser,130 L. Vigani,59b M. Villa,21b,21a M. Villaplana Perez,169

E. M. Villhauer,48 E. Vilucchi,49 M. G. Vincter,32 G. S. Virdee,19 A. Vishwakarma,48 C. Vittori,21b,21a I. Vivarelli,152

V. Vladimirov,173 E. Voevodina,112 M. Vogel,177 P. Vokac,137 J. Von Ahnen,44 S. E. von Buddenbrock,31f E. Von Toerne,22

V. Vorobel,138 K. Vorobev,109 M. Vos,169 J. H. Vossebeld,88 M. Vozak,98 L. Vozdecky,90 N. Vranjes,14

M. Vranjes Milosavljevic,14 V. Vrba,137,a M. Vreeswijk,116 N. K. Vu,99 R. Vuillermet,34 O. V. Vujinovic,97 I. Vukotic,35

S. Wada,164 C. Wagner,100 W. Wagner,177 S. Wahdan,177 H. Wahlberg,86 R. Wakasa,164 M. Wakida,113 V. M. Walbrecht,112

J. Walder,139 R. Walker,111 S. D. Walker,91 W. Walkowiak,147 A. M. Wang,57 A. Z. Wang,176 C. Wang,58a C. Wang,58c

H. Wang,16 J. Wang,60a P. Wang,40 R.-J. Wang,97 R. Wang,57 R. Wang,117 S. M. Wang,154 S. Wang,58b T. Wang,58a

G. AAD et al. PHYS. REV. D 105, 092002 (2022)

092002-30



W. T. Wang,58a W. X. Wang,58a X. Wang,13c X. Wang,168 Y. Wang,58a Z. Wang,103 C. Wanotayaroj,34 A. Warburton,101

C. P. Ward,30 R. J. Ward,19 N. Warrack,55 A. T. Watson,19 M. F. Watson,19 G. Watts,144 B. M. Waugh,92 A. F. Webb,10

C. Weber,27 M. S. Weber,18 S. A. Weber,32 S. M. Weber,59a C. Wei,58a Y. Wei,130 A. R. Weidberg,130 J. Weingarten,45

M. Weirich,97 C. Weiser,50 T. Wenaus,27 B. Wendland,45 T. Wengler,34 S. Wenig,34 N. Wermes,22 M. Wessels,59a

K. Whalen,127 A. M. Wharton,87 A. S. White,57 A. White,7 M. J. White,1 D. Whiteson,166 L. Wickremasinghe,128

W. Wiedenmann,176 C. Wiel,46 M. Wielers,139 N. Wieseotte,97 C. Wiglesworth,38 L. A. M. Wiik-Fuchs,50 D. J. Wilbern,124

H. G. Wilkens,34 L. J. Wilkins,91 D. M. Williams,37 H. H. Williams,132 S. Williams,30 S. Willocq,100 P. J. Windischhofer,130

I. Wingerter-Seez,4 F. Winklmeier,127 B. T. Winter,50 M. Wittgen,149 M. Wobisch,93 A. Wolf,97 R. Wölker,130 J. Wollrath,166

M.W. Wolter,82 H. Wolters,135a,135c V. W. S. Wong,170 A. F. Wongel,44 S. D. Worm,44 B. K. Wosiek,82 K.W. Woźniak,82

K. Wraight,55 J. Wu,13a,13d S. L. Wu,176 X. Wu,52 Y. Wu,58a Z. Wu,140,58a J. Wuerzinger,130 T. R. Wyatt,98 B. M. Wynne,48

S. Xella,38 M. Xia,13b J. Xiang,60c X. Xiao,103 M. Xie,58a X. Xie,58a I. Xiotidis,152 D. Xu,13a H. Xu,58a H. Xu,58a L. Xu,58a

R. Xu,132 T. Xu,58a W. Xu,103 Y. Xu,13b Z. Xu,58b Z. Xu,149 B. Yabsley,153 S. Yacoob,31a N. Yamaguchi,85 Y. Yamaguchi,160

M. Yamatani,159 H. Yamauchi,164 T. Yamazaki,16 Y. Yamazaki,80 J. Yan,58c S. Yan,130 Z. Yan,23 H. J. Yang,58c,58d

H. T. Yang,16 S. Yang,58a T. Yang,60c X. Yang,58a X. Yang,13a Y. Yang,159 Z. Yang,103,58a W-M. Yao,16 Y. C. Yap,44 H. Ye,13c

J. Ye,40 S. Ye,27 I. Yeletskikh,77 M. R. Yexley,87 P. Yin,37 K. Yorita,174 K. Yoshihara,76 C. J. S. Young,50 C. Young,149

R. Yuan,58b,pp X. Yue,59a M. Zaazoua,33e B. Zabinski,82 G. Zacharis,9 E. Zaid,48 A. M. Zaitsev,119,j T. Zakareishvili,155b

N. Zakharchuk,32 S. Zambito,34 D. Zanzi,50 S. V. Zeißner,45 C. Zeitnitz,177 J. C. Zeng,168 O. Zenin,119 T. Ženiš,26a S. Zenz,90

S. Zerradi,33a D. Zerwas,62 M. Zgubič,130 B. Zhang,13c D. F. Zhang,13b G. Zhang,13b J. Zhang,5 K. Zhang,13a L. Zhang,13c

M. Zhang,168 R. Zhang,176 S. Zhang,103 X. Zhang,58c X. Zhang,58b Z. Zhang,62 P. Zhao,47 Y. Zhao,141 Z. Zhao,58a

A. Zhemchugov,77 Z. Zheng,149 D. Zhong,168 B. Zhou,103 C. Zhou,176 H. Zhou,6 N. Zhou,58c Y. Zhou,6 C. G. Zhu,58b

C. Zhu,13a,13d H. L. Zhu,58a H. Zhu,13a J. Zhu,103 Y. Zhu,58a X. Zhuang,13a K. Zhukov,108 V. Zhulanov,118b,118a D. Zieminska,63

N. I. Zimine,77 S. Zimmermann,50,a J. Zinsser,59b M. Ziolkowski,147 L. Živković,14 A. Zoccoli,21b,21a K. Zoch,52

T. G. Zorbas,145 O. Zormpa,42 W. Zou,37 and L. Zwalinski34

(ATLAS Collaboration)

1Department of Physics, University of Adelaide, Adelaide, Australia
2Department of Physics, University of Alberta, Edmonton AB, Canada

3aDepartment of Physics, Ankara University, Ankara, Turkey
3bIstanbul Aydin University, Application and Research Center for Advanced Studies, Istanbul, Turkey

3cDivision of Physics, TOBB University of Economics and Technology, Ankara, Turkey
4LAPP, Univ. Savoie Mont Blanc, CNRS/IN2P3, Annecy, France

5High Energy Physics Division, Argonne National Laboratory, Argonne Illinois, USA
6Department of Physics, University of Arizona, Tucson Arizona, USA

7Department of Physics, University of Texas at Arlington, Arlington Texas, USA
8Physics Department, National and Kapodistrian University of Athens, Athens, Greece

9Physics Department, National Technical University of Athens, Zografou, Greece
10Department of Physics, University of Texas at Austin, Austin Texas, USA

11aBahcesehir University, Faculty of Engineering and Natural Sciences, Istanbul, Turkey
11bIstanbul Bilgi University, Faculty of Engineering and Natural Sciences, Istanbul, Turkey

11cDepartment of Physics, Bogazici University, Istanbul, Turkey
11dDepartment of Physics Engineering, Gaziantep University, Gaziantep, Turkey

12Institut de Física d’Altes Energies (IFAE), Barcelona Institute of Science and Technology,
Barcelona, Spain

13aInstitute of High Energy Physics, Chinese Academy of Sciences, Beijing, China
13bPhysics Department, Tsinghua University, Beijing, China

13cDepartment of Physics, Nanjing University, Nanjing, China
13dUniversity of Chinese Academy of Science (UCAS), Beijing, China

14Institute of Physics, University of Belgrade, Belgrade, Serbia
15Department for Physics and Technology, University of Bergen, Bergen, Norway

16Physics Division, Lawrence Berkeley National Laboratory and University of California,
Berkeley California, USA

17Institut für Physik, Humboldt Universität zu Berlin, Berlin, Germany

SEARCH FOR RESONANT PAIR PRODUCTION OF HIGGS … PHYS. REV. D 105, 092002 (2022)

092002-31



18Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics,
University of Bern, Bern, Switzerland

19School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
20aFacultad de Ciencias y Centro de Investigaciónes, Universidad Antonio Nariño, Bogotá, Colombia

20bDepartamento de Física, Universidad Nacional de Colombia, Bogotá, Colombia
21aDipartimento di Fisica e Astronomia A. Righi, Università di Bologna, Bologna, Italy
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