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Abstract

We place empirical constraints on the yields from zero- and low-metallicity core-collapse supernovae (CCSNe)
using abundances measured in very metal-poor (VMP; [Fe/H] < —2) damped Ly« absorbers (DLAs). For some
abundance ratios ([N,ALS/Fe]), VMP DLAs constrain the metal yields of the first SNe more reliably than VMP
stars. We compile a large sample of high-S/N VMP DLAs from over 30 yr of literature, most with high-resolution
spectral measurements. We infer the initial-mass-function-averaged CCSNe yield from the median values from the
DLA abundance ratios of C, N, O, Al, Si, S, and Fe (over Fe and O). We assume that the DLAs are metal-poor
enough that they represent galaxies in their earliest stages of evolution, when CCSNe are the only nucleosynthetic
sources of the metals we analyze. We compare five sets of zero- and low-metallicity theoretical yields to the
empirical yields derived in this work. We find that the five models agree with the DLA yields for ratios containing
Si and S. Only one model (Heger & Woosley 2010, hereafter HW10) reproduced the DLA values for N, and one
other model (Limongi & Chieffi 2018, hereafter LC18) reproduced [N/O]. We found little change in the theoretical
yields with the adoption of an SN explosion landscape (where certain progenitor masses collapse into black holes,
contributing no yields) onto HW10, but fixing explosion energy to progenitor mass results in wide disagreements
between the predictions and DLA abundances. We investigate the adoption of a simple, observationally motivated
initial distribution of rotational velocities for LC18 and find a slight improvement.

Unified Astronomy Thesaurus concepts: Core-collapse supernovae (304); Damped Lyman-alpha systems (349);

Quasar absorption line spectroscopy (1317); Population III stars (1285); Nucleosynthesis (1131)
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1. Introduction

Core-collapse supernovae (CCSNe) play a vital role in the
evolution of the universe. They drive, and/or substantially
contribute to, many astrophysical processes including the
creation of metals, the dispersal of enriched gas, the injection of
large amounts of energy into the interstellar medium, the
chemical evolution of galaxies, and the launching of galactic
outflows (Woosley et al. 2002; Pettini 2011). In other words,
CCSNe connect the largest and smallest scales of the universe.

The nearby universe no longer has any CCSNe from zero-
metallicity or extremely metal-poor progenitor stars because
the timescales associated with CCSNe are much shorter than
the timescale for galactic chemical evolution. Although there is
debate on the initial masses—and hence lifetimes—of Popula-
tion III (Poplll) stars (e.g., Greif et al. 2011; Stacy et al. 2016),
we have yet to observe a truly metal-free star. Most Poplll
candidates have turned out to be extremely metal-poor Popll
stars (e.g., Aguado et al. 2018). The indirect way to estimate
yields of low-metallicity CCSNe is galactic archeology, i.e., by
observing the abundances of metal-poor stars found in pristine
environments that condensed from the gas enriched by these
CCSNe. Such observations can test theoretical models of
CCSN nucleosynthesis.

Modeling the yields of CCSNe is a challenge that is fraught
with many uncertainties (Woosley & Weaver 1995; Nomoto

Original content from this work may be used under the terms

BY of the Creative Commons Attribution 4.0 licence. Any further
distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

et al. 2006; Heger & Woosley 2010; Romano et al. 2010).
These uncertainties compound with one another in ways that
can drastically affect the resulting yield prediction. Uncertain-
ties are introduced in, but are not limited to, the pre-supernova
evolution of the star, the adopted nuclear reaction rates, the
explosion mechanism, the rotational velocity of the progenitor,
and the explosion energy (Woosley & Weaver 1995; Nomoto
et al. 2006; Romano et al. 2010; Limongi & Chieffi 2018).
Because of these uncertainties, observational data are some-
times integrated into models, e.g., light curves observed in
nearby SNe, the compact remnants of those SNe, and the
abundances observed in metal-poor stars (e.g., Woosley et al.
2002; Perego et al. 2015).

Galactic archeology can help estimate CCSN yields. Metal-
poor stars in the galactic halo and in dwarf galaxies are Popll
stars that condensed from gas that was near primordial and
therefore likely to be primarily enriched by nucleosynthetic
events with short delays, like CCSNe. Their photospheric
abundances may reflect the yields of PopIll CCSNe. This
method has been used to place empirical constraints on
CCSNe. For example, Kirby et al. (2019), Reyes et al.
(2020), and Ishigaki et al. (2021) used the abundances of metal-
poor stars in Local Group dwarf galaxies to estimate the yields
of both CCSNe and Type Ia SNe.

However, galactic archeology has some drawbacks. The
abundances measured from stellar atmospheres can depend
critically on assumptions that are adopted to interpret their
spectra (e.g., LTE). Some elements are more sensitive to this
assumption than others. For example, non-LTE (nLTE)
corrections to Al abundances can be as large as +1 dex
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(Nordlander & Lind 2017), and 3D nLTE corrections for O and
C can be as large as —0.6 dex and —0.3 dex, respectively
(Amarsi et al. 2019b). Stellar evolution can also alter the
atmospheric abundances of some elements. For example,
dredge-up on the red giant branch can deplete C and enhance
N. In this way, stars act more as a middle-man to the “true”
abundances from the near-primordial gas out of which they
formed. Our aim in this work is to measure this primordial gas
directly to avoid the complications and corrections required to
accurately map from the stellar spectra to atomic abundance.

Very metal-poor (VMP) damped Lya absorbers (DLAs)
offer a unique way to investigate nearly primordial gas without
the need for stellar spectroscopy. VMP DLAs are effectively
the gas from which Popll stars formed. Therefore, measuring
DLA abundances is the same as measuring the near-primordial
gas. DLAs are QSO absorbers classified by their large column
density Ny > 2 x 10%° cm ™2 and therefore have damping wings
in their Lya absorption. DLAs account for up to ~90% of the
neutral hydrogen content of the universe at their redshift
(Lanzetta et al. 1995; Prochaska & Wolfe 2009; Zafar et al.
2013; Sanchez-Ramirez et al. 2016).

VMP DLAs at high redshift (z>2) have a chemical
enrichment history dominated by CCSNe (Cooke et al.
2017). This can be seen in their [«/Fe] evolution with respect
to [Fe/H], which exhibits a knee at [Fe/H] ~ —2, preceded by
a plateau (Prochaska & Wolfe 2002; Rafelski et al. 2012; Berg
et al. 2015; Cooke et al. 2015). This is qualitatively similar to
evolution seen in dwarf spheroidal galaxies, where the plateau
is indicative of CCSNe dominating the chemical evolution
because they produce both o and Fe-peak elements, then Type
Ia supernovae (SNe Ia) dominating after the knee because they
primarily produce Fe-peak elements (e.g., Berg et al. 2015;
Cooke et al. 2015; Skuladéttir et al. 2018). Cooke et al. (2015)
and Welsh et al. (2019) also showed that winds from AGB stars
do not significantly affect the enrichment of VMP DLAs for
almost any elements except carbon.

Deriving abundances from VMP DLAs is relatively
straightforward compared to stars. One can map directly from
line strength to abundance for most elements of interest. This is
primarily due to the fact that lines used to measure metal
abundances in VMP DLAs (excluding hydrogen and very
strong metal lines, e.g., OT and CII) are weak at almost all
wavelengths, such that line strength is proportional to column
density and hence abundance. Even so, multiple ionization
states and dust depletion (both discussed below) could lead to
systematic errors in measuring DLA abundances.

Multiple ionization states of elements in DLAs could lead to
overestimating, or underestimating, the “true” abundance of a
system depending on whether the transition measured is the
dominant ionization state. This leads to a discrepancy between
the “true” abundance and what is measured, which must be
corrected when converting to abundance. In general, the
ionization corrections for DLAs are low due to their high HI
column density, which allows the gas to self-shield from the
UV background emitted from quasars and galaxies (Prochaska
et al. 2002; Zheng & Miralda-Escudé 2002; Wolfe et al. 2005;
Cooke et al. 2011b; Cooke & Pettini 2016). Therefore
ionization corrections are not a significant source of uncertainty
in VMP DLA abundances because there is usually only one
dominant ionization state detected.

Dust depletion can lead to an underestimate of DLA
abundance (Wolfe et al. 2005; Berg et al. 2015; De Cia et al.
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2016). Refractory elements (e.g., Si, Mg, Fe) could condense
onto dust grains, removing their signature from the detectable
gas phase, which results in an underestimate of the “true”
abundance. It has been shown that DLAs in the VMP regime
need little to no dust corrections (Wolfe et al. 2005; Cooke
et al. 2011b, 2017; Pettini 2011). Therefore, dust depletion is
not a significant source of uncertainty in VMP DLAs. Retiring
the major possible sources of systematic errors in DLAs makes
them superior to Popll stars as sites to examine early
nucleosynthesis.

The goal of this paper is to use the abundances measured
from VMP DLAs to place empirical constraints on the yields of
zero- or low-metallicity CCSNe. With the empirical constraints
in hand, we attempt to quantify the differences between the
empirical yields and the most widely adopted zero- and low-
metallicity theoretical yields to offer insights into the most
important input physics in the various models.

This paper is organized as follows. In Section 2 we discuss
the sample of VMP DLAs. In Section 3 we place empirical
constraints on the abundance ratios of zero- to low-metallicity
CCSNe and compare them to metal-poor stars. In Section 4 we
compare theoretical yields of zero- and low-metallicity CCSNe
to our empirical estimates, taking realistic explosion physics
into account and reducing free parameters in a couple of the
models in Section 4.3. In Section 5 we discuss the different
input physics in the various theoretical yields that seem to
reproduce our empirical yields. We summarize our results in
Section 6.

2. Data

We compiled a large sample (79 total) of VMP DLAs that
were available in the literature. We required that each system
has both an Fe measurement ([Fe/H] < —2) and a measure-
ment of at least one of C, N, O, Al, Si, and S. Our sample spans
a wide range of redshifts (z,,s = 1.8-5.9), neutral hydrogen
column densities (log Ng; = 20.1-21.9 in cm_z), and metalli-
cities (—3.5 < [Fe/H] < —1.9). We re-normalized some of the
solar abundances the data sets used to the Asplund et al. (2009)
solar scale from older scales (e.g., Lodders 2003 or
Asplund 2005).

The majority (~60%) of sources in our sample have high-
resolution spectroscopic measurements. The observations were
mainly split between the High Resolution Echelle Spectrometer
(HIRES; Vogt et al. 1994) on Keck I and the Ultraviolet and
Visual Echelle Spectrograph (UVES; Dekker et al. 2000) on
the Very Large Telescope (VLT) UT2 at the European
Southern Observatory. HIRES typically covers a spectral range
of 4000-8000 A with a resolution R >30,000. UVES has a
spectral range of 3000-8000 A between its red and blue
configuration with a spectral resolution of R > 40,000.

The other ~40% of our sample have medium-resolution
spectroscopic measurements. Their spectra were obtained using
the Echelle Spectrometer and Imager (ESI; Sheinis et al. 2002)
on Keck II at a resolution of R~ 5000 spanning a spectral
range of 3900-10900 A.

Additionally, two sources in our sample had spectra obtained
by the Magellan Inamori Kyocera Echelle (MIKE; Bernstein
et al. 2003) echelle spectrograph on the 6.5 m Magellan Clay
telescope at Las Campanas with R = 22,000-28,000 covering a
spectral range 3221-7420 A, and the X-shooter (Vernet et al.
2011) spectrograph on VLT UT2 with R~ 8500 covering a
spectral range 3000 A-2.5 um.
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The majority of our sample has appeared in multiple surveys.
The first DLA survey was conducted in 1986 by Wolfe et al.
(1986), who compiled QSO candidates from the literature and
followed them up at Lick Observatory. These sources, among
others, were subsequently followed up by several authors once
HIRES was commissioned in 1994 (e.g., Lu et al. 1998;
Prochaska et al. 2001b; Prochaska & Wolfe 2002). More
sources were followed up, and discovered, following the
commissioning of UVES in 2000 (e.g., Molaro et al. 2000;
Dessauges-Zavadsky et al. 2001; Ellison & Lopez 2001;
Molaro et al. 2001; Levshakov et al. 2002; Lopez et al. 2002;
Pettini et al. 2002; Centurién et al. 2003; Dessauges-Zavadsky
et al. 2003). In 2000, the Sloan Digital Sky Survey (SDSS)
began operation, and its first QSO sample target list was
released by Richards et al. (2002). These sources were later
followed up by SDSS low-resolution spectroscopy allowing for
an easy and automated way to search for VMP DLA
candidates. One method, adopted by Cooke et al. (2011b),
searched for candidates by requiring that only three metal lines
be measurable for a system in their SDSS spectra. The other
surveys included in our sample are the UCSD HIRES DLA
Survey (Prochaska et al. 2007), the Keck EST MP DLA Survey
(Penprase et al. 2010), and the ESO UVES Advanced Data
Products Quasar Sample (Zafar et al. 2014b). The rest of the
sources are compiled from the following authors and references
therein: Pettini et al. (2008), Petitjean et al. (2008), Ellison et al.
(2010), Srianand et al. (2010), Cooke et al. (2011a, 2011b,
2012, 2013, 2015, 2017), Cooke & Madau (2014), Berg et al.
(2016), D’Odorico et al. (2018), and Welsh et al. (2019, 2020).

Many (~40%) systems in our compilation were observed by
different authors resulting in multiple abundance measurements
for individual systems. We defaulted to measurements from
high-resolution spectra, then those with the smallest reported
uncertainties. In cases when the uncertainties were comparable,
we chose abundances derived/compiled in Cooke et al.
(2011a, 2011b, 2012, 2013, 2015, 2016, 2017), Cooke &
Madau (2014), and Welsh et al. (2019, 2020). The abundances
used in our analysis are summarized in Table 1 and will be
available as an electronic table.’

3. Empirical Constraints on CCSN Yields

We place empirical constraints on the initial mass function
(IMF)-averaged yields of zero to low-metallicity core-collapse
supernovae by analysis of the observed abundances of VMP
DLAs. Specifically, we find the values of the low-metallicity
plateaus in abundance ratios for the most readily measurable
elements (C, N, O, Al, Si, S, and Fe). The first enriching events
of system are CCSNe, followed by delayed enriching events,
such as winds from AGB stars and Type Ia SN (SNe Ia). These
processes can be disentangled in the space of [X/Fe] versus
[Fe/H] because [Fe/H] can be assumed to monotonically
increase with time (assuming a relatively smooth star formation
history), especially at low metallicity. At the earliest times, or
lowest [Fe/H], the ratios should reflect the yields from CCSNe
alone. The abundance ratios appear constant (a plateau in
[X/Fe] versus [Fe/H]) at low metallicities because there is only
one type of enrichment (CCSNe, though not necessarily a
single CCSN). At later times, or higher [Fe/H], the ratios

3 The full compilation, which includes all abundance measurements for a system

(including the measurements that were not used in our analysis), is available at
https://github.com/evanhazey /CCSNe-Constraints-via-VMP-DLAs
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reflect a combination of yields from CCSNe and delayed
processes. The introduction of a new enrichment source leads
to a change in [X/Fe] (a “knee” in [X/Fe] versus [Fe/H]) at
the value of [Fe/H] when the new sources turn on. In the case
of the [«/Fe] ratio, CCSNe produce both a-elements and Fe-
peak elements whereas SNe Ia produce mainly Fe-peak
elements and little to no a-elements. Therefore, locating the
[X/Fe] plateau gives the abundance ratio of CCSNe.

DLAs have been shown to exhibit an [«/Fe] knee at
[Fe/H] ~ —2 (Cooke et al. 2015) preceded by a plateau,
implying that the VMP ([Fe/H] < —2) DLAS in our sample are
in this plateau. To identify [X/Fe] values of these plateaus, and
hence to obtain the abundance ratio of CCSN yields, we take
the median of the abundance ratios observed in VMP DLAs,
shown in Figure 1. We chose to use medians rather than means
for several reasons. First, the mean is different depending on
whether it is taken in logarithmic space (e.g., bracket notation
like [O/Fe]) or linear space (e.g., mass ratios like M(O)/M
(Fe)). The median is the same in either space. More
importantly, the median is less sensitive to outliers, which
might result from systematic uncertainties that are difficult to
correct for (e.g., spurious instrumental errors, inconsistencies in
abundance determinations, ionization corrections).

The median calculations begin by first finding the median for
sources that are doubly bounded (i.e., no upper or lower limits).
Then, using this preliminary median, we find all upper limits
that are below it and all lower limits that are above it. Finally,
we recalculate the median, and associated 68% confidence
intervals (in log space), using the doubly bounded sources and
the aforementioned meaningful upper/lower limits. The
medians are shown as the colored horizontal lines in
Figures 1 and 2. The figures also contain the abundance ratios
of metal-poor stars, which we discuss in Section 3.1.

Abundances measured from medium-resolution spectra,
R < 10,000, can contain uncertainties not present in high-
resolution spectra such as line blending and/or hidden saturation,
which can result in their abundances being inaccurate. To account
for this, we calculate the median of each abundance ratio twice.
First, we use all sources in the sample (i.e., with abundances
measured from both high-resolution spectra and medium-resolu-
tion spectra; purple horizontal line(s) in Figures 1 and 2). Second,
we use abundances measured only from high-resolution spectra
(blue horizontal line(s) in Figures 1 and 2). The differences
between the medians were always <0.1 dex and as small as 0.01
dex. The 1o uncertainties decreased by about 0.1 dex when culling
the sample to high-resolution sources only. The uncertainty for
[Al/O] decreased by 0.2 dex.

The [O/Fe] and [Si/Fe] abundance ratios contain a subset of
sources between [Fe/H]~ —2.5—2 whose abundances are
>0.5 dex below the bulk trends. The majority (~70%) of the
sources come from Penprase et al. (2010, hereafter P10), were
measured from medium-resolution spectra, and have only
upper limits on [Fe/H]. There are five sources who have both
low [O/Fe] and [Si/Fe] (compared to the bulk trends) and
three of them come from P10. These were among the most
oxygen-poor sources ([O/H] < —2.6) and silicon-poor sources
([Si/H] < —2.5) in the sample.

Dust depletion has been shown to be minimal in DLAs at
low metallicity (See Section 1; Wolfe et al. 2005; Cooke et al.
2011b). While we cannot prove that there is no dust depletion
in the VMP DLAs, we point to our work and that of others to
argue that it is negligible. Figure 1 shows the observed
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Table 1
Metal Summary of VMP DLAs
QSO Zabs log Nt [Fe/H] [C/H] [N/H] [O/H] [Al/H] [Si/H] [S/H] Instrument Ref.
(em™)
B0027-1836 2.402 21754 0.1  —2.28 4 0.02¢ —1.59 £ 0.03°  —1.64 + 0.1 UVES 16
B123240815 2.3377 20.9 +0.08  —1.96 + 0.08" ~1.35 £ 005 121 40.12 UVES 18, 24
BR0951-04 4.2029 20.4 + 0.1 <-2.6 ~2.59 £ 0.03 HIRES 3,8
BR1202-07 4.3829 20.6 £ 0.14 222 +0.12 —1.78 + 0.02 HIRES 1
BR2237-0607 40803 20524011  —2.17 +0.12 —1.84 + 0.02 HIRES 1
BRI1108-07 3.6076 20.5 4+ 0.1 —2.15 £ 0.01 —1.77 4 0.001 HIRES 5,8
BRI1346-03 3.736 20.72 + 0.1 <191 228 + 0.01° HIRES 8
BRJ0426-2202 2.9831 21.5 + 0.15 278 4 0.06 <20 ESI 13
CTQ247 2.6215 20.47 + 0.1 —2.4 + 0.02 —2.01 + 0.06 ESI 13
HS0741+4741 3.017 2048 £ 0.1  —1.93 £ 0.01¢ —1.64 + 0.01° —1.6 £ 0.1 ESI, HIRES 10, 8
HS1132+42243 2.7835 21.0 + 0.07 —2.5 + 0.01 —2.05 + 0.14 ESI 13
10035-0918 2.3401 20.55 + 0.1 ~3.04 £ 0.12 ~1.51 4018  —287+0.12  -228+0.13 ~3.26 £ 0.11 2,65 £ 0.11 HIRES, UVES 25, 31, 29
J0140-0839 3.6966  20.75 £ 0.15  —3.45+0.24 —3.05 £ 0.17 <—4.20 —2.75 £ 0.15 —~3.37 £ 0.16 —2.75 £ 0.17 <-2.54 HIRES, UVES 21, 25
1025500 3.9146 21.3 £+ 0.05 —2.08 + 0.09 —1.71 £ 0.01 HIRES 8
10307-4945 446658 2067 +0.09  —1.93 £ 0.19 —2.93 £ 0.15 —1.45 £+ 0.19 —1.75 £ 0.11 —1.5+0.11 UVES 6
J0311-1722 3.734 20.3 + 0.06 <-2.01 —271 £ 0.1 <-3.06 229 £ 0.1 2.5 £ 0.09 UVES 26
J0831+3358 230364 2025 +0.15 239 +0.16 <-3.30 —2.01 +0.16 —2.540.16 —2.01 £ 0.16 HIRES 26, 22
J0903+2628 3.0776 2032 + 0.05 <-2.81 —3.43 + 0.03" —3.05 £+ 0.05 —3.21 £ 0.02' HIRES 34
10953-0504 420287  20.55 + 0.1 —2.98 + 021 —3.05 £ 0.1 <-2.84 —2.55 + 0.1 —2.7+0.1 <—1.78 HIRES, UVES 29
J1001-+0343 3.07841 2021 +£0.05  —3.18 + 0.15 —3.06 £ 0.05 <354 —2.65 £ 0.05 —2.86 + 0.05 HIRES, UVES 26, 31
J103740139 270487  20.5 + 0.08 —2.44 £ 0.08 —-3.06 £ 0.09  -2.13 £ 0.09 2,62 £ 0.09 ~2.04 £ 0.09 UVES 26
J1111+1332 227094 2039 +£0.04 227 +0.04 —2.1 £0.11% —1.92 £ 0.08 —~1.95 4 0.02" HIRES, UVES 31
J1113-1533 32665 2123 +0.05  —2.08 + 0.03¢ —1.73 £ 0.07  HIRES, UVES 30
1133743152 3.1735 213 4+0.09  —1.93 £ 0.05¢ —1.37 £ 008  —1.34 £ 0.17 UVES 23
1133743153 3.16768 2041 + 0.15 —274 403 —2.86 £ 0.16 <-3.44 —2.67 +0.17 —2.85 + 0.16 —~2.68 + 0.16 UVES 23
1134041106 250792 20.09 +0.05  —2.07 £ 0.05 -3124+006  —1.76 £ 0.06 ~2.26 £ 0.05 —~1.854+ 005  —1.81+£005 HIRES, UVES 25, 26
J1358-+0349 2.853054  20.27 + 0.02 <-3.25 —~3.58 +£0.11  —2.804 + 0.015 <-2.95 <-2.764 <-2.64 HIRES 32
J1358+6522 3.067295 2047 +£0.07  —2.84 + 0.03 —2.25+0.1 —3.68 £0.14  —2.22 4 0.05 —2.99 + 0.03 —2.58 + 0.03 —2.5 + 0.09 HIRES 27
1141940829 3.04973 204 +0.03 —2.33 £ 0.04 —2.95+0.04  —1.92+0.04 —2.08 + 0.03 UVES 26
J1558-0031 270262 20.67 + 0.05  —2.03 + 0.05 —2.04 £ 0.05 —1.5 +0.05 —1.94 + 0.05 HIRES, MIKE 15
J1558-+4053 255332 203 +0.04 -2.7 4 0.07 —2.51 4007  —3.47 +0.08 —2.45 4+ 0.06 ~2.82 £ 0.07 —2.49 £ 0.04 UVES 20
1231041855 5938646  21.05 + 0.1 ~3.08 £ 0.12 ~2.86 + 0.14 X-shooter 35
12321+1421 2.5731 207 +0.05  —2.02 + 0.03¢ —1.76 + 0.04° <222 UVES 21
PC0953+47 42442 209 + 0.15 —2.55 + 0.08 —~2.16 + 0.03 ESI 13
PKS1354-17 2.7799 203 + 0.15 —2.36 + 0.08 —1.83 + 0.05 HIRES 13
PSS0808+52 31132 2065 +0.07  —2.01 £ 0.04 —~1.51 £ 0.11 ESI 9,13
PSS0957+33 4.1798 20.7 + 0.1 —2.1 £ 0.05 —~1.67 £ 0.01 ESI, HIRES 8,9
PSS1248+431 3.697 20.63 £ 0.07  —2.23 +0.05 —1.69 + 0.01 ESI 9,13
PSS150645220  3.2244  20.67 + 0.07  —2.48 4+ 0.04 —2.3 +0.02 ESI 13
PSS1715+3809  3.3407  21.05+0.13  —2.82 + 0.04 <-2.08 ESI 14
PSS1802+5616  3.8109 2035 +£ 0.2 —22 +0.11 —2+0.1 ESI 14
PSS232342758  3.6845 20.95 + 0.1 —~3.08 £ 0.12 ~2.56 + 0.03 ESI 13
Q0000-2620 3.3901 21.41 £ 0.08  —2.04 + 0.03¢ —2.54 £ 0.08 —1.68 £ 0.13 —1.86 £ 0.02° —1.83+0.09 HIRES, UVES 7,4
Q0112-306 241844 205 + 0.08 —2.64 + 0.09 —3.17£0.09  —224 +0.11 —2.39 + 0.08 UVES 19
Q0913+072 261843 2034 +£0.04  —2.82 + 0.04 -279 £ 006  —3.88 +0.13 24 £ 0.04 -3 4005 ~2.55 + 0.04 HIRES, UVES 28, 20
Q093042858 3.235 203 + 0.1 —2.1 4+ 0.02¢ —1.92 + 0.02° HIRES 10
Q1021430 2.9489 20.7 + 0.1 ~2.19 £ 0.01 —1.91 + 0.02 HIRES 8, 13
Q1108-077 3.60767 2037 +£0.07  —1.96 + 0.07 <-3.36 —1.69 + 0.08 —1.54 + 0.07 UVES 19
Q1331417 17764 21.14 £ 0.08  —2.05 + 0.001 —1.39 4 0.001 HIRES 3,8
Q1337+11 2.7959 20.95 + 0.1 —2.41 £ 0.02 ~1.69 £ 0.07 ESI, HIRES 13, 17
Q14094095 2.4562 20.54 + 0.1 —2.33 £ 0.02 —1.99 + 0.02 UVES 12
Ql1451+123 2.469 2039 + 0.1 —2.49 + 0.05 —2.1 £ 0.1 UVES 12
Q1946+7658 2.8443 2027 £ 006  —2.5+ 0.06 —3.51 £ 0.07 —2.14 £ 0.06 —2.18 + 0.06 ESI 10
Q2059-360 3.08293 2098 +0.08  —1.97 + 0.08 —2.86 + 0.08 —1.58 & 0.09 —~1.63 + 0.09 UVES 19
Q2206-199 207624 2043 +£0.04 257 + 0.04 —2454+005  —347+006  —2.07 £ 0.05 2,69 £ 0.04 229 + 0.04 UVES 20
Q2223420 3.1192 20.3 + 0.1 —2.4 4 0.04 —2.2 4 0.04 ESI 13
Q2348-01 2.6147 213 +0.1 —2.26 + 0.09 —1.95 + 0.07 HIRES 8
Q2348-14 22794 2056 +0.08  —2.27 + 0.02 —1.89 + 0.02 HIRES 3,8
5075943129 3.0346 20.6 + 0.1 —2.3 +0.15 —2.621 £ 0.2° —2+02° ESI 22
50928+-0939! 29098 2075 +£0.15  —2.16 £ 02"  —2.449 + 0.15" ESI 22
5095544116/ 3.2801 20.1 + 0.1 <233 —2.859 + 0.15° —2.82 + 0.15" <-2731 —2.72 4+ 0.15° ESI 22
5100140343 3.0785 20.15 + 0.1 <235 —2.889 + 0.15° —2.93 +0.15° 2811 £0.15° 291 +£0.15° ESI 22
$1003+5520' 25024 2035 +0.15 —29 +02° <2269 <221 —2.751 £+ 0.15" —2.1 +02° ESI 22
$1031+4055' 2.5686 20554+ 0.1  —221 £ 0.15" <-2.619 <221 <-1.63 ESI 22
51048439111 2.2957 20.7 + 0.1 —2.49 +0.15>  —2.829 + 0.1° —2.481 £ 0.2¢ —2.28 +0.2° ESI 22
S1108-+1209' 33964 2055 +0.15 <-232 <261 ESI 22
$1219+1603' 3.0037 20354+ 0.1  —2.12+0.15" —2.59 +0.2° e+ 0117 —2.05 £ 0.15" ESI 22
S1251+4120' 2.7296 21.1 + 0.1 —2.38 £ 0.2° —2.851 4 0.2° —2.7 +02° ESI 22
$1305+2902 2.3865 2025 £ 0.1 ~2.82 4+ 0.15>  —2.499 + 0.2° —2.9 +0.15° —2.821 £0.15°  —2.51 £0.15" ESI 22
$1325+1255' 3.5507 20.5 +0.15 <-2.30 —~2.579 £+ 0.2° <-2.051 —2.49 4+ 0.15° ESI 22
$1350+5952! 2.7558 20.65 + 0.1  —2.62 + 0.15" —2.521 4+ 0.2° ESI 22
$1440+0637 2.8246 202 + 0.1 —2.24 £ 0.15" <—2.469 <—1.96 —2421 £ 015" —2.11 £ 0.11* ESI 22
$1456+0407 2.6736 20354+ 0.1  —292+0.15" —2.56 + 0.2° —1.951 £02° 244 +0.15" ESI 22
S155742320' 3.5383 20.65 + 0.1 —2.64 4 0.2° <-2.849 -2.21 4+ 0.11° —2.671 £ 0.2° —2.11 £ 02° ESI 22
$1637+2901 3.4956 20.7 + 0.1 —2.43 4+ 0.15° —3.17 £ 0.2° —2.941 +£0.15> —2.87 +0.15° ESI 22
$1654-+3509' 2.8113 20.1 + 0.1 ~2.04 £ 0.11° <—1.739 —1.521 £ 0.11*  —1.71 £ 0.2° ESI 22
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Table 1
(Continued)
QSO Zabs log Nyt [Fe/H] [C/H] [N/H] [O/H] [Al/H] [Si/H] [S/H] Instrument Ref.
(em™)
$1709+3417 3.0104 20.4 + 0.1 —2.02 + 0.15° —2211 + 02¢ ESI 22
$1717+5802! 3.0461 20.25 + 0.1 —24 4 0.11° —2.02 + 0.15° ESI 22
$2114-0632! 4.1262 20.4 + 0.15 <—2.46 —2.669 + 0.2° —2.44 4+ 0.2° <-3.161 —2.75 +0.15° ESI 22

(This table is available in its entirety in FITS format.)

References. 1: Lu et al. (1996); 2: Prochaska & Wolfe (1997); 3: Prochaska & Wolfe (1999); 4: Molaro et al. (2000); 5: Prochaska & Wolfe (2000); 6: Dessauges-Zavadsky et al. (2001); 7: Molaro et al. (2001); 8:
Prochaska et al. (2001b); 9: Prochaska et al. (2001a); 10: Prochaska & Wolfe (2002); 11: Dessauges-Zavadsky et al. (2001); 12: Ledoux et al. (2003); 13: Prochaska et al. (2003b); 14: Prochaska et al. (2003a); 15: O’Meara
et al. (2006); 16: Noterdaeme et al. (2007); 17: Prochaska et al. (2007); 18: Noterdaeme et al. (2008); 19: Petitjean et al. (2008); 20: Pettini et al. (2008); 21: Ellison et al. (2010); 22: (: Penprase et al. 2010, hereafter P10);
23: Srianand et al. (2010); 24: Balashev et al. (2011); 25: Cooke et al. (2011b); 26: Cooke et al. (201 1a); 27: Cooke et al. (2012); 28: Cooke & Madau (2014); 29: Dutta et al. (2014); 30: (Zafar et al. 2014b, hereafter Z14);
31: (Cooke et al. 2015, hereafter C15); 32: Cooke et al. (2016); 33: Morrison et al. (2016); 34: (Cooke et al. 2017, hereafter C17); 35: (D’Odorico et al. 2018, hereafter D18); 36: (Welsh et al. 2019, hereafter W19); 37:

Welsh et al. (2020)° Uncertainty less than 0.11 dex (P10).
b Uncertainty between 0.11 and 20 dex (P10).

¢ Uncertainty greater than 0.20 dex (P10).

d Reporting uncertainty on N(Fe) (Z14).

¢ Reporting uncertainty on N(Si) (Z14).

f Reporting uncertainty on [Si/Fe] (C15).

& Reporting uncertainty on [C/O] (C17).

h Reporting uncertainty on [C/O] (W19).

! Reporting uncertainty on [Si/O] (W19).

J Name shortened from original (P10, D18).

abundance ratios of [S/Fe] and [Si/Fe]; S is an alpha element
that is volatile (i.e., it does not easily condense onto dust grains
similar to C, N, O, and Al, so its gas phase abundance is the
same as its true abundance), and Si and Fe are both refractory
elements (i.e., easily condense onto dust grains, Fe more so
than Si ). If dust depletion is appreciable, there should be a
trend between [Si/Fe] and [S/Fe] with metallicity; we observe
no trend implying that the relative dust depletion between S, Si,
and Fe is negligible. Furthermore, the stellar abundance ratio—
which is not subject to dust corrections—at low metallicities in
the Milky Way is [Si/Fe] =0.37 = 0.15 (Cayrel et al. 2004);
we observe [Si/Fe] = 0.32 £ 0.16. Finally, in recent work from
De Cia et al. (2018), the dust depletion of Si and Fe in DLAs
was shown to be effectively zero at [Fe/H] ~ —2 but as large
as 1 dex at [Fe/H] ~ 0. Other studies have shown the same
trend of dust depletion decreasing as metallicities approach 1/
100 solar (Pettini et al. 1997; Vladilo 2002; Akerman et al.
2005; Wolfe et al. 2005; Vladilo et al. 2018). All suggest
minimal effects of dust on the abundance ratios measured in the
gas phase.

In order to separate nucleosynthesis during the pre-SN
evolution of the progenitor stars and during the explosion of the
stars, we show the VMP DLA abundance ratios with respect to
oxygen in Figure 2. Oxygen provides insight into the pre-SN
evolution of the star because it is synthesized primarily during
hydrostatic burning. On the other hand, Fe is synthesized
during the SN explosion. Intermediate elements, such as Si, are
produced significantly in both hydrostatic and explosive
nucleosynthesis. This distinction will play an important role
in our comparison to theoretical yield models in Section 4.

There should be a constant trend in the abundance ratios with
respect to oxygen because oxygen is synthesized hydrostati-
cally, the majority of the elements in Figure 2 are synthesized
hydrostatically, and there is only one source of nucleosynthesis
at the low metallicities that we are probing. In other words,
most of the elements, except Fe, and perhaps Si and S, should
be produced roughly in the same proportion in CCSNe.

There is evidence suggesting that [C/O] (versus [O/H])
decreases for VMP DLAs until a minimum is reached at
[O/H] ~ —1.5 (Pettini et al. 2008; Penprase et al. 2010; Cooke
et al. 2011b). This finding is based on extrapolating the

behavior seen in red giants in the Milky Way halo whose
[C/O] (versus [O/H]) shows a decrease at low [O/H], a
minimum at [O/H] ~ —1.5, and an increase to solar at high
[O/H] (e.g., Akerman et al. 2004; Fabbian et al. 2009). This
rise in [C/O] at low oxygen abundance has been interpreted as
a Poplll signature owing to C enhancements from zero-
metallicity stars. But the C abundances for red giants can be
uncertain due to the astration corrections necessary to infer
their abundance (e.g., Smith & Briley 2006; Placco et al. 2014;
Kirby et al. 2015). Also, C and O also could have 3D nLTE
corrections as large as —0.3 dex and —0.6 dex, respectively.
Recently, Amarsi et al. (2019a, 2019b) calculated 3D nLTE
corrections for C and O abundances in metal-poor stars and
found that the downturn in [C/O] (at low oxygen abundance) is
no longer present; an increase is seen instead. Interestingly, if
one were to observe [C/O] (versus [O/H]) from the VMP
DLAs in isolation, a strong trend with [O/H] is not apparent; a
weak trend may be present (Cooke et al. 2017; Poudel et al.
2020; Berg et al. 2021).

Nitrogen is also affected by astration, but it has been shown that
[N/O] (versus [O/H]) does not vary with oxygen abundances
below [O/H]~ —0.7 for DLAs and instead reaches a plateau
(Petitjean et al. 2008; Pettini et al. 2008; Zafar et al. 2014a). This
behavior is similar to what is found for [N/O] in local dwarf
galaxies at the lowest [O/H] where for [O/H] < —0.7 there is a
primary nitrogen plateau ([N/O] ~ —0.65) then a rapid rise with
increasing [O/H]; for DLASs the plateau at low [O/H] is more than
0.3 dex lower (Berg et al. 2019).

For these reasons, we use the same approach, rationale, and
calculation to find the medians of these ratios with respect to
oxygen, and interpret the medians as the yield ratios of CCSNe.

The medians of the abundance ratios with respect to oxygen
in Figure 2 (and with respect to Fe), and their 1o (68%
confidence interval) uncertainties, are listed in Table 2. These
medians reflect the median IMF-averaged CCSN yield for zero-
and low-metallicity massive stars.

Kirby et al. (2019, hereafter K19) placed empirical
constraints on CCSNe using a method similar to what is
presented here, except based on metal-poor stars in dwarf
galaxies. We compare the empirical yields they derived to our
empirical yields in Section 4.2.
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Figure 1. C, N, O, Al, Si, and S abundance ratios as a function of [Fe/H]. The blue (purple) points are VMP DLAs whose abundances were measured from high
(medium)-resolution spectra. The blue horizontal bars are the medians of the VMP DLA abundance ratios from high-resolution sources, and the purple horizontal bars
are the medians of the VMP DLA abundance ratios from high4+medium-resolution sources. Typical VMP DLA uncertainties (0.1 dex) are shown in the bottom left
corner of each subplot. The gray smaller points are metal-poor stars from the Joint Institute for Nuclear Astrophysics (JINA) database (Abohalima & Frebel 2018); the
small gray x’s are giants whose surface abundances have been altered by RGB evolution. The red smaller points are from the ultra-faint/dwarf galaxy star compilation
from Alexander Ji (See Section 3.1). The gray arrows in the subplots show the typical corrections (Placco et al. 2014; Nordlander & Lind 2017) for the stated physical
processes, to scale (see Section 3.1 for discussion). The corrections vary widely from star to star. Ultra-faint dwarf compilation references: Koch et al. (2008), Feltzing
et al. (2009), Frebel et al. (2010), Simon et al. (2010), Norris et al. (2010), Lai et al. (2011), Gilmore et al. (2013), Koch et al. (2013), Frebel et al. (2014), Ishigaki et al.
(2014), Roederer & Kirby (2014), Frangois et al. (2016), Ji et al. (2016b, 2016a, 2019), Roederer et al. (2016), Hansen et al. (2017), Kirby et al. (2017), Nagasawa
et al. (2018), Chiti et al. (2018), Spite et al. (2018), and Marshall et al. (2019).
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Table 2
Median Abundance Ratios of VMP DLAs

Element [X/Fe] [X/0]

C 0.16 + 0.20 —0.30 £ 0.13
N —-0.76 £ 0.34 —1.21 £0.33
(0] 042 +0.13

Al —0.11 £0.11 —0.55+0.16
Si 0.32 +0.16 —0.14 £ 0.12
S 0.36 +0.18 -0.27

Fe —0.41+0.13

3.1. Comparison between VMP DLAs and VMP Stars

We compare the abundance ratios of VMP DLAs to VMP
stars in order to understand the robustness of these ratios. The
gray background points in Figures 1 and 2 are metal-poor stars
compiled from the Joint Institute for Nuclear Astrophysics
(JINA) database with —4 < [Fe/H] < —2 from the MW halo,
MW bulge, ultra-faint dwarf galaxies, and classical dwarfs
(Abohalima & Frebel 2018). The x’s in the C and N panels are
stars with surface gravity (logg) small enough to necessitate
corrections for the evolution of surface abundances on the giant
branch. All of the stellar abundances are subject to some nLTE
correction, but the corrections for Al are particularly large. The
gray arrows in the figures show, to scale, the typical corrections
needed to properly infer the abundance ratios; [C/Fe] ~ +0.5
dex (Placco et al. 2014) for logg < 1.6, [N/Fe]~ —1 dex
(Placco et al. 2014) for log g < 3.6, and [Al/Fe] ~ 4+0.8 dex
(Nordlander & Lind 2017) for stars with —4 < [Fe/H] < —2
and [Al/Fe] ~ —1. The exact values of the corrections depend
on temperature, surface gravity, metallicity, and for C and N,
detailed abundances.

The red background points are a compilation of metal-poor
giants in ultra-faint dwarf and classical dwarf (UF/D) galaxies
compiled by Alexander Ji* (references in Figure 1).

Figure 1 shows that the VMP DLA abundance ratios for N
and Al (i.e., [N/Fe] and [Al/Fe]) exhibit a distinct difference
(up to ~1 dex) from VMP stars, whereas for the others, ([C/
Fe], [O/Fe], and [Si/Fe]) show general agreement between the
samples. [Al/Fe] specifically show a systematic offset of —0.5
and can be explained by the nLLTE corrections needed to infer
their abundances. Importantly, measuring abundances from the
cool dense gas from the DLAS is less susceptible to systematic
effects than measuring abundances in stellar atmospheres.
Sulfur is under-represented in the stellar sample because it has
very few optical absorption lines.

Figure 2 shows similar trends as the previous figure. There is
a systemic offset between the VMP stars and VMP DLAs in
[N/O] and [Al/O]. [C/O], [Fe/O], and [Si/O] show general
agreement between the samples.

Taken together, Figures 1 and 2 give another quantitative, visual
affirmation for using VMP DLAs as a complementary set to VMP
stars to constrain the yields of zero- and low-metallicity CCSNe
(e.g., Prochaska & Wolfe 2002; Rafelski et al. 2012; Cooke et al.
2017). For C, O, and Si, the abundances are complementary,
whereas for N, Al, and S, VMP DLAs offer the ability to constrain
yields without the effects of stellar astration (N), nL.TE effects (Al),
or observationally challenging wavelengths (S).

The empirical CCSN yields in Table 2 can be used as inputs
in galactic chemical evolutionary models. Specifically, they

4 https: //github.com/alexji/alexmods /data/
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could be an empirical guide to the first enriching events of the
system being modeled.

4. Theoretical Yield Comparison

In this section we compare the zero- and low-metallicity yields
calculated by Woosley & Weaver (1995, hereafter WW95),
Kobayashi et al. (2006) and Nomoto et al. (2006; together
referenced hereafter as KNO06), Heger & Woosley (2010,
hereafter HW10), Limongi & Chieffi (2018, hereafter LC18),
and Ebinger et al. (2020, hereafter EC20) to the empirical yields
we derived in the previous section.

4.1. Synopsis of the Theoretical Yields

We discuss the relevant aspects of the physical models and
input parameters that would affect the resultant yield predic-
tions for the models below. For detailed discussions of each
model, we refer the reader to the cited manuscripts.

4.1.1. Woosley & Weaver (1995)

WWOS5 calculated the nucleosynthetic yields from massive
stars as a function of mass and metallicity for elements through
Zn. They computed 78 models that differed in explosion
energy (usually 1.2 x 10°" erg (1.2 B); B is a Bethe, or
10°" erg), metallicity (0—1 solar), and initial progenitor mass
(11-40 M.). We use the “Z” models, which have zero-
metallicity, e.g., a pre-supernova progenitor with a Big Bang
composition.

WWO5 evolved each star through the supernova explosion.
The explosion was achieved by means of a mass piston located
at the edge of the iron core modeled in 1D (modeling in 1D is
common to all of the models hereafter). The piston was moved
inward at constant acceleration until it reached 500 km where it
was moved rapidly outward (bounce) at a velocity tuned such
that the final kinetic energy of the ejecta typically reached an
energy of ~10°" erg (1 B). The resultant shock decelerated in
the mantle of massive stars, which, among other effects, led to
significant fallback of Fe-peak elements. WW95’s nucleosynth-
esis yields account for this fallback.

The models included the effects of neutrino irradiation,
which had a major effect on the nucleosynthesis due to changes
in the composition of the star before the shock wave from the
mass piston caught up to the material. Neglected processes that
could have affected the nucleosynthesis include neutrino
capture processes, stellar rotation, and a model of the explosion
physics more realistic than a mass piston.

The piston was tuned to ensure an explosion. Some modern
3D supernova models explode without the need for a piston or
thermal bomb by modeling the collapse and explosion phase of
the star (e.g., Burrows et al. 2019), though there still is no
consensus in the field as to a preferred method of explosion.

We explore the effects that an “explosion landscape”
(wherein some supernovae collapse into black holes without
contributing to nucleosynthesis) on IMF-averaged theoretical
yields in Section 4.3. Also, we use the WWO95 yields as a
qualitative reference only and perform our analysis (i.e.,
compare theoretical abundance ratios to VMP DLA abundance
ratios) to their successor (see Section 4.1.3).
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4.1.2. Kobayashi et al. (2006) and Nomoto et al. (2006)

KNO6 calculated the nucleosynthetic yields for elements up
to Zn as a function of initial mass, composition, and explosion
energy. We use their zero-metallicity yields over their total
progenitor mass range (13-40 M) and compare their two
available explosion energies: (1) 1 x 10°" erg (1 B), corresp-
onding to a normal type II supernova, and (2) 10 — 30 x 10°!
erg (10-30 B), corresponding to a hypernova (HN). The
authors found that an HN contribution of 50% was optimal to
match the observed [«/Fe] trends in the Milky Way, but we
vary the contribution from 0%-100% for our computed IMF-
averaged yields (see Section 4.2).

KNO6 evolved the star from pre-supernova to explosion.
Their explosion mechanism is a “thermal bomb”; when a
critical density is reached in the core, the star is promptly
exploded with the specified energy for SNe and HNe. The
authors used light curves and spectral fitting from individual
SNe to set the mass of °Ni ejected, 0.3-0.5 M., They also
used the abundance ratios observed in extremely metal-poor
(EMP; [Fe/H], —3) stars, specifically [O/Fe] = 0.5, to set the
amounts of mixing and fallback, which are otherwise free
parameters in the calculations.

Included in their calculations were metallicity-dependent
mass loss and neutron-capture processes. They did not include
any neutrino processes, stellar rotation, or natural explosion
physics (as opposed to a thermal bomb).

4.1.3. Heger & Woosley (2010)

HW10 computed nucleosynthetic yields for zero-metallicity
stars as a function of mixing (0.0-0.25; explained in the next
paragraph), explosion energy (0.1-10 erg; 0.1-10 B), mass cut
(S4 or Y,; also explained in the next paragraph), and progenitor
mass (10-100 M.). Several model combinations matched the
abundances observed in different EMP stars adequately. One
such model, as an example, had an explosion energy of 1.2 B,
standard mixing of 0.1, and an S4 mass cut. These models are
the successors to the zero-metallicity models of WWOS5.

HW10 modeled their stars from main sequence to explosion
using the KEPLER code, which was also used by WWO95. They
found that the density and structure of the zero-metallicity stars
were the same as those of solar-metallicity stars, implying a
common central engine for single stars. The mixing of heavy
elements deep in the star to outer layers was simulated by series
of boxcar runs whose mass is set to be some fraction (0.0%—
25.1%) of the He core mass. A mass piston was then used to
explode the stars. There were two locations that the piston was
placed: (1) near the base of the oxygen shell (where the entropy
per baryon is S/N, = 4.0 kp; S4 model) or (2) deeper in the star
near the edge of the iron core (where the electron fraction Y,
becomes discontinuous; “Y,” model). Following this mass cut,
each mass piston was moved to give the ejecta a final kinetic
energy ranging from 0.3-10 x 10°" erg (0.3-10 B).

The models include neutrino irradiation and fallback.
Neglected physics included stellar rotation (though the authors
added a “mixing” term that mimics the effect of stellar
rotation), neutrino winds (which would affect - and some s-
process elements), and more realistic explosion physics (as
opposed to a piston).

To see how the numerous parameters affect the resultant
yields, and to pick a preferred mass cut (S4 or Y,) and mixing
value (0.0-0.25), we show in Figure 3 the IMF-averaged
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(Salpeter) yields as a function of mixing, explosion energy, and
mass cut for the entire modeled mass range. The yields stay
constant with mixing but vary significantly (>3.5 dex) with
explosion energy. The insensitivity to mixing is expected
because the mixing is performed after all explosive nucleo-
synthesis and fallback are computed. Because the Y, mass cut
has only two explosion energies, its predicted [X/Fe] range is
more tightly constrained than the S4 cut. Even so, the Y, range
is always within the wider values predicted by the S4 cut, so we
elect to use the S4 cut in our comparison. The yields from the
lowest modeled energy in the S4 models (0.3 B) differ
significantly (1-3 dex) from the higher-energy models, so we
neglect the low-energy models in our comparison. After this
culling, the yields are comparable regardless of mixing, so we
choose a mixing value of 0, which leaves explosion energy and
mass as the only free parameters in our comparison.

4.1.4. Limongi & Chieffi (2018)

LC18 calculated the yields of elements up to Bi as a function
of metallicity ([Fe/H]= -3, —2, —1, 0), progenitor mass
(13-120 M), and initial rotational velocity (v=0, 150,
300 km sfl). We use their [Fe/H] = —3 model and masses
from 13-100 M. We discuss the choice of rotation velocity
below.

LC18 modeled the evolution of their stars from pre-main
sequence to pre-supernova. The initial metallicity given to the
stars for their [Fe/H] = —3 models was scaled from the solar
composition (Asplund et al. 2009) for most elements (e.g., Al, N),
but abundance ratios (with respect to Fe) observed in metal-poor
stars were used for some elements (C, O, Si, and S). They
exploded their star via a thermal bomb with three different
calibrations. Their preferred calibration (the one used in this work)
requires that (1) stars from 13-25 M, have a mixing and fallback
scheme by requiring that the edges of the mixing region are fixed
and that the mass cut is placed such that 0.07 M, of *°Ni is
produced, and (2) stars more massive than 25 M., fully implode,
and therefore any yields are from the pre-SN stellar wind. The
explosions energies that the authors calculated, which we infer
from their quoted binding energy of mass above the Fe core,
ranged from 0.65-15 x 10°" erg (0.65-15 B) for their 13-80 M.,
progenitors with the larger explosion energies corresponding to
the more massive progenitors. We fully decayed the isotopes in
our yield comparison to their final stable isotopes assuming 100%
conversion.

LCI18 included stellar rotation and mass loss but neglected
realistic explosion physics (as opposed to a thermal bomb).

Stars are known to have varying rotation velocities so there
likely exists some preferred initial distribution of rotation
velocities IDROV; analogous to mass and the IMF) that is a
function of mass and metallicity (Limongi & Chieffi 2018;
Prantzos et al. 2018). At present, there has not been a detailed
study of the IDROV and its properties coupled with the IMF.
Still, we construct a simple, observationally motivated IDROV
(see Section 4.3), alongside the yield predictions when all stars
are rotating at a single velocity (see Section 4.2).

4.1.5. Ebinger et al. (2020)

EC20 of the PUSHing core-collapse supernovae to explo-
sions in spherical symmetry (PUSH) collaboration (Perego
et al. 2015) used an engine to self-consistently explode stars
and obtain nucleosynthetic yields for isotopes up to *''Eu as a
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Figure 3. The IMF-averaged yields from HW10 as a function of mixing parameter and explosion energy. The color bar on the right of the figure denotes the [X/Fe]
for each mass cut, which are labeled on the right side of each panel. The Y, values are vertically offset from the S4 mass cut for clarity. The lowest explosion energy
(0.3 B) points have their [X/Fe] value annotated above the point; they are all off the color bar scale.

function of metallicity (Z = 0-10"* Z) and mass (11-75 M..).
We use their zero-metallicity models, which have a smaller
mass range of 11-40 M.

The authors used pre-SN models from Woosley et al. (2002).
The explosion, which relies on the delayed neutrino-driven
mechanism, of the pre-SN progenitor was simulated by
following the core collapse, bounce, neutrino heating, and
resultant explosion (or implosion) of the stars in increments of
1 M, assuming spherical symmetry. The neutrino heating term,
the most important term for the explosion, has two free
parameters that were calibrated such that the models repro-
duced properties observed from SN 1987A.

The authors did not force the stars to explode but instead
relied on the physical outputs from their simulation to
determine if an explosion was successful or not. An explosion
was deemed successful if the final explosion energy of the
simulation was positive. An explosion was deemed as a failure
if the final explosion energy was negative at the end of the
simulation. From this criteria, they found that stars from 11-23
M, and 27-31 M., successfully exploded whereas the other
masses failed, i.e., imploded into a black hole. The exploding
stars contributed to yields whereas direct-collapse stars did not.
The resultant explosion energies ranged from ~0.3—1.6 x 10°"
erg (0.3—1.6 B) with no uniform trend with progenitor mass.

Only explosive nucleosynthesis was considered in the yields
published by EC20, so we added the contribution from the pre-
SN progenitors (i.e., hydrostatic nucleosynthesis) to get the
total yield (S. Curtis, private communication; Woosley et al.
2002). This primarily affected the abundance of light elements
(C, N, and O) that are created in small quantities during
explosive nucleosynthesis. We could not compute a total yield
for Al because the pre-SN progenitors did not track it. We do
not include the Al predictions from EC20 in our subsequent
analysis.

The authors included realistic explosion physics but
neglected neutrino irradition and stellar rotation.

4.2. Comparison between Yield Tables

In Figure 4 we show the theoretical [X/Fe] predictions from
the models described in the previous section and compare them
to empirical yields from VMP DLAs (see Section 3). The [X/
Fe] values were calculated by integrating the model yields
under a Salpeter IMF from a mass range of 10-100 M.. We
interpolate the yields to achieve steps of 0.25 M, but did not
extrapolate the yields outside of their modeled masses (see
mass ranges above). For [Si/Fe], we also compare the
empirical yields derived by K19 using metal-poor stars in the
dwarf galaxies Sculptor (Scl), Leo II, Draco (Dra), Sextans
(Sext), and Ursa Minor (UMi; see the end of Section 3).

There is general agreement between the empirical yields and
the theoretical [X/Fe] predictions for the majority of elements.
Each model reproduces the empirical yields (within 1) for a
subset of elements. [Si/Fe] and [S/Fe] are consistently
reproduced by all models. [C/Fe], [O/Fe], and [Al/Fe] show
similar agreement (EC20 did not track the total Al yields; see
Section 4.1.5). [N/Fe] is a notable exception; it showed the
largest spread between models. Only one, HW 10, reproduced
the empirical [N/Fe] yields. The [N/Fe] differences between
the empirical yields and theoretical predictions exceeded 0.5
dex for all other models.

The various models’ overall agreement in their [S/Fe] and
[Si/Fe] predictions with the VMP DLA data can be used to
further argue that there is minimal dust depletion in VMP
DLAs. If this were not true, one would expect systematic
discrepancies between the nucleosynthetic predictions and the
observed ratios in VMP DLAs, just as one would expect some
trend in [Si/Fe] and [S/Fe]. But neither is seen, further
suggesting that there is negligible dust depletion in
VMP DLAs.

The majority of the yields derived by K19 fall just outside of
our uncertainties, except for Leo II. After accounting for K19’s
yield uncertainties (0.02—0.08 dex), Scl and Dra also become
consistent with the DLA estimates. Note that K19 measured Si
in red giants in a spectral range ~6300-9100 A. The only
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Figure 4. Predicted [X/Fe] for each yield table compared with the median [X/Fe] from VMP DLAs. The dashed vertical blue line is the median of the VMP DLAs,
and the blue shaded region shows the 1o uncertainties. The colored stars are empirical yields derived by K19 from metal-poor stars in the respective dwarf galaxies
(see the end of Section 3). EC20 predictions are shown as orange squares, LC18 as black/dark gray diamonds (varying rotational velocities), HW10 as green tri-points
(varying explosion energy), KNO6 as blue pluses (varying HN contribution), and WW95 as orange X’s.

available Si lines in this spectral range are weak due to their
high excitation potentials, making it difficult to measure Si in
low-S/N spectra. This means there could be a bias toward
higher Si abundances for very metal-poor stars because lower
Si abundances would result in undetectably weak lines. In fact,
extremely metal-poor Milky Way halo stars have a plateau at
[Si/Fe] = 0.4 (e.g., Frebel & Norris 2015), which is consistent
with the VMP DLA abundances.

In Figure 5 we compare the theoretical [X/O] to the
empirical yields. The theoretical [X/O] values were calculated
using the same method as above for [X/Fe].

There is general agreement between the inferred empirical
yields and the models for a subset of elements, Si and S. We
see near unanimous agreement between models in their
predictions for [C/O], [Fe/O], [Si/O], and [S/O]. (There is
only one VMP DLA data point available for [S/0].) Wide
disagreement is seen in [N/O] where only two models
reproduced the empirical yields, HW10 and LC18. No model
reproduces [Al/O].

4.3. Explosion Landscape and IDROV

All of the models discussed thus far had their parameters
tuned to ensure that the star exploded, except EC20. This was
also true for LC18, though they ensured that stars above 25 M,
fully imploded. There is strong evidence that massive stars in
certain regions of mass—metallicity space will collapse directly
into a black hole, resulting in zero metal yield, other than any
yields from pre-SN winds (Smartt 2015; Adams et al. 2016;
Sukhbold et al. 2016; Woosley 2017). This so called SN
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explosion landscape describes the ability of stars to explode or
not by assigning one of two outcomes to ranges of stellar mass
(at fixed metallicity): (1) explosion potentially with fallback, or
(2) direct collapse into a black hole. Fallback onto the dense
remnant during/after explosion has been shown to be rare in
recent studies (Sukhbold et al. 2016; Ertl et al. 2020). Still,
given its importance, all of the models we described previously
(Sections 4.1.1-4.1.5) include fallback in their calculations. We
add the yield contributions for exploding stars (i.e., the yields
with fallback included) and remove 100% of the yields from
the imploding stars.

Because there has not been a recent SN explosion landscape
for zero- or low-metallicity stars that accounted for the full
mass range (10-100 M), we use results computed by EC20 for
the mass range 1040 M. They found that stars exploded in
the mass ranges 11-23 and 27-31 M, (in steps of 1 M) but
did not explode otherwise (see Section 4.1.5 for discussion of
the EC20 models). We summarize the explosion landscapes
from EC20 and LC18 in Table 3.

To understand how the inclusion of realistic explosion
physics changes the predicted yields, we show in the top panel
of Figure 6 abundance ratios from HW10 modified by the SN
explosion landscape from EC20 (i.e., only adding the yields
from stars that the authors found to explode and removing the
yields from those that do not) and as-published LCI18
and EC20 yields, along with the empirical DLA abundances.
We chose not to adapt this SN explosion landscape to the other
yield models because they used different stellar evolutionary
codes. The landscape is sensitive to the final core structure of
the star, which itself is sensitive to all prior modeling
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Figure 5. Median [X/O] for VMP DLAs and predicted [X/O] for each of the yield tables. The same symbols as in Figure 4 are used.

Table 3
SN Explosion Landscapes
Model Range Step Explosion Authors
Mc) (Mc) (Mc)
10-40 1 11-23; 27-31 EC20
13-120 2,5, 10, 20 13-25 LC18

assumptions (e.g., stellar evolutionary code, interaction cross
sections, adopted reactions rates, convection criteria, etc.), such
that two authors using different assumptions will likely have
different landscapes. The progenitors used in HW10 and EC20
used the same formalism, based on the KEPLER code for
stellar evolution, as were the progenitors from Woosley &
Weaver (1995) and Woosley et al. (2002). Even though there
are differences present between the progenitors of HW10
and EC20, they are closer to direct comparisons than the other
models, which used their own stellar evolutionary code. We
calculate the yields in the same manner as the previous section
except that we do not interpolate between the modeled masses
to ensure that only the stars that explode contribute to the
yields. We compared this method with the interpolation method
of Section 4.2 and found that they are comparable, with
differences < 0.01 dex.

Similar to the SN explosion landscape, one can analogously
construct an explosion energy landscape that maps progenitor
mass to explosion energy (i.e., remove explosion energy as a
free parameter). EC20 predicted explosion energies ranging
from 0.3-1.6 B with a peak of ~1.6 B for the 25 M,
progenitor, and a minimum of 0.3 B for the 31 M, progenitor.
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We adapt this explosion energy landscape to HW10 alongside
their explosion landscape (i.e., we ensure that only stars that
explode contribute to the yields, and that the energy for each
progenitor reflects the energy calculated by EC20 for the
progenitor mass), and show the IMF-averaged yields in the
bottom panel of Figure 6.

We discussed briefly in Section 4.1.4 that there likely exists
a preferred IDROV that one can map from progenitor mass to
rotation velocity. There is strong evidence for a bimodal
velocity distribution among young massive stars in the local
universe in which there are slow rotators (40-60 km s_l) and
fast rotators (150-300 km sfl; Ramirez-Agudelo et al. 2015;
Milone et al. 2018; Kamann et al. 2020). Whether a massive
star is a fast or slow rotator does not strongly depend on its
mass or its membership in a binary system (Bouvier 2013;
Bastian et al. 2020; Kamann et al. 2020). We construct a
simple, observationally motivated IDROV that we apply to
the LC18 yields in which we require that all stars below a mass
cutoff (15, 25, 30, or 40 M) are slow rotators with Vo 0w =
50 km s, and stars above the cutoff are rapid rotators with
Vrothigh = 250 km s~ . We show the IMF-averaged, IDROV-
modified LC18 yields in the bottom panel of Figure 6.

This IDROV is based on observations of local, solar-
metallicity, massive stars. The IDROV might be different at
low metallicity. Because there is little to no observational
evidence on how rotational velocity or binarity changes at low
metallicity (Moe & Di Stefano 2017), we adopt the IDROV
mentioned above with the acknowledgment that it will likely
need to be modified when the necessary data is present.

The inclusion of the explosion landscape into HW10 does
not make a significant difference in the predicted abundance
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Figure 6. Theoretical yield ratios compared to the empirical abundance ratios;
[X/Fe] is on the left, and [X/O] is on the right. The same symbols as in
Figure 4 are used, unless noted otherwise. The empirical yields and
uncertainties (from DLAs and stars ([Si/Fe])) are vertically offset for clarity.
Top: predicted yields from HW10 when imposing an SN explosion landscape,
and as-published LCI18 and EC20 yields. Bottom: HW10 yields when
imposing both the explosion landscape and explosion energy landscape (i.e.,
fixing explosion energy), and LC18 yields when imposing an IDROV such that
all stars up to a given mass (e.g., 15 M; light gray diamond) rotate with a low
initial rotation velocity (50 km s71), while stars more massive rotate at 250 km
s~ (dark gray diamond).

ratios (less than 0.2 dex for most elements). The behavior seen
here is similar to that in Figures 4 and 5, where for every
element, HW10 has at least a few explosion energies (typically
between 3-10 B) that fall within the range of the empirical
constraints; LCI18 reproduces most of the abundances;
and EC20 is well within the empirical estimates for some
elements and differs by more than 1 dex for others.

Imposing the explosion energy landscape onto the HW10
yields results in widespread disagreement with the empirical
yields; more than half of the predicted abundance ratios fall
well outside the empirical yield uncertainties. The largest
disagreement is for [X/Fe], where only one empirical ratio is
reproduced, [N/Fe]. Similarly for [X/O], only one ratio is
reproduced, [Si/O].

The IDROV-modified LC18 yields nearly unanimously
reproduce the empirical yields (except [Fe/O] and [Al/O]),
an improvement compared to the simpler cases shown in the
top panel of Figure 6 (and Figures 4 and 5) where all stars are
assumed to rotate at the same velocity. The mass cutoffs in the
range 25-40 M, predict comparable yields, whereas the 15 M,
cutoff differed by a small amount (<0.2 dex).
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5. Lessons from VMP DLAs

In this section we discuss the physical reasons that could
explain why each set of yields matched (or did not match) the
VMP DLA abundance ratios.

The large variation in explosion energy of HW10 ensured
that at least one energy was able to reproduce the empirical
yields for most abundance ratios (except [Al/O]) when no
explosion landscape or energy landscape was adopted. The
energy range that best fit the data varied between 3-10 B.
Although we cannot place any constraints on a preferred
mixing treatment (because they all predict comparable
abundance ratios; see Figure 3), we focus on the S4 mass cut
over the Y, mass cut because of the larger range of explosion
energies that were modeled. KNO6 modeled a similarly wide
energy range (1-30 B), but their yields did not reproduce the
empirical abundance ratios for as many ratios as HW10. One
reason for this could be the calibrations used by KNO6 of the
amount of *°Ni that each star had to produce. This observa-
tional constraint has the effect of restricting the predicted
abundance ratios to a smaller range of values than HW 10, who
did not impose such constraints in their models. When we
applied the SN explosion landscape calculated by EC20 in two
different ways onto HW10, we found (1) comparable yield
predictions when energy is left as a free parameter, but (2) wide
disagreement when energy is constrained to be a function of
mass. Both points are consistent with the main HW10 result
(without the landscape constraints), that higher-energy explo-
sions (=3 B) were needed to reproduce the data. The
disagreement in [X/Fe] with the fixed, lower energies can be
explained by the resultant low Fe yield from these models,
which systematically increased the [X/Fe] ratios for the light
and intermediate-mass elements (i.e., those synthesized
hydrostatically).

LC18, similar to HW10, consistently reproduced the VMP
DLA yields with at least one of their models (varying initial
rotational velocity) falling within the empirical estimates for
each abundance ratio except [N/Fe] and [Al/O]. Similar
to KNO06, LC18 tuned their models to reproduce observational
constraints on the amount of >°Ni produced in the supernova.
They achieved this tuning by varying the location of the mass
cut for their pre-SN progenitor. The initial rotation velocity that
reproduces the empirical yields for most ratios was 0 km s
(the exception to this was [N/O], where the higher rotation
velocities reproduced the data). When a simple IDROV is
adopted, in which stars below a certain mass threshold were
considered slow rotators (50 km s~ ') and stars above that mass
cut were considered fast rotators (250 km s~ ), we found near
unanimous agreement between the predicted yields and the
empirical yields (the exceptions were [Fe/O] and [Al/O]). We
acknowledge that this is a simple parameterization that could
be improved with better data on the rotation velocities and
binarity of low-metallicity massive stars, and/or when binary
stellar evolution is modeled in more detail. Even so, our
findings may suggest that adopting some observationally
motivated IDROV is helpful in matching observed abundance
ratios of VMP DLAs.

KNO6 reproduced the empirical yields of most abundance
ratios to within ~0.1 dex of the 1o confidence interval. An HN
contribution of 2250% was required to reproduce more than half
of the empirical yields. Exceptions to this agreement were
[N/Fe], [N/O], [C/O], and [Al/O]), which were ~0.3-1 dex
discrepant with the empirical yields. Because N is synthesized
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hydrostatically during H burning, and is therefore not sensitive
to the explosion mechanism of the star, one explanation for this
discrepancy could originate in the pre-SN evolution of the star.
In contrast, there the Fe yield could also be the cause of the
discrepancy.

EC20 reproduced the empirical yields for more than half of
the ratios we studied (C, O, Si, and S with respect to O and Fe).
N disagreed with the empirical yields by up to a few orders of
magnitude (Figures 4, 5, and 6), and Al did not have a
prediction for its total yield, so it was not included in our
analysis. EC20 uniquely modeled the collapse and explosion
phase of the SN for each of the stars they modeled, but they did
not model the main-sequence evolution of the stars, and instead
used pre-SN progenitors from the literature (see Section 4.1.5).
Nitrogen, which is synthesized hydrostatically, showed the
largest discrepancy between the EC20 yields and the DLAs. As
argued previously, this discrepancy likely originates in the pre-
SN evolution of the stars. Another (less plausible) explanation
could be that the explosion landscape itself causes the
discrepancy. Perhaps the combined mass of N that was lost
to implosion, if allowed to contribute to the yields, could
account for the differences between the predictions and the
data, but see Griffith et al. (2021b).

EC20’s predicted abundance ratios for the intermediate-mass
and heavy elements studied here (S, Si, and Fe) consistently
reproduced the empirical yields. This suggests that the
explosion mechanism employed by the authors is consistent
with the data.

There is an interesting discrepancy between HW10 (when
the explosion energy landscape is applied) and EC20. One
would expect agreement between the two models because they
are based on similar progenitors, have the same explosion
landscape, and have the same energy constraints. But the
bottom panels of Figure 6 show that there is still an average
difference of 1 dex between them. Specifically, the EC20
[X/Fe] ratios agree with the DLAs for most of the elements
including the intermediate-mass elements ([Si/Fe] and [S/Fe]).
In contrast, HW10 shows systematically high [X/Fe] for all
ratios. EC20 has low [N/O], but they reproduced the empirical
[X/O] for all other elements, contrasted by HW 10, which only
reproduced [Si/O]. As mentioned previously, HW10 produced
very little Fe in these low explosion energy models, and EC20
conversely produced a lot of Fe in their lowest explosion
energy models. The low iron yields from HW10 are explained
by increased fallback of iron-group elements with decreasing
explosion energy. Therefore, fallback treatment is likely
causing the large discrepancy between the two models.

A common feature in the models that reproduced the data
were high explosion energies. We showed in Figures 4 and 5
that the models that best reproduced the empirical yields were
those with explosion energies exceeding 2 B; namely KNO6,
HW10, and LC18. For calibrated neutrino-driven explosions, it
is difficult to exceed this threshold, as seen in the peak energy
explosion of 1.6 B calculated by EC20 (see also Perego et al.
2015; Ertl et al. 2016; Sukhbold et al. 2016; Ertl et al. 2020).
As discussed in Section 4.1.3, it has been shown (Heger &
Woosley 2010) that the core structures for solar-metallicity
stars and metal-free stars are similar, so it should be the case
that the explosion and explosive nucleosynthesis in these
models should be similar. Our work adds more evidence to
suggest that the energetics of the explosion, and potentially the
underlying explosion mechanism, must be modified to allow
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for higher energies if one is to match the abundances measured
from VMP stars and VMP DLAs. An interesting point of
contention for this is the fact that EC20, who had compara-
tively low explosion energies, consistently reproduced the
abundance ratios of half of the light elements (C and O) and all
of the intermediate-mass elements. This suggests that there may
be no need for HN class explosion energies if one properly
models the explosion phases of the delayed neutrino-driven
mechanism.

We do not have much observational data on how binarity of
massive stars changes at low metallicity (Moe & Di
Stefano 2017), and are just starting to theoretically explore
the effects of binarity on their evolution and final outcomes
(Ertl et al. 2020; Vartanyan & Burrows 2020). A potential
solution for the low explosion energies of neutrino-driven
explosions would be to invoke a rotationally powered
explosion (Mosta et al. 2015) from stars that have evolved in
binary configurations where the progenitor gains a substantial
rotational energy through its companion. These rotationally
powered explosions could achieve explosion energies compar-
able to HN (~10 B).

6. Conclusions

We have placed empirical constraints on the CCSN yields of
zero- and low-metallicity stars using the abundances measured
from VMP ([Fe/H] < —2) DLAs available in the literature
from the past 30 yr. The majority of this compilation is based
on high-resolution spectroscopic measurements (Section 3).
We equated the median of the VMP DLA abundances with the
IMF-averaged CCSN yield by assuming that the VMP DLAs
are at the earliest stages of galactic chemical evolution, where
CCSNe dominate the nucleosynthesis.

We show that our approach is complementary, and at times
superior, to using VMP stars for the same work (Section 3.1; e.g.,
Berg et al. 2015; Welsh et al. 2019). In particular, for elements
whose stellar photospheric abundances depend on the assumption
of LTE (O, Al), astration corrections (N), or difficult-to-measure
atomic transitions (O, S), VMP DLAs are superior because
measuring abundances from their cool, mostly neutral gas relieves
the need for such corrections or considerations.

We compare the empirical yields to the most widely adopted
theoretical yields in the literature and find that all models can
reproduce the empirical yields for a subset of abundance ratios
studied here by varying only a single parameter (e.g., explosion
energy, HN contribution, or initial rotation velocity). The yields
calculated by HW10 (Section 4.1.3) consistently reproduce the
empirical yields with explosion energies ranging from 3-10 B,
even when a relevant SN explosion landscape is adopted
(Section 4.3). However, when fixing explosion energy for a given
progenitor mass with a functional form derived by EC20 (i.e.,
imposing an explosion energy landscape), the theoretical yields
disagree widely with the DLA observations. LCI8 (see
Section 4.1.4) reproduced most of the empirical yields with their O
kms ' initial rotation velocity models, though some of the
empirical yields were only reproduced by the higher rotation
velocity models. When we apply a simple IDROV that mimics the
bimodal velocity distribution of young massive stars in the local
universe, there is near unanimous agreement between the predicted
abundance ratios and empirical yields. KNO6 (Section 4.1.2)
adequately reproduced the empirical yields when contributions
from HNe were =50% for most ratios, reinforcing the ability of
high-energy explosions to match the DLA observations.
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We found that the inclusion of realistic explosion physics
(i.e., taking into account ranges of initial stellar mass that fail to
explode) in the theoretical yields does not result in a quantitatively
better fit to the empirical yields. Interestingly, models from the
PUSH collaboration or EC20 (see Section 4.1.5) show the largest
discrepancies in light element production (N) compared to the
empirical yields, even though these models take into account the
explosion landscape with initial stellar mass. These discrepancies
likely originate in the pre-SN evolution of the star and not the
modeling of the explosion (see Section 4.3). This assertion is
supported by EC20 consistently reproducing the empirical ratios
containing intermediate-mass and heavy elements (e.g., Si, S, and
Fe), which are more sensitive to the explosion mechanism, but not
reproducing the ratios containing N.

Models that frequently reproduced the VMP DLAs abundance
ratios had high explosion energies (=2 B). This finding adds more
observational evidence to suggest that higher energies are helpful,
perhaps necessary, in reproducing abundances measured from
near pristine gas. However, these energies are believed to be
unattainable with neutrino-driven explosions (e.g., Sukhbold et al.
2016; Ertl et al. 2020). There is some evidence that rotationally
powered explosions, in which the progenitor gains rotational
energy from its companion, could provide the necessary explosion
energies (Mosta et al. 2015). However, the close match between
the empirical yields and the predictions from EC20 of the
intermediate-mass elements (whose abundances are more sensitive
to the explosion of the star) supports the opposite conclusion:
HNe are not needed to explain the abundance patterns if the
explosion of the CCSN is modeled properly. A more detailed
analysis of the Fe-peak element production between these
different models could answer this question definitively.

VMP DLAs have allowed for an empirically driven approach
to quantify the abundances of metals ejected from the first stars.
They are complementary to using VMP stars for the same
purpose (e.g., Grimmett et al. 2018; Ishigaki et al. 2018;
Griffith et al. 2021a, K19). Improvements that would benefit
future work using VMP DLAs include increasing the number
of elemental abundances measured from VMP DLA spectra so
that more abundance ratios can be constrained, and increasing
the sample size of VMP DLAs to improve the statistics of the
empirical constraints. Even with our current constraints
(Table 2), an interesting avenue of inquiry would be to
quantify how the results of galactic chemical evolution models
(e.g., Kirby et al. 2011; de los Reyes, submitted) change when
theoretical input yields are replaced with our empirically
estimated yields from VMP DLAs.
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