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ABSTRACT 
Searching for the meaning of an unfamiliar sign-language word in 
a dictionary is difcult for learners, but emerging sign-recognition 
technology will soon enable users to search by submitting a video 
of themselves performing the word they recall. However, sign-
recognition technology is imperfect, and users may need to search 
through a long list of possible results when seeking a desired result. 
To speed this search, we present a hybrid-search approach, in which 
users begin with a video-based query and then flter the search 
results by linguistic properties, e.g., handshape. We interviewed 32 
ASL learners about their preferences for the content and appearance 
of the search-results page and fltering criteria. A between-subjects 
experiment with 20 ASL learners revealed that our hybrid search 
system outperformed a video-based search system along multiple 
satisfaction and performance metrics. Our fndings provide guid-
ance for designers of video-based sign-language dictionary search 
systems, with implications for other search scenarios. 

CCS CONCEPTS 
• Human-centered computing → Accessibility systems and tools; 
• Information systems → Search interfaces. 
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1 INTRODUCTION 
Over 70 million Deaf and hard of hearing (DHH) people use one 
of the over 150 recognized sign languages throughout the world 
[22, 57]. In the U.S. alone, American Sign Language (ASL) is used 
by about 500,000 people as a primary form of communication [56]. 
Many hearing and DHH individuals are also motivated to learn sign 
languages in school or as adults; for example, to provide important 
language exposure to DHH children [32], many hearing parents or 
teachers of DHH children are motivated to learn ASL [66, 80]. More 
broadly, learning ASL can promote interactions between DHH and 
hearing people, to support greater inclusion, mutual understanding, 
and participation across society. ASL has one of the fastest growing 
enrollments among foreign-language classes [28], with 200,000 
students [26]. 

Dictionaries that translate an unknown language to a known 
language are an important tool for language learners, and search-
ing is easier for written languages, as the user can use text-search 
or alphabetical listing. In contrast, if someone encounters an un-
familiar sign in ASL or other sign languages, they cannot type a 
text string to search for it, as sign languages often lack a standard 
writing system [7, 37]. To search for a sign in most sign languages, 
a user must recall linguistic properties of the desired sign (e.g., hand 
confguration, orientation, location, movement, facial expressions 
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[12]) and specify a query, which is difcult for someone still learn-
ing ASL [10]. Thus, there are challenges with search-by-feature 
approaches to ASL dictionary search. 

There have been recent technical advances in automatically ana-
lyzing a video of a sign to seek a match in a dictionary collection 
[15, 16, 24, 40, 61, 63, 83]. However, users also face challenges in 
such search-by-video dictionary systems, as these technologies 
are still imperfect, given: (a) the technical difculty of recogniz-
ing linguistically complex 3D signs from 2D video [83]; (b) poor 
lighting, camera motion, or cluttered backgrounds [64]; or (c) learn-
ers who may struggle to accurately perform a sign that they are 
attempting to recall. As a result, the system may not return the 
desired word at the top of a list of results, and current search-by-
video systems lack post-query refnement options to narrow the 
list. Users must browse a long list of possible “matches” to fnd the 
word they seek—if the word appears on the list at all. 

Our aim in this paper is not to improve the artifcial intelligence 
(AI) technology for analyzing a video of a user, but rather to enable 
users to make better use of existing recognition technology 
to accomplish their search task. We propose a new hybrid-search 
approach, which begins with a search-by-video step in which the 
user submits a video performing a sign as best as they can recall 
it, to produce a long list of potential results. A search-by-feature 
step is next, in which users use a fltering interface to select visual 
or linguistic properties of the desired word, to reduce the set of 
results displayed. This hybrid approach may mitigate the difculty 
users face in browsing through a long list of results from a search-
by-video system since the fltering can reduce the items shown. 
Further, since users do not need to formulate a search-by-feature 
query until after the set of results has already been reduced through 
the search-by-video step, users may not need to produce as specifc 
a query in order to yield a manageable number of search results. 

While post-results fltering and post-query refnement have been 
used in a variety of search systems, e.g., [29, 31, 42, 85], this has not 
been previously explored in the context of sign-language dictionary 
search. Thus, there is a need for human-computer interaction re-
search to understand which design factors support efective search. 
While prior search-by-feature systems included query interfaces 
with linguistic features, since hybrid-search fltering operates on 
a smaller set (the video-query results, rather than the entire dic-
tionary), it is unknown how to best select and present features in 
a fltering interface. In addition, the visual and text presentation 
of items on the results page must support users in making quick 
comparisons of results and informed decisions when fltering. 

We present two studies with likely users of ASL dictionary search 
systems: students learning ASL. An interview-based study, with 32 
participants, revealed users’ preferences for the appearance of the 
search-results listing and fltering interface. These fndings guided 
our iterative design of a Wizard-of-Oz prototype ASL dictionary 
hybrid-search system, which we then evaluated in a study with 
20 participants, in comparison to a search-by-video system (i.e., 
without post-query fltering). Across various measures of task per-
formance and user satisfaction, we observed signifcant benefts 
from hybrid search. We also qualitatively compared the experiences 
of users interacting with both systems and refect on challenges 
that users faced, the extent to which hybrid search helped with 
overcoming them, and the generalizability of our fndings. 

The contributions of our work are empirical, based on under-
standing the preferences of potential users of ASL dictionary sys-
tems and evaluating their experience with our prototype: 

(1) We identify users’ preferences for how much text or video 
content should be displayed by default on the search-results 
list of an ASL dictionary search system, as well as users’ 
preferences for the set of linguistic or appearance character-
istics of ASL signs to include in a fltering user-interface in 
a hybrid search system. 

(2) We present empirical evidence of improved user satisfaction 
with a hybrid-search system, as compared to a search-by-
video system, as well as qualitative analysis of users’ discus-
sion of factors that afected their experience. 

2 RELATED WORK 
2.1 Prior Approaches to Searching for an 

Unfamiliar Sign 
A recent survey gathered open-ended responses from ASL students 
about their use of ASL dictionaries, revealing that a usable and reli-
able web-based resource for ASL-sign lookup would be benefcial, 
as the few existing resources for seeking the English translation of 
an ASL word were rarely used [10]. 

Prior electronic dictionaries have been proposed for fnding 
written-language translations of individual words, e.g., with users 
searching by features like handshape, location, or movement of 
the desired sign [81]. For ASL and other sign languages used inter-
nationally, several search-by-feature systems have been designed 
[1, 13, 27, 49, 55, 68, 74]. Research has investigated feature selec-
tion approaches [13], specialized notations or GUI elements for 
constructing a query [21, 71], or learning common ways in which 
users make mistakes when searching by feature so that the re-
sults of a query may be broadened [10]. Despite these advances, 
users face challenges with search-by-feature ASL dictionar-
ies, which require them to specify a query of linguistic features of 
a sign, which they may only vaguely remember [77], with partic-
ular challenges for people who are just learning a sign language, 
who are less familiar with such features. Many systems may have 
poor feature-to-sign matching or cumbersome interfaces [10]. A 
hybrid-search approach mitigates these concerns by replacing the 
burdensome query-specifcation step with the user simply submit-
ting a video; then the user may optionally flter the results based 
on features. Since users are fltering only within the search results, 
rather than within the entire dictionary, the user does not need to 
specify as many linguistic features in order to obtain a reasonably 
small number of results to browse. 

Recent advances in sign-recognition technology, e.g., [9, 15, 16, 
24, 40, 61, 63, 81, 83], have enabled search-by-video dictionaries, 
which can be simpler to use, since users do not need to select 
linguistic features of a desired sign. Compared to search-by-feature 
dictionaries, there have been relatively fewer search-by-video 
systems, e.g., [13, 74]. While some work has required users to wear 
specialized sensors or gloves [25, 35], most require only a color or 
depth camera, into which the user performs a sign, and then the 
system returns a list of videos of similar-looking signs [7, 18, 24, 47, 
88]. Recent research with user studies has investigated how users’ 
satisfaction with a search-by-video dictionary for Croatian Sign 
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Language was afected by variations in the design of the search-
results page, navigation through search results, and the ease with 
which users can narrow down the search results [53]. Other recent 
work on search-by-video ASL dictionaries has examined how users’ 
satisfaction is afected by aspects of the search results list, e.g., 
where the desired sign appears on the list or the overall precision 
of the list items [4, 33, 34]. Methodologically, our research draws 
upon this fnal study closely, as those authors granted us access 
to their initial prototype as a starting point for our own designs 
and had disseminated their Wizard-of-Oz study protocol [4, 33, 34], 
which we used in our fnal study. 

The output of sign-recognition technology is not perfectly ac-
curate, especially if a user cannot properly perform the sign or 
submits a low-quality video. One prior study reported on a system 
in which the correct sign appeared in top 20 search results up to 
67% of the time [7]; however, the set of videos within which users 
were searching was relatively smaller than the cardinality of an 
entire ASL dictionary. Because of variation in the video quality 
and vocabulary size, it is difcult to compare performance across 
systems in prior work. If the desired sign is even on the results 
list in a search-by-video dictionary, users typically need to browse 
through a long list of possible matches, increasing the chance a 
user will give up on a search or incorrectly conclude that an item 
is the match, before reaching their desired sign. While other re-
searchers investigate technical improvements to the underlying 
AI technology for sign matching [17, 18, 41, 47, 50], we focus on 
improving the user’s experience through HCI research, to make it 
easier to use imperfect AI technology during this task. Unlike a 
search-by-video systems, our hybrid-search approach would not 
require users to perfectly reenact the performance of the unfamil-
iar sign, nor for the AI to be perfect in its accuracy, as users can 
flter the search results to more easily fnd their desired sign. How-
ever, no prior research had examined whether users would actually 
fnd hybrid-search benefcial during ASL dictionary search, thereby 
motivating our research on the design and evaluation of this new 
approach. 

2.2 Related Work on Searching Language, 
Videos, and Human Movement 

The lack of a standard writing system with a clear relationship 
to apparent sub-elements of signs contributes to the challenge 
in searching for unknown ASL signs in a dictionary. For spoken 
languages with deep orthography, i.e., writing systems with little 
or no obvious correspondence to the sounds of words, users of cross-
lingual dictionary systems face similar challenges. Researchers have 
investigated various methods of advanced querying, e.g., specifying 
length of a word, rhyming words, vowel sounds, or descriptions 
[8, 54, 62, 87]. However, there is little research on user satisfaction 
with these systems, and we found no prior research on post-query 
fltering methods. 

We therefore broadened our literature review to prior research on 
searching video collections, e.g., [3, 38]. Research has examined 
how users’ satisfaction relates to the design of the “results page” 
listing videos matching a query [20, 36, 52, 65]. For instance, the 
design of YouTube thumbnails (photos representing a video before 
it is played) and the accompanying text afects how many users click 

on the video [67]. Displaying appropriate descriptions, titles, and 
tags on the results page has been found to help users fnd relevant 
video results [48]. Overall, this prior work reveals the importance 
of the design of the results page for video search, motivating our 
investigating this for ASL dictionaries. Prior work has also revealed 
that enabling users to combine multiple categories of parameters 
when constructing a query for video search yields better results and 
higher user satisfaction [5, 78, 82]. When searching for something 
they vaguely remember, users beneft from describing the content 
of the desired video rather than text within the video title [86]. 
While prior work on video search has examined adding fltering 
and post-query refnement capabilities [14, 31, 42], no prior work 
had examined fltering of a results list in the context of search-by-
video for ASL dictionaries. 

Analogous to video collections of ASL, recent work has con-
structed datasets of human movement, such as dancing [44, 89], 
martial arts [45, 89], everyday indoor and outdoor human actions 
[60, 84], and sports [59, 89, 90]. Searching for specifc human move-
ments within such datasets poses similar challenges to searching 
sign-language dictionaries. Novice learners can fnd it difcult to 
search for a matching result among a set of similar dance moves 
[6], and research has revealed that creators of digital libraries of 
dance videos should provide textual meta-data on the dance steps, 
to assist dance learners in searching for content easily [23]. Some 
research has investigated which features users are most likely to 
incorporate into their queries when searching for dance moves [6], 
and other work has examined how users struggled when the search 
results page displayed only static photos of a dance move [75], sug-
gesting that displaying a list of moving video clips may facilitate 
users browsing a list of videos matching a query. In fact, some work 
has investigated search-by-video systems, in which users submit 
video-based queries in which they attempt to perform the desired 
movement [30, 69, 76], with a list of matching videos displayed as 
search results.1 Overall, this prior work on searching videos of hu-
man movement has provided insights regarding designing an ASL 
look-up system, and this motivates our investigation among novice 
ASL learners. However, no prior work has explored how search-
by-video can be improved in the context of a language-search task, 
e.g., sign language, nor has prior work specifcally considered how 
hybrid-search approaches could be useful in this context. 

3 RESEARCH QUESTIONS AND OVERVIEW 
OF STUDIES 

In our frst study, 32 students learning ASL interacted with an 
ASL dictionary search prototype and participated in an interview 
about design factors that may afect their search experience, to 
investigate: 

RQ1: After experiencing an ASL dictionary prototype, what 
were users’ preferences in regard to: 

(a) how to present text or video content in the search-results 
list of an ASL dictionary search system? 

(b) the set of linguistic or appearance features of ASL signs 
and understandable terminology for referring to these 

1Beyond the realm of video-based search, recent systems have made use of machine 
learning models to allow a user to search-by-sound-performance, e.g., to search for a 
song using humming, whistling, or singing [46]. 
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features, within a fltering user-interface in a hybrid-
search system? 

Our second study was a summative experimental evaluation 
with 20 students learning ASL, who performed search tasks with 
either our hybrid-search prototype (which incorporated fndings 
from study 1) or with a search-by-video prototype (identical but 
without post-query fltering capabilities), to investigate: 

RQ2: In a comparison between the experience of users 
who performed a series of ASL-sign search tasks using a search-
by-video or a hybrid-search prototype: 

(a) Is there a diference between users’ satisfaction and 
task performance between prototypes? 

(b) What challenges did users face, and how did they make 
use of the systems’ features? 

4 STUDY 1: OPTIMIZING THE DESIGN OF A 
HYBRID-SEARCH SYSTEM 

4.1 Study Design and Methodology 
This study was conducted remotely due to the need to maintain 
social distancing during the COVID-19 pandemic. We started this 
IRB-approved study by sending an informed consent form to the 
participant through email, which the participant read and reviewed, 
prior to a video conference meeting between the researcher and 
the participant. We frst asked participants to imagine a scenario in 
which they encountered an unfamiliar sign and then to describe 
how they would look up its meaning. We asked about their prior 
experiences when encountering difcult to understand ASL signs 
or using ASL dictionaries. Next, we introduced our ASL dictio-
nary web-prototype (described in the next sub-section) which was 
deployed online. A link was provided to each participant, and a 
calibration screen appeared at the beginning of each web-based pro-
totype, to ensure that the size and aspect ratio of the web browser 
window was consistent across participants. We guided our par-
ticipants through the process of performing a desired sign into a 
webcam and viewing a page of results, as shown in Figure 1(a). 

After using the prototype, participants then engaged in a semi-
structured interview for approximately 35 minutes. Participants 
were asked about their impression of the overall appearance of the 
prototype and the text or video information on the page. They were 
also asked whether video results should play in a looping manner 
or only on demand, which linguistic properties of ASL to use as 
flters, and what terminology to use. Participants were also invited 
to ofer any other suggestions on the design. 

4.2 Prototype 
The authors of a prior study [4, 33, 34] had granted us access to 
their initial prototype of a search-by-video ASL dictionary, which 
we used as a starting-point for our own. This prototype consisted 
of a series of web-pages: The user was frst shown a stimulus video 
of an ASL sign performed by a native signer (not the same person 
who appeared within the videos in the dictionary); stimuli consisted 
of vocabulary that new ASL learners would not be familiar with. 
Additional details about the stimuli and composition of the search 
results are described in that prior work [4, 33, 34]. After viewing the 
stimulus, users visited a screen where they could record their own 

(a) Prototype Shown in Study 1 

(b) Prototype Shown in Study 2 

Figure 1: Prototype screenshots: (a) After users submit a 
video performing a desired word, this search-results page 
appeared to participants in study 1 (videos played automat-
ically in one version, or only upon hovering in the other). 
(b) Based on study 1 feedback, a fnal design for this flter-
ing interface with linguistic terminology, e.g., “Handshape,” 
and graphics illustrating each option. 

performance of the sign into a webcam, to initiate a search for the 
closest matches for their performance within the dictionary. After 
pressing submit, users saw a results page, consisting of a grid-like 
listing of short videos of ASL words hand-selected by a native ASL 
signer, from Boston University’s American Sign Language Lexi-
con Video Dataset (ASLLVD) [58] using the same approach as in 
[4, 33, 34], each labeled with a one-word English translation. The 
ASL words chosen in the stimuli consisted mostly of advanced vo-
cabulary that students enrolled in introductory ASL courses would 
unlikely be familiar with. To avoid the results appearing too per-
fect, the results list occasionally included some less-similar items, 
especially near the bottom of the results list. 

4.3 Participants and Recruitment 
Participants were recruited by contacting professors of introduc-
tory ASL courses, who shared an advertisement by email with their 
students, containing two screening questions: “Are you currently 
taking an introductory or intermediate course in American Sign 
Language?” or “Have you completed an introductory or intermedi-
ate ASL course in the past fve years?” Participants were recruited 
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if they responded with yes to at least one question. Because we had 
anticipated some diversity of opinion about aspects of the design of 
a prototype system, we selected to recruit 32 participants for this 
study, which included 17 females, 11 males, and 4 non-binary indi-
viduals; the mean age was 21 years. A majority of participants were 
enrolled in introductory ASL courses: fourteen reported studying 
ASL for one year or less, 15 participants reported between 1 and 3 
years, and 3 participants reported studying it more than 3 years. 

4.4 Analysis and Findings 
We employed both deductive and inductive approaches in our qual-
itative data analysis. First, based on our research aims and inter-
view questions, we constructed a deductive coding framework with 
the main categories (e.g., presentation of the video results, textual 
meta-data, presentation of fltering options). Next, two researchers 
independently performed an inductive thematic analysis [11] and 
developed initial codes, refective of various sub-categories (e.g., for 
presentation of video results the sub-categories were requiring user 
to hover over the videos, all videos playing at once, and individual 
rows animating, etc), through the process of collating and group-
ing. Codes were reviewed and consolidated in a discussion with all 
authors, and then agreed-upon sub-category codes were used to 
extend the original framework. Then two researchers performed 
the next iteration of the thematic analysis and organized resulting 
themes into the framework, and they checked the inter-rater reli-
ability of how individual participant responses were labeled with 
sub-category codes (Cohen’s κ = 0.78). Finally, all authors discussed, 
synthesized, and extracted the fnal themes (emboldened design 
takeaways) presented in the next section. 

4.4.1 Findings: Appearance of the Search-Results Page. Most partici-
pants were satisfed with the graphical appearance of the prototype, 
e.g., the number of results per single screen (which was 6) before 
needing to scroll down the page, the font size of the text, and the 
overall layout. 

ASL video results should play automatically in a simulta-
neous and looping manner: Seventeen participants preferred 
videos to play automatically in a looping manner all at once, rather 
than only when the user clicks or hovers on each item. The main 
theme that emerged in participants’ comments about this issue 
were in regard to efciency. For instance, P12 explained that this en-
abled quicker browsing of the items: “I prefer auto-play just because 
I could quickly glance and look for the movement that I was looking 
for. And then based of the movement, I could look at the handshape. 
So I think it was a little quicker.” 

Seven participants expressed preference for videos being played 
only upon hovering the mouse over each. P3 explained that viewing 
all the videos playing at once was “a little overwhelming,” and went 
on to explain how a static view of the initial pose of an ASL sign 
might facilitate someone quickly browsing the handshapes in the 
image, which could be used for deciding if a sign is the desired 
item. Thus, while providing looping-all-at-once as a default setting 
may be reasonable, users should be given an option to switch to a 
play-when-hovering mode. 

ASL sign result items should include textual meta-data 
of linguistic properties: Our participants asked for various text 

information to appear alongside the video items on the search-
results page. Fifteen participants requested for text to appear next 
to each item listing linguistic properties, e.g., P3 mentioned another 
ASL dictionary website they had used [49], which provided text 
next to items on the results page indicating, e.g., “compounds, where 
you fnd movement, hand-shape, location.” P1 suggested including 
text next to each item to describe movement, e.g., “basic words to 
describe whether like circular motions or repetitive movements.” 

To identify the type of linguistic elements to include in this text 
as well as terminology to use for describing each, we also asked 
participants how they usually describe an ASL sign to other people. 
Twenty-seven participants indicated that they use traditional ASL 
linguistic features: handshape, location, orientation, movement, 
and relative position [70]. 

4.4.2 Findings: Filtering Options and Terminology. We asked our 
participants whether it would be useful to be able to flter items 
displayed on the results page, and 23 of our participants expressed 
strong interest in this feature—mentioning how flters would help 
reduce the number of search results, help disambiguate similar-
looking signs so users could more confdently identify the desired 
sign, and speed up the process of fnding their desired result. For 
example, P9 said, “I think the flter would be really nice, especially 
if you didn’t necessarily have to do all of the boxes. So, like, if you 
had the option of, like, location, handshape or something else, but you 
only had to fll out one that would make it easier to just trim down 
some of the ones that you already know are irrelevant.” 

Handshape and non-manual-marker flter options should 
have graphic and text labels: Although some participants admit-
ted to occasionally struggling to recall the exact handshape when 
thinking of a sign, 26 participants requested we include handshape 
as a flter and mentioned common handshapes they would like to 
flter upon. Participants were uncertain how to speak about hand-
shapes in English, unless the handshape corresponded to a specifc 
letter of the ASL fngerspelling alphabet, and two participants sug-
gested including both an image and the conventional English name 
of each handshape. P32 explained, “If there was a graphical with 
it, like a shape like this [performs an open fve handshape], or a 
claw hand [performs a C handshape], or one [performs a numeral 1 
handshape], or Y [performs a Y handshape], or whatever. I think that 
would defnitely- being able to sort by handshape would make things 
a lot easier.” Notably, P16 produced these handshapes while speak-
ing to clarify which ones he was referring to, further illustrating 
the benefts of dual text and graphic representation. Six partici-
pants suggested adding a flter for non-manual markers, which are 
linguistically important facial expressions, eyebrow movements, 
and mouth movements in ASL. Similar to handshapes, participants 
requested inclusion of graphical representations of each, e.g., as 
P19 explained, “Facial movement might be a little harder to try and 
narrow down through check boxes.” 

Users should flter on the body-relative location where 
the hand spends the most time: Seventeen participants sug-
gested location as a fltering criterion and suggested how to specify 
a sign’s location, typically as body-relative locations, e.g., near the 
head, chest, waist, etc. However, three participants discussed how it 
can be difcult to ascribe a single location for some signs in which 
the hands move through space extensively during the sign, and 
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they ofered possible solutions: Two suggested enabling users to 
flter based on the location where the hand spends the most amount 
of time, e.g., as P31 explained, “I think it should be where it spends 
the most time because if it just passes through an area, if just where 
it starts and ends, oftentimes, it’s just there for a very short period of 
time... I’d mostly just put it in where it is for the majority of the time.” 

Filter signs by 1-handed, 2-handed symmetrical, or 2-handed 
asymmetrical: Eighteen participants suggested fltering on whether 
a sign is one-handed or two handed, although others shared some 
potential concerns: One participant suggested that people often 
sign two-handed signs using one hand, and if users incorrectly 
select the one-handed option, they might not fnd the desired result. 
P18 suggested that it may be useful to sub-divide two-handed signs 
even further, i.e., enabling users to specifcally flter for two-handed 
signs in which the movement of the hands is symmetrical or not, 
as this was a relatively easy distinction to perceive visually. 

Filter signs by movement according to whether repeated 
or non-repeated: Sixteen participants also asked to flter on a 
sign’s movement. Of these, one participant suggested fltering signs 
based on circular or linear movement, and the remaining 15 par-
ticipants suggested simply providing two flter options, whether 
the sign is repeating or non-repeating, e.g., P28 wanted to flter for 
signs with “One solid movement? Or is it repeated?” 

Finally, while 23 participants expressed a strong interest in flters, 
three participants were skeptical. Some worried that they might not 
be able to narrow down a large set of signs on the basis of flters, 
and others wondered whether it would require a great deal of time 
or efort to do so, e.g., with P18 commenting “for the amount of 
work that would require, plus like the beneft of that, I don’t know 
if that would rationalize that.” Noting that some participants were 
uncertain of the benefts of flters further motivated us to investigate 
whether there would be measurable diferences in the usability 
between an ASL dictionary system with or without flters, in Study 
2 below. 

5 STUDY 2: COMPARISON BETWEEN 
SEARCH-BY-VIDEO AND HYBRID-SEARCH 
APPROACHES 

Study 1 had provided useful guidance about how elements of a 
fltering interface could be designed and whether participants were 
interested in fltering capabilities when asked to imagine their use; 
however, that study was not able to establish whether including 
fltering capabilities would actually be benefcial. To address this, 
it would be necessary for participants to have the experience of 
actually conducting ASL search tasks with a prototype system; 
therefore, Study 2 consisted of an experiment to investigate whether 
there was a measurable advantage to hybrid-search ASL dictionary 
systems. (This corresponds to research question 2 in this paper.) 

To select an appropriate baseline for comparison, we consid-
ered comparison against search-by-feature or search-by-video sys-
tems, ultimately selecting search-by-video as our baseline, for sev-
eral reasons: Much prior work, e.g., [10, 81], had already evaluated 
search-by-feature approaches, identifying shortcomings discussed 
in section 2.1. In contrast, recent research on ASL dictionaries has 
focused on search-by-video systems, in which the query formation 
is easier for students, yet accuracy limitations in the technology 

(a) 

(b) 

Figure 2: Example screenshots of the search-results pages 
displayed during Study 2 to: (a) participants in the group 
who used the search-by-video prototype (i.e. without flter-
ing) and (b) participants in the group who used the hybrid-
search prototype. 

may require users to browse too long a list of results before fnding 
a desired sign. As our hybrid-search directly builds upon search-by-
video with an additional fltering step, it seemed most elucidating 
to compare our new approach to a search-by-video baseline. 

5.1 Study Design and Methodology 
This IRB-approved experimental study followed the methodology 
of prior work [4, 33, 34] but was conducted by videoconference due 
to COVID-19. In this between-subjects design, each participant 
shared their screen while interacting with one of two versions of 
our web-based Wizard-of-Oz prototype, where they submitted a 
video of themselves performing a sought-after sign and viewed 
search results. A between-subjects design was selected since we 
were comparing two prototypes in which one had a subset of the 
features of the other, i.e., with one having fltering capabilities after 
the search results were displayed. If a within-subjects design had 
been selected, then each participant would use both systems, and 
there may be a predisposition to believe that a prototype obviously 
having an additional capability is superior. 

All of the fndings from study 1 (as itemized in the boldface text 
in section 4.4) were incorporated into the design of our prototype, 
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before it was used in study 2. Two versions of the prototype were 
compared: 

• Our hybrid-search prototype included 4 flters: Movement, 
Number of Hands, Location, and Handshape (with graphics 
for each handshape). These four flter options are shown in 
Figure 2(a); if the user clicks on the word “Handshape” on 
the user-interface, a selection palette displaying handshape 
names and graphics appears, as shown previously in Figure 
1(b). On the interface, we also added a “How to use flters?” 
link to a page containing a guide for users on how to use the 
flter interface. 

• Our search-by-video prototype was identical to the hybrid-
search prototype above, except that no fltering interface 
was provided on the search-results page, as shown in Figure 
2(b). 

The design of these two prototypes is also explained in the at-
tached video fgure fle. 

Before performing each of 32 search queries, participants viewed 
a stimulus video of a native ASL signer performing an ASL sign 
likely to be unfamiliar to novice ASL learners [4, 33, 34]. The person 
who appeared in this original stimulus video was not the same 
person who appeared in the dictionary results. Next, participants 
performed the sign from memory into their webcam, and then 
the Wizard-of-Oz prototype displayed a search-results page. The 
desired sign appeared at one of 32 diferent rank-positions on the 
page, following a Latin Square per query per participant (details of 
this schedule are included in Electronic Supplementary Files). The 
set of rank-positions refected the likely accuracy of state-of-the-art 
sign-recognition technology [18, 24, 47, 88] on the quality of videos 
that users of an ASL dictionary system may submit. Participants 
were asked to look through the results page and identify (click on) 
the item that matched their sought-after sign. We recorded how 
much time participants took to search for the desired item in the 
results list and whether the sign that they thought best matched 
their query was correct. After each query, participants responded 
to subjective questions, which, for brevity, are enumerated in the 
Findings section below. 

5.2 Participants and Recruitment 
The recruitment criteria were the same as for the prior two studies. 
The 20 participants in this between-subjects study were divided 
into two groups of 10, with each participant doing 32 searches: 
The hybrid-search group included 4 males, 5 females, and 1 non-
binary person, with a mean age of 21.5 years. Three participants 
reported taking their frst ASL course less than 12 months ago, 5 
between 1 and 3 years ago, and 2 between 3 to 5 years ago. The 
search-by-video group (i.e. without fltering) included 1 male and 
9 females, with mean age of 21 years. Two participants reported 
taking their frst ASL course less than 12 months ago, 6 between 1 
and 3 years ago, and 2 between 3 to 5 years ago. 

(a) 

(b) 

(c) 

(d) 

Figure 3: Subjective user responses comparing hybrid-
search and search-by-video prototypes in study 2, for: (a) 
whether “satisfed” with the experience, (b) how “useful” 
search results were, (c) satisfaction with how “results are 
ranked,” (d) “control” over things (Signifcant diferences are 
marked with: ** p<0.01, or * p<0.05). 

5.3 Findings: Quantitative Analysis of Search 
Experience 

5.3.1 User Satisfaction Metrics. A Mann-Whitney U test was used 
to determine whether average responses difered between partic-
ipants who had used the hybrid-search prototype and those who 
used the search-by-video prototype. 

• Q1: I am satisfed with the search experience. This 5-
point Likert question (“Strongly Disagree” to “Strongly Agree”) 
was adapted from prior work on search systems [39]. As 
shown in Figure 3(a), hybrid-search participants (Mean=3.685, 
Median=3.697) reported signifcantly higher satisfaction than 
search-by-video participants (Mean=2.952, Median=2.940): 
U(NFilter=10, NNonFilter=10) = 11.5 , z = 2.873, P = .0041 (< 
0.01**). 

• Q2: How useful were the search results? This question 
adapted from from a prior work on search satisfaction [51] 
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used a 4-point scale from “Not at all” to “Very Useful.” Fig-
ure 3(b) shows hybrid-search participants (Mean=2.755, Me-
dian=2.864) reported signifcantly higher usefulness of re-
sults than search-by-video participants (Mean=2.3, Median 
= 2.318 ): U(NFilter=10, NNonFilter=10) = 20 , z = 2.230, P = 
0.02574 (< 0.05*). 

• Q3: I am satisfed with the way the results are ranked. 
This 5 point Likert question (“Strongly Disagree” to “Strongly 
Agree”) was adapted from [2] and was used in prior work 
on ASL dictionary search [4, 33]. Figure 3(c) displays how 
hybrid-search participants (Mean=3.127, Median=3.288) re-
ported higher satisfaction with the way the results were 
ranked than did search-by-video participants (Mean=2.533, 
Median=2.530): U(NFilter=10, NNonFilter=10) = 23, z = 2.419, 
P = .01552 (< 0.05*). 

• Q4: I have little control over the things that happen. 
This 7-point Likert question was adapted from [79], which 
was a psychological scale that measures an individual’s sense 
of control. As shown in Figure 3(d), there was signifcant 
diference in responses between hybrid-search (Mean=2.652, 
Median = 2.258) and search-by-video participants (Mean=3.803, 
Median = 4.076): U(NFilter=10, NNonFilter=10) = 21, z = -2.154, 
P = 0.03 (<0.05*). Hybrid-search participants reported that 
they had greater control. 

5.3.2 Time to Complete Search. We recorded the time it took our 
participants to complete all searches using both the prototypes, 
measuring from the time when the search-results page loaded until 
the participant clicked to indicate they had found their desired 
result. Figure 4 reveals that when the desired item appeared farther 
down the search results page, more time was required, regardless of 
whether using a hybrid-search or search-by-video prototype. Across 
all searches in this study, participants took more time when using 
the hybrid-search prototype (t-test, p<0.0001). However, Figure 4 
reveals that when the desired item was closer to the top of the 
search-results list (i.e., for all positions below 50), we observed 
lower median search-times for the hybrid-search prototype. 

5.3.3 Task Success. We also recorded whether the sign participants 
clicked on was a match to the original sign they had been asked to 
search for. Participants using the hybrid-search prototype found 
the correct sign in 84% of cases, and participants using the search-
by-video prototype found the correct sign in 79% of cases. However, 
a chi-square test did not reveal any signifcant diference. 

5.4 Findings: Qualitative Analysis of Search 
Experience 

At the end of the study, participants were asked to provide some 
open-ended comments about their impression of the system, what 
factors had afected their experience, and how they had used the 
system. Based on the constructivist grounded theory [19], we per-
formed a thematic analysis on this qualitative data, generated codes, 
and identifed emerging themes by categorizing the codes. Partic-
ipants discussed how they made use of the functions given, the 
types of challenges that they faced from the start of search to the 
end, and suggestions for improvement of the system. 

Figure 4: Scatterplot displaying median search times, for 
each rank-position on the search-results page, for the 
hybrid-search and search-by-video prototypes, and with 
best-ft lines added for each group. 

5.4.1 Lack of Confidence when Producing Sign Videos. Participants 
from both the hybrid-search and search-by-video groups discussed 
their struggles and concerns about trying to remember the sign 
that they had seen and to re-create its performance to produce a 
video query. They worried that their insufcient skill or accuracy in 
producing the sign may negatively impact the quality of the search 
results. For instance, P20 explained that their main difculty arose, 
“when I’m copying the sign. My way of signing might be diferent than 
the way that they produce it. I’m trying to copy them as much as I 
can. And then go to the video, it might be a little bit diferent.” 

5.4.2 Challenges Faced during Browsing a Long Search-Results List. 
Most participants who used the search-by-video prototype de-
scribed their unsatisfactory experiences with perusing the search-
results page, including the inefcient and lengthy process of seeking 
a desired sign, e.g. P2, “I think the main issue is just, you had to search 
for a long time to actually fnd the word.” While browsing the result 
page, 16 participants expressed how they would have benefted 
from signs being sorted or grouped to facilitate fnding a desired 
sign, e.g. P18, “So if similar handshapes were all grouped together 
in one area I that would have helped me a lot.” Others wished for 
the ability to see signs similar to a current selection, e.g., P5 said, 
“I think it could be helpful if there were an option to view similar 
signs. So if I fnd a sign that is close to what I was looking for, I could 
view similar signs to that.” In fact, 15 search-by-video participants 
suggested how a fltering feature would have been useful, e.g. P1, 
“you could, like, narrow the search results... you know that’s not a 
two handed sign so you can get rid of all of those ones...that’s like 
something I was doing when I was looking through them and be like 
okay well I know it’s not this one because they’re only doing like one 
hand.” 

5.4.3 How Participants Made Use of Filtering during Hybrid Search. 
Most participants with the hybrid-search system did not use the 
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flters immediately upon viewing the search results but instead 
used them after an initial scan of the frst few rows if no desired 
sign was found. P4 described the process: “The flter is... incredibly 
helpful because sometimes the signs just wouldn’t show up right there 
at the top like the only one that showed up right at the top for me 
was ‘subway,’ ‘mom’...I would scroll like down a couple unless I didn’t 
know what the sign was, and then I would scroll down a few more. 
And then I would start going through the flters to try and elucidate 
out some.” P15 added: “The search tool was great, and I used it for 
most of my searches unless what I was looking for was in the frst 3 
rows.” 

During their search, most participants made use of the “one 
handed or two handed” flter, as well as the “handshape” flter. 
However, participants described the “symmetrical/asymmetrical” 
and the “location” flters as being less helpful, due the distinction 
being unclear between them and the flter for “hand movement.” 
P4 expressed the challenge in using the symmetrical/asymmetrical 
flter: “Whether if it was symmetrical or asymmetrical I really had 
a hard time kind of deciding that one. It, um, unless it was clearly 
obvious like ‘wheelchair’ like that’s obviously symmetrical..I found 
myself using the handshape more a lot.” P19 also shared their con-
fusion: “I wasn’t sure if that meant symmetrical and both hands are 
doing the exact same thing or if that meant like one hand can be 
doing something like they’re both doing the same thing but at difer-
ent times. They’re not like mirror images, they’re like ofset images.” 
As for the location feature, P14 explained why this flter was less 
useful and suggested a possible way to make it better: “the location, 
I only really used if I do it in space, because I wasn’t quite sure...if it’s 
face or if it’s like chin...does that count as his head, or face, or other? 
So I think if you had like pictures of the handshapes...that would be 
helpful.” 

6 DISCUSSION 
6.1 The Perspective of Novice Signers 
Our fndings from study 1 revealed insights for future researchers 
and designers of ASL dictionaries, especially in regard to browsing 
the results list and selecting features on an interface to flter the 
results, for a hybrid-search system. Participants’ preferences may 
have related their being novice ASL learners. For instance, partic-
ipants preferred videos on the results page to play automatically, 
and interview responses suggested this was due, in part, to novice 
ASL signers being less familiar with many items listed; they strug-
gled to fnd their desired sign without playing each ASL video. In 
contrast, experienced ASL users were able to imagine most signs 
based on their English gloss labels without viewing each video, and 
such users may fnd auto-play videos overwhelming, a concern 
raised by a few participants. The best design trade-of may depend 
upon the skill-level of the intended users. Our participants also 
preferred having linguistic properties listed next to each item on 
the results list, as these suggest features upon which they could 
flter. Again, experienced ASL learners may already know these 
features for signs, and we speculate they would beneft less from 
including this information on the page. 

Our fndings also revealed specifc linguistic properties and ter-
minology for inclusion in a fltering interface. Again, our interviews 
revealed that our users’ novice status infuenced which features 

were familiar and understandable. Our fndings suggested the need 
for flter options to be depicted with both text and graphical repre-
sentations, e.g., images of handshapes alongside their conventional 
name. While envisioning a designed sign, ASL learners may have 
more difculty recalling the name of a handshape; novices espe-
cially may beneft from graphical elements. 

6.2 Design Choices Afecting Perceptions of 
System Performance 

Searching a dictionary using video is a collaborative human-AI 
task, reliant upon both the sign-recognition technology and the user 
considering the output to navigate to their desired sign. Our fndings 
in section 5.4.1 revealed that users felt that the accuracy of their 
performance in their video submission contributed to the overall 
success of the sign-recognition technology. While improvements 
to such technology, pursued by AI researchers, may further beneft 
the quality of the results items displayed after a video query, our 
study has focused on how the design of the search interaction can 
enable users to make better use of existing, imperfect recognition 
technology. 

Our fndings revealed that adding fltering capabilities to a video-
based dictionary (to make it a hybrid-search) signifcantly improved 
users’ satisfaction with the search experience, even when perfor-
mance of the underlying sign recognition technology was 
the same. In fact, even though the ranking of the results from 
the video query was the same across prototypes, hybrid-search 
users were more satisfed with how the results were ranked, sug-
gesting subjective benefts to users’ perception of the system’s 
performance. Our fndings are good news for designers of ASL 
dictionary systems, who can not only anticipate advances in AI 
sign-recognition technology performance in coming years, but who 
can improve user satisfaction through design choices. It should be 
noted that the performance of the Wizard-of-Oz sign-recognition in 
our study was kept slightly higher than the current state-of-the-art 
[7, 18, 24, 47, 88]; so, our fndings should remain relevant even as 
the accuracy of performance of sign-recognition systems improves. 

Prior work on human-AI collaborative systems has also revealed 
the importance of enabling users to successfully do their part of the 
task, as well as for instilling users with a sense of control, and 
our fndings revealed that hybrid-search users were not only more 
satisfed with the search experience but had higher scores on a 
metric of their sense of control. Prior research on ASL dictionaries 
has also discussed how a user’s sense of control can help avoid 
them quitting a search too soon, before fnding their desired result 
[10]. 

6.3 Implications of Hybrid-Search for Other 
Linguistic Contexts 

Our fndings have implications for dictionary systems for other 
sign languages—beyond ASL. Many sign languages used across 
the world have similarities in their phonetic structure and linguistic 
properties, e.g., incorporating handshape, hand movements, and 
non-manual expressions [12]. To use a feature-based dictionary of 
these other sign languages, a user would also rely on their ability to 
recall these properties. Therefore, fndings from our study are likely 
generalizable to dictionary search for many other sign languages. 
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Our fndings also motivate hybrid-search for orthographically 
deep spoken languages, i.e., those for which it is harder to guess 
how to write a word based on its sound. For languages with shallow 
orthography, it is relatively easier for novice learners to guess how 
to “sound out” a word to guess its spelling, to query for a partial 
match in a dictionary. Fundamentally, hybrid-search consists of 
(1) performing a word to search for it using AI-based matching 
technology and (2) fltering the set of results. While this frst step 
used video-based recognition for ASL, for orthographically deep 
spoken languages, it could consist of search by voice (through 
automatic speech recognition of the student’s pronunciation) or 
search by handwriting (through automatic character recognition, 
e.g., for written Chinese)—followed by a fltering step. Some spoken-
language dictionary systems that already use advanced querying 
options e.g., [8, 54, 62, 87], could use post fltering as well. Our 
fndings may inform this work, e.g., how displaying additional 
meta-data alongside results items may beneft novice learners in 
formulating fltering queries. 

6.4 Diferences from Prior Research on 
General Video Search 

In related work, we mentioned prior research on browsing results 
in video search engines [3, 20, 36, 38, 52, 65, 67]. While that prior 
work helped us identify which features to optimize in a search 
results of an ASL dictionary, there were unique elements of the 
ASL dictionary context, and the preferences of novice learners of 
ASL have also motivated diferences from typical designs in 
general video-search. Items on the results page of video search 
engines, e.g., YouTube, do not typically auto-play by default, unlike 
our recommendation to do so (in section 4.4.1) in dictionaries for 
novice ASL learners. General video-search users may rely on both 
video and audio content to determine whether a search was success-
ful, while ASL dictionaries typically contain video without audio 
content; moreover, the duration of ASL dictionary entry videos is 
relatively uniform and short. All of these elements support simulta-
neous and automatic video-looping, rather than playing on demand. 
We suspect auto-playing also helps users of ASL dictionaries make 
comparisons across phonemically similar results. 

Our participants also requested text content alongside each re-
sult item conveying linguistic features. Prior work on video search 
engines stressed the importance of using appropriate video descrip-
tions and tagging. However, for general video search this is often 
limited to displaying video names or time duration alongside result 
items to beneft users [48]. In our case, the uniformity of short 
videos of a single ASL sign, and their components of their perfor-
mance, e.g., handshape or location, supports inclusion of substantial 
additional linguistic meta-data with each item. 

6.5 Implications of Hybrid Search for 
Human-Movement Search 

Our research, in the context of ASL dictionaries, on combining 
a search-by-performance query with a search-by-feature fltering 
step also motivates research on hybrid search in other scenarios, e.g., 
when users are seeking a video of human movement they vaguely 
remember. As discussed above, our fndings may be especially ap-
plicable in contexts in which the video being sought is short and the 

database in which users are searching contains relatively uniform 
items, e.g., dance steps, martial art moves, sports moves etc. In this 
way, our fndings speak to the broader literature on searching using 
human performance, which currently makes use of search-by-video 
or search-by-feature approaches, e.g., [6, 23, 30, 69, 76]. 

6.6 Design Recommendations Based on Our 
Findings 

Prior research on dictionary systems for written languages has 
examined design features to improve the quality of dictionary 
search and proposed design frameworks [72, 73]. For ASL dictionar-
ies specifcally, prior work has identifed the need for developing 
research-driven design guidelines for sign language dictionary sys-
tems [4, 34, 43], a gap which our studies have addressed. 

The fndings of our studies provide design guidance for sign-
language dictionary search systems and reveal some remaining 
open questions, which may be a basis for future research studies. 
Our fndings relate to several phases of a user’s interaction with a 
video-based dictionary-search system: 

(1) When initiating their search, our interviews revealed how 
users did not feel confdent when asked to reproduce a 
sign from memory into a webcam; future designers and 
researchers may explore additional interventions to address 
this concern, such as providing more detailed instructions 
or tips for users when they begin this initial video query. 

(2) For the portion of the interaction when initial query results 
are displayed to users, our frst study motivated two spe-
cifc design recommendations (section 4.4.1), i.e., for videos 
to play automatically in a looping manner and for textual 
metadata with linguistic properties to appear. 

(3) During the fltering phase of the interaction, our frst study 
also motivated four design recommendations (section 4.4.2) 
relating to the specifc linguistic flters that should appear 
and how some, such as handshape, should be accompanied 
by graphic elements. More fundamentally, our second study 
provided quantitative evidence that including a fltering ca-
pability in the interface led to subjective benefts for users 
(section 5.3)—e.g., satisfaction, perceived usefulness, sense 
of control—even when the overall accuracy of the ranking of 
results returned from the initial query was the same. Obser-
vations of our participants revealed that many waited to use 
the fltering capabilities until after they had visually scanned 
the frst few rows of results; future research may investigate 
whether providing additional tips or prompts to users about 
the fltering tool may lead to quicker utilization of the tool 
and improved usability of the dictionary search system. 

7 LIMITATIONS AND FUTURE WORK 
There were several limitations in our study which suggest avenues 
for future research. For instance, our study examined a prototype 
which participants interacted with using a web-browser on their 
computer; future research would be needed to investigate the design 
of prototypes for ASL dictionary search on other devices or form 
factors, e.g., smartphones. 

While our experimental study investigated the specifc task of 
seeking a sign immediately after having viewed a video of someone 
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performing that single word, this does not capture all use-cases 
of dictionary systems. We did not explore how asking users to 
recall a sign from farther in the past nor seeking an unfamiliar sign 
that had appeared within a video of a longer ASL message may 
afect users’ experience of dictionary search. Further, we did not 
examine how learners might use this tool as part of a larger task, e.g., 
completing a homework assignment or translating an ASL message, 
nor how long-term use of this tool might support overall learning 
of ASL among students. Further studies on this use in context (with 
measures of overall task success or user satisfaction) or longitudinal 
research among users of a deployed system (with measures of ASL 
learning) could shed light on these issues. In fact, most fndings 
in our study have relied on users’ subjective judgments. Thus, a 
future study collecting objective measures of success on tasks 
or analysis of behavioral measures, e.g., eye-tracking, would be 
valuable for understanding whether hybrid-search approaches for 
ASL dictionary search afect these other aspects. 

Our research has not fully explored the presentation of tex-
tual meta-data, the design of video thumbnails, nor the en-
tire design space of fltering in this ASL dictionary context. The 
fltering method explored in our hybrid-search prototype reduced 
the number of items on the results list; however, future studies 
could investigate alternatives, e.g., flters that re-sort results rather 
then removing them. Future work could seek to address some of 
the confusion about particular flters which participants reported, 
as discussed in section 5.4.3. Future work could investigate more 
deeply the design space of how fltering controls are positioned 
(e.g., whether at the top or along the left of the page) or formatting 
of the text containing linguistic properties for each results item. 

Some participants had mentioned that they perceived the use 
of a flter as an extra step that required further efort. While our 
experimental study revealed that fltering led to improved user sat-
isfaction and sense of control, a future study could explore further 
participants’ view of this trade-of and seek ways to reduce the 
participants’ perception of efort, e.g., through alternative flter 
designs. Further qualitative research could specifcally investigate 
the reasons why users may abandon a search, as this may guide 
design of systems that support users’ success. 

Our study focused on understanding the needs of ASL learners 
who have only been studying the language for a few years, and the 
participants we recruited tended to be university students enrolled 
in ASL courses. Future studies could recruit a more diverse range 
of potential users, e.g., individuals who have not participated 
in formal ASL classes or younger students in secondary school, 
to determine whether those groups would also beneft from the 
proposed designs. More broadly, as discussed above, the preferences 
and requirements of novice ASL learners may difer from those of 
users with more advanced ASL skill. Furthermore, future research 
would be essential to understand the use-cases and requirements 
of DHH users of ASL dictionaries, both among early ASL learners, 
as well as more advanced signers. 

8 CONCLUSION 
While the accuracy of sign-recognition technologies is still im-
proving on the videos of diverse quality that ASL learners are 
likely to submit, the desired word is unlikely to be returned as 

the frst item of search results in search-by-video sign-language 
dictionary systems. While prior work had explored the relative 
benefts of search-by-video dictionaries in comparison to earlier 
search-by-feature approaches, no prior work had examined the 
combination of the two. To address this gap in the literature, we 
investigated a hybrid-search approach, in which users search for 
a sign using video input and then sort the results using flters. Our 
study 1 provided several research-driven guidelines for improv-
ing the functionality and usability of these systems, with specifc 
needs of novice ASL learners in mind, that future designers of sign-
language dictionaries can incorporate in their designs. Further, our 
study 2 has revealed that users prefer this hybrid approach, which 
led to higher measures of user satisfaction. Finally, our fndings 
contribute more broadly to research on performance-based search 
approaches, especially for human-movement datasets. 
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