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Abstract

We formulate an infinite-horizon optimal investment and consumption problem, in which an individual

forms a habit based on the exponentially weighted average of her past consumption rate, and in which

she invests in a Black-Scholes market. The individual is constrained to consume at a rate higher than

a certain proportion α of her consumption habit. Our habit-formation model allows for both addictive

(α = 1) and nonaddictive (0 < α < 1) habits. The optimal investment and consumption policies are

derived explicitly in terms of the solution of a system of differential equations with free boundaries, which

is analyzed in detail. If the wealth-to-habit ratio is below (resp. above) a critical level x∗, the individual

consumes at (resp. above) the minimum rate and invests more (resp. less) aggressively in the risky asset.

Numerical results show that the addictive habit formation requires significantly more wealth to support

the same consumption rate compared to a moderately nonaddictive habit. Furthermore, an individual

with a more addictive habit invests less in the risky asset compared to an individual with a less addictive

habit but with the same wealth-to-habit ratio and risk aversion, which provides an explanation for the

equity-premium puzzle.

Keywords: Optimal investment and consumption, habit formation, habit persistence, average past con-
sumption, stochastic control, free-boundary problem.

1 Introduction

The study of consumption habit formation is a classical topic in financial economics and the literature
goes back to the late 1960’s. See, for instance, Pollak (1970), Ryder and Heal (1973), Sundaresan (1989),
Constantinides (1990), Detemple and Zapatero (1991), Detemple and Zapatero (1992) for early works, and
Detemple and Karatzas (2003), Munk (2008), Englezos and Karatzas (2009), Muraviev (2011), and Yu (2015)
for more recent studies. In this literature, habit formation is modeled through the so-called habit-formation
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preference E
[∫ T

0 U(t , Ct – Zt )dt
]
, in which U : [0, T]×R→ R is a given utility function and Zt is the agent’s

habit (or standard of living) defined as the exponentially weighted running average of past consumption rates
Cs , 0 ≤ s < t . If the consumption rate is allowed to fall below the habit, the habit-formation model is called
nonaddictive. Otherwise, a model with a constraint Ct ≥ Zt is called addictive. habit-formation models are
notoriously more difficult to solve than their non-habit formation counterparts. Indeed, explicit forms for
optimal policies are rare and, in most cases, the optimal policy is specified in terms of a solution of a PDE
or an unknown process characterized via the martingale representation theorem.

A related literature on consumption ratcheting and drawdown is devoted to models of optimal consump-
tion under a more severe form of habit formation in which the reference point for forming habit is the running
maximum of past consumption rates (instead of their running average). Dybvig (1995) found the optimal
investment and consumption policies for an investor in a Black-Scholes financial market who seeks to maxi-
mize discounted utility of consumption, while imposing a ratcheting constraint on the rate of consumption
(that is, the consumption rate has to be a non-decreasing process). Arun (2012) extended Dybvig (1995)
by allowing the rate of consumption to decrease, but not below a fraction of its maximum rate (that is, a
so-called drawdown constraint on the consumption rate). See, also, Jeon et al. (2018) and Roche (2019)
for similar models. Angoshtari et al. (2019) solved a problem setting similar to that of Arun (2012) that
also allowed for agent’s bankruptcy (in the context of an optimal dividend problem), which occurred with
positive probability. In a related yet different setting, Albrecher et al. (2020b) and Albrecher et al. (2020a)
considered an optimal dividend problem in a Brownian risk model while imposing a ratcheting constraint on
the dividend rates. In the studies above, habit formation is modeled by imposing a constraint on admissible
consumption policies, rather than through the objective function, which is the approach taken for classical
habit-formation models. Recently, Deng et al. (2020) provided a direct link to the classical literature of habit
formation by solving an optimal investment and consumption model with a habit-formation preference (that
is, they modeled habit formation through the objective function rather than through the admissibility set),
in which the habit is presented by the running maximum of consumption.

Habit-formation models based on the running maximum have been more tractable and produced more
explicit policies than those with the running average as the reference point. The former class of models,
however, represent a more extreme form of habit formation in the sense that the effect of past consumption
does not “fade away” with time, as one expects. Indeed, under a drawdown constraint, our future habits will
change forever if we decide to increase consumption beyond its historical maximum. In reality, recent levels
of consumption have more effect on our current consumption habit than how we consumed a long time ago,
and the effect of past consumption fades away with time. These observations motivated us to consider a
habit-formation model in which the reference point of habit is the running average of consumption (as in the
habit-formation literature), and the habit-formation mechanism operates though a constraint on admissible
consumption policies (as in the consumption ratcheting and drawdown literature). In a sense, we also provide
a connection between these two bodies of work, however in the opposite direction of Deng et al. (2020).

In Angoshtari et al. (2020), we provided the first step by solving a deterministic optimal consumption

problem with the objective of maximizing the functional
∫+∞
0 e–δt

[
C(t)/Z(t)

]1–γ
1–γ dt while imposing the habit-

formation constraint C(t) ≥ αZ(t) for all t ≥ 0. Here, C(t), t ≥ 0, is the deterministic consumption rate
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and

Z(t) = e–ρ t
(
z +

∫ t

0
ρ eρ uC(u)du

)
; t ≥ 0,

is the agent’s habit at time t . In particular, we assumed that the individual funds her consumption solely
through a riskless asset offering an interest rate r > 0; thus, wealth and consumption processes were deter-
ministic. To avoid bankruptcy, we showed that the wealth-to-habit ratio must always be above a certain level
x given by (2.5) below. We showed that there exists a threshold x∗ such that if the ratio of wealth-to-habit
is above (resp. below) x∗, it is optimal to consume at a rate greater than (resp. equal to) the minimum
acceptable rate imposed by the habit-formation constraint. We also found a significant difference between
impatient individuals (those with δ ≥ ρ(1 –α)+ r) and patient individuals (those with 0 < δ < ρ(1 –α)+ r).
Impatient individuals always consume above the minimum rate (that is, x∗ = x ) and, thereby, eventually
attain the minimum wealth-to-habit ratio x , while patient individuals might consume at the minimum rate
(that is, x∗ > x ) and, thereby, attain a wealth-to-habit ratio greater than the minimum acceptable level.
We obtained explicit results in terms of the solution of a nonlinear free-boundary problem.

In this paper, we extend the model in Angoshtari et al. (2020) by assuming that the agent invests in a
Black-Scholes financial market. We formulate and solve a stochastic control problem to obtain the optimal
investment and consumption policies. We find that the optimal consumption policy has a similar general
structure as what we found in the riskless case. That is, there exists a critical level x∗ of wealth-to-habit
ratio such that the agent consumes above the minimum rate if her wealth-to-habit ratio is above x∗ and
consumes at the minimum rate otherwise. The value of x∗ and the optimal consumption function are,
however, different from their counterparts in the riskless case. In particular, we don’t see the structural
difference between the consumption functions of patient and impatient individuals in that x∗ > x for all
values of δ. As for the investment policy, we found that the agent optimally invests “more aggressively” in
the stock when her wealth-to-habit ratio is below x∗ compared to when it is above x∗. By more aggressive
investment, we mean that an (infinitesimal) increase in wealth-to-habit results in a larger increase in stock’s
holdings. Finally, numerical analysis shows that increasing α (while keeping wealth-to-habit ratio and risk
aversion constant) decreases the optimal investment in the risky asset. In other words, individuals with
more addictive habit formation (that is, larger α) optimally invest less in the risky asset. Thus, the market
has to provide a higher premium to attract such an individual which indicates that our model provides an
explanation for the equity premium puzzle of Mehra and Prescott (1985).

On the mathematical side, the results presented here rely on analyzing a coupled system of first-order
ODEs with a free boundary, as opposed to a single ODE in Angoshtari et al. (2020). The analysis of such
a system is more delicate (see Proposition 3.1) and provides the main technical backbone of the paper. A
second technical point of the paper is the verification theorem (Theorem 3.1), which did not pose many
difficulties in Angoshtari et al. (2020) when there is no stochasticity involved. Besides, the fact that the drift
coefficient of the optimal wealth SDE has more than linear growth and the coefficients are only semi-explicit
makes certain parts of the verification argument somewhat non-standard.

The paper is organized as follows. In Section 2, we introduce the consumption habit process and its
basic properties, formulate a stochastic control problem for finding the optimal investment and consumption
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policy, and prove a verification lemma for the stochastic control problem. In Section 3, we formulate the
Hamilton-Jacobi-Bellman (HJB) free-boundary-problem and solve it semi-explicitly by applying the Legendre
transform. This section also includes the main result of the paper, namely, Theorem 3.1, in which we verify
that the solution of the HJB free-boundary problem yields the value function and the optimal investment
and consumption policies. In Section 4, we include a series of numerical examples that highlight certain
properties of the optimal policy. Proofs of auxiliary results are included in Appendices A and B.

2 Problem formulation

We consider an individual who invests in a market consisting of a riskless and a risky asset in order to
maximize her utility of lifetime consumption. We assume that the riskless asset pays interest at a fixed rate
r > 0 and that the price of the risky asset (St )t≥0 follows a geometric Brownian motion

dSt
St

= µdt + σdBt ; t ≥ 0.

Here, µ > r and σ > 0 are constants, and (Bt )t≥0 is a standard Brownian motion in a filtered probability
space

(
Ω,F,P,F = (Ft )t≥0

)
, in which the filtration F is generated by the Brownian motion and satisfies the

usual conditions.
Let πt denote the amount invested in the risky asset, and let Ct denote the individual’s consumption rate

at time t , so that
∫ t
0 Cudu is the total consumption over the time interval [0, t ]. Then, her wealth process

(Wt )t≥0 follows the dynamics

dWt =
(
r Wt + (µ – r)πt – Ct

)
dt + σπtdBt , (2.1)

for t ≥ 0, with W0 = w > 0.
For a given consumption process (Ct )t≥0, we define the individual’s habit process (that is, consumption

habit) as the process (Zt )t≥0 given by

Zt = e–ρ t
(
z +

∫ t

0
ρ eρ uCudu

)
; t ≥ 0, (2.2)

which has the following equivalent differential form:dZt = –ρ(Zt – Ct )dt ; t ≥ 0,

Z0 = z .
(2.3)

Here, ρ > 0 is a constant, and z > 0 represents the initial consumption habit of the individual. The
parameter ρ determines how much current habit is influenced by the recent rate of consumption relative to
the consumption rate farther in the past. As ρ increases, more weight is given to recent consumption. In
the limiting cases, ρ = 0 implies Zt = z , and ρ = +∞ implies Zt = Ct .

For t > 0, the consumption habit Zt given by (2.2) is the exponentially weighted moving average of past
consumption (Cs)s<t . To see this, let us assume that the individual lived (and consumed) over the time
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period (–∞, t). Let z be the exponentially weighted average of her consumption rate before time zero, that
is, z =

∫ 0
–∞ ρ eρuCudu. (Note that

∫ 0
–∞ ρ eρudu = 1.) By substituting for z in (2.2), we obtain

Zt =
∫ 0

–∞
ρ e–ρ(t–u)Cudu +

∫ t

0
ρ e–ρ(t–u)Cudu

=
∫ t

–∞
ρ e–ρ(t–u)Cudu,

with
∫ t
–∞ ρ e–ρ(t–u)du = 1. Thus, Zt is the exponentially weighted moving average of (Cs)s<t , as claimed.

We consider a consumption habit formation for the individual by assuming that, at any time t ≥ 0, she
is unwilling to consume at a rate that is below a certain proportion of her habit Zt . In particular, we impose
the following constraint on the individual’s consumption process

Ct ≥ αZt ; P-a.s., t ≥ 0, (2.4)

in which 0 < α ≤ 1 is a constant that measures the individual’s tolerance for her current consumption to
drop below her habit. The larger the value of α, the less tolerant the individual is in allowing her current
consumption to fall below her habit. Note that the consumption habit process (Zt )t≥0 depends on z and on
the consumption process (Ct )t≥0. To ease the notational burden, however, we write Zt instead of the more
accurate Zz ,(Cs)0≤s≤t

t .
The following lemma establishes a lower bound for the consumption habit process, and we use it in later

arguments. We omit the proof of this lemma because it closely follows the proof of Lemma 2.1 in Angoshtari
et al. (2020).

Lemma 2.1. Let (Ct )t≥0 be a consumption process satisfying (2.4), in which (Zt )t≥0 is given by (2.2). We,
then, have

Zt ≥ Zse–ρ(1–α)(t–s),

P-a.s., for all 0 ≤ s ≤ t. In particular, Zt ≥ ze–ρ(1–α)t , P-a.s., for all t ≥ 0.

We assume that the individual avoids bankruptcy with probability one. The following lemma provides
the corresponding necessary and sufficient condition. In it, we use the notation

x = x (α) :=
α

r + ρ(1 – α)
, (2.5)

for α ∈ [0, 1]. Note that x is strictly increasing in α, x (0) = 0, and x (1) = 1/r . Again, we omit the proof of
this lemma because it closely follows the proof of Lemma 2.2 in Angoshtari et al. (2020).

Lemma 2.2. Let the F-adapted process (πt , Ct )t≥0 satisfy condition (2.7) below, and let (Wt )t≥0 and (Zt )t≥0
be given by (2.1) and (2.2), respectively. Then, Wt > 0 for all t ≥ 0 P-a.s. if and only if

Wt
Zt
≥ x , (2.6)

P-a.s., for all t ≥ 0.
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Following the proof of Lemma 2.2 in Angoshtari et al. (2020), we provide a detailed discussion of the
condition in (2.6), and we invite the interested reader to refer to that paper. That said, we repeat that, as
α→ 0+, the requirement for consumption (2.4) becomes Ct ≥ 0, and inequality (2.6) becomes moot, which
we expect because this limiting case is the market model considered by Merton (1969). Also, note that, in
the special case of α = 1, the requirement for consumption (2.4) becomes Ct ≥ Zt , and inequality (2.6)
becomes rWt ≥ Zt , which is consistent with feasibility condition adapted by Dybvig (1995), namely, that
rWt ≥ Ct–. Note, however, that our preference specification in (2.10) differs from Merton’s and Dybvig’s
for the case α→ 0+. Therefore, our optimal policies do not converge to theirs as α→ 0+ or for α = 1.

Remark 2.1. In the classical habit formation preference, the conventional definition of Zt is dZt = –ρ1Ztdt+
ρ2Ctdt . When comparing with the classical literature, one should note that the reference point in our model
is Z̃t = αZt and not Zt . Since dZt = –ρ(Zt – Ct )dt , our reference point satisfies

dZ̃t = αdZt = –αρ(Zt – Ct )dt =
(
– ρZ̃t + αρCt

)
dt .

Thus, by setting ρ1 = ρ and ρ2 = αρ, we obtain the same dynamics for the reference point (Z̃t ) as in the
classical literature. More specifically, the case α = 1 in our model corresponds to the case ρ1 = ρ2 in the
classical literature, while our case 0 < α < 1 corresponds to the case ρ1 6= ρ2.

In the following, we define the set of admissible investment and consumption policies as those that avoid
bankruptcy while satisfying the individual’s consumption habit-formation constraint.

Definition 2.1. Let Ã(α) be the set of all processes (πt , Ct )t≥0 such that (πt )t≥0 is F-adapted, (Ct )t≥0 is
non-negative and F-progressively measurable,∫ t

0

(
π2u +Cu

)
du < +∞; t ≥ 0, P-a.s., (2.7)

and conditions (2.4) and (2.6) hold, namely,

Ct ≥ αZt , and Wt ≥ xZt ,

P-a.s., for all t ≥ 0, in which (Wt )t≥0 and (Zt )t≥0 are given by (2.1) and (2.2), respectively.

Next, we formulate the individual’s lifetime consumption and investment problem as a stochastic control
problem. For any admissible investment and consumption policy (πt , Ct )t≥0, let us introduce the wealth-to-
habit process

Xt :=
Wt
Zt

; t ≥ 0, (2.8)

and note that, by (2.1) and (2.3),dXt =
(
(ρ+ r)Xt + (µ – r)θt – (1 + ρXt )ct

)
dt + σθtdBt ; t ≥ 0,

X0 = x := w
z ≥ x ,

(2.9)

in which we have defined the investment-to-habit process (θt )t≥0 and the consumption-to-habit process
(ct )t≥0 by, θt := πt

Zt
and ct := Ct

Zt
, respectively.

We define the set of admissible investment-to-habit and consumption-to-habit policies as follows.
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Definition 2.2. Let A = A(α) be the set of all processes (θt , ct )t≥0 such that (θt )t≥0 is F-adapted, (ct )t≥0
is F-progressively measurable, ∫ t

0

(
θ2u + cu

)
du < +∞; P-a.s., t ≥ 0,

and

ct ≥ α, and Xt ≥ x ,

P-a.s., for all t ≥ 0, in which (Xt )t≥0 is given by (2.8).

As the following proposition states, our two definitions of admissible policies are equivalent in the sense
that any admissible investment and consumption policy corresponds to an admissible relative investment
and consumption policy and vice versa. Its proof is an application of Itô’s lemma and, thus, omitted.

Proposition 2.1. Assume that (πt , Ct )t≥0 ∈ Ã(α) and let (Zt )t≥0 be given by (2.2). Then, we have
(πt/Zt , Ct/Zt )t≥0 ∈ A(α). Conversely, assume that (θt , ct )t≥0 ∈ A(α), and let (Wt )t≥ be the solution of

dWt
Wt

=
(
r + (µ – r)

θt
Xt

–
ct
Xt

)
dt + σ

θt
Xt

dBt ; t ≥ 0,

W0 = w ,

in which (Xt )t≥0 is given by (2.9). We, then, have (πt := θtWt/Xt , Ct := ctWt/Xt ) ∈ Ã(α).

We assume that the individual values her consumption relative to her habit. In particular, for a given
consumption process (Ct )t≥0, the expected utility of her lifetime consumption is given by

E

(∫ τd

0

1
1 – γ

(
Ct
Zt

)1–γ
e–δ̃ t dt

)
= E

(∫ +∞

0

1
1 – γ

(
Ct
Zt

)1–γ
e–(λ̃+δ̃) t dt

)
, (2.10)

in which δ̃ > 0 is the individual’s subjective time preference, γ > 1 is her (constant) relative risk aversion,
and τd is the random time of her death, which we assume is exponentially distributed with mean 1/λ̃ > 0,
and τd is independent of the Brownian motion.

In light of Proposition 2.1, the individual’s optimal investment-consumption problem is, thus, formulated
by the following stochastic control problem:

V(x ) = V(x ,α) := sup
(θt ,ct )∈A(α)

Ex

(∫ +∞

0

c1–γt
1 – γ

e–δt dt

)
; x ≥ x , (2.11)

in which δ = δ̃ + λ̃, and Ex denotes conditional expectation given X0 = x .
We end this section by proving a verification theorem for the stochastic control problem (2.11). For its

statement, we define the operator Lθ,c on twice-differentiable functions by

Lθ,cv(x ) = –δv(x ) +
(
(ρ+ r)x + (µ – r)θ

)
v ′(x ) +

1
2
σ2θ2v ′′(x ) +

c1–γ

1 – γ
– c(1 + ρx )v ′(x ).

Theorem 2.1. Suppose v ∈ C2
(
[x , +∞)

)
satisfies the following properties: for any x ≥ x ,
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(i) Lθ,cv(x ) ≤ 0 for all θ ∈ R and c ≥ α.

(ii) v ′(x ) > 0, v(x ) = α1–γ

δ(1–γ) , and limx→x+ v ′(x ) = +∞.

(iii) limT→+∞Ex
(
e–δTv(XT)

)
= 0 for any wealth-to-habit process (Xt )t≥0 that arising from an admissible

policy (θt , ct )t≥0 ∈ A(α).

(iv) Lθ∗(x),c∗(x)v(x ) = 0 for some functions θ∗(x ) and c∗(x ) ≥ α.

(v) For θ∗ and c∗ in condition (iii), the following stochastic differential equation has a unique strong
solution:dX∗t =

(
(ρ+ r)X∗t + (µ – r)θ∗(X∗t ) – (1 + ρX∗t )c

∗(X∗t )
)
dt + σθ∗(X∗t )dBt ; t ≥ 0,

X∗0 = x ,

and
(
θ∗(X∗t ), c

∗(X∗t )
)
t≥0 ∈ A.

Then, v = V on [x , +∞), and
(
θ∗(X∗t ), c

∗(X∗t )
)
t≥0 is an optimal policy.

Proof. See Appendix A.

3 Optimal investment and consumption policy

In this section, we consider the stochastic control problem (2.11) when (2.4) is a habit-formation constraint,
that is, when 0 < α ≤ 1. In other words, we exclude the case α = 0.

Theorem 2.1 implies that the value function V(· ;α) is a solution of the following differential equation:

–δv(x ) + (ρ+ r)xv ′ + sup
θ

[
(µ – r)θv ′ +

1
2
σ2θ2v ′′

]
+ sup

c≥α

[
c1–γ

1 – γ
– (1 + ρx )cv ′

]
= 0; x ≥ x . (3.1)

For the rest of this section, we construct a classical solution of (3.1), and then use Theorem 2.1 to show that
the solution equals the value function V(· ;α) in (2.11).

To construct a candidate solution, we hypothesize that the optimal investment and consumption policy
has the following form. There exists a critical value of wealth-to-habit ratio x∗ ≥ x , such that,

(a) If x ≤ Xt ≤ x∗, it is optimal to consume at the minimum rate, that is, c∗t = α. Also, if Xt = x , it is
optimal to invest fully in the riskless asset, that is, θ∗t = 0.

(b) If Xt > x∗, it is optimal to consume more than the minimum rate.

The optimal expressions for c and θ in (3.1) are given by

c∗(x ) :=


α; (1 + ρx )v ′(x ) ≥ α–γ ,(
(1 + ρx )v ′(x )

)– 1
γ ; 0 < (1 + ρx )v ′(x ) < α–γ ,

(3.2)

8



and

θ∗(x ) := –
µ – r
σ2

v ′(x )
v ′′(x )

, (3.3)

respectively. To obtain these equations, we assume that vx > 0 and vxx < 0, which we show in Proposition
3.2 below. Thus, for (a) and (b) in our hypothesis to be true, we must have

lim
x→x+

v ′(x )
v ′′(x )

= 0,

(1 + ρx )v ′(x ) ≥ α–γ ; x ≤ x ≤ x∗,

0 < (1 + ρx )v ′(x ) < α–γ ; x > x∗.

(3.4)

Under these additional conditions, (3.1) becomes the following free-boundary problem (FBP):

κ
v ′2(x )
v ′′(x )

– α
(
x
x
– 1
)
v ′(x ) + δv(x ) =

α1–γ

1 – γ
; x ≤ x ≤ x∗,

κ
v ′2(x )
v ′′(x )

– (r + ρ)xv ′(x ) + δv(x ) =
γ

1 – γ
(
(1 + ρx )v ′(x )

)1– 1
γ ; x > x∗,

lim
x→x+

v ′(x )
v ′′(x )

= 0,

(1 + ρx∗)v ′(x∗) = α–γ ,

(3.5)

in which x∗ ≥ x is unknown, and in which κ is defined by

κ =
(µ – r)2

2σ2
.

In anticipation that v is increasing and concave, we apply the Legendre transform to v to define its convex
dual u by

u(y) := sup
x≥x

{
v(x ) – xy

}
; y > 0. (3.6)

Here, we assume limx→x+ v ′(x ) = +∞, which we show in Proposition 3.2 below. By using the relationships

v
(
I(y)

)
= u(y) – yu ′(y), I(y) = –u ′(y), and v ′′

(
I(y)

)
= –

1
u ′′(y)

, (3.7)

in which I(·) is the inverse of v ′(·) (that is, v ′
(
I(y)

)
= y , for y > 0), FBP (3.5) transforms into the following

FBP:

– κy2u ′′(y) + (r + ρ(1 – α) – δ) yu ′(y) + δu(y) =
α1–γ

1 – γ
– αy ; y ≥ y∗, (3.8)

– κy2u ′′(y) + (r + ρ – δ) yu ′(y) + δu(y) =
γ

1 – γ
(
y – ρyu ′(y)

)1– 1
γ ; 0 < y < y∗, (3.9)

lim
y→+∞

u ′(y) = –x , (3.10)

lim
y→+∞

yu ′′(y) = 0, (3.11)
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and

y∗ – ρy∗u ′(y∗) = α–γ , (3.12)

in which y∗ = v ′(x∗) is unknown.
It is easier to analyze u’s second-order differential equation in (3.8) on [y∗, +∞) by transforming it into

a system of first-order ODEs. Specifically, by formally defining ϕ and H by

ϕ(y) = y – ρyu ′(y),

and
H(y) =

1
ϕ(y)

[
δu(y) –

γ

1 – γ
ϕ(y)1–

1
γ –

r + ρ – δ
ρ

(
ϕ(y) – y

)]
,

respectively, and by manipulating these expressions via the differential equation (3.8) and the free-boundary
condition in (3.12), we obtain the system in part (i) of the following proposition. (As an aside, we find the
value of H at the free-boundary y∗ by first solving for u on (0, y∗) and by using continuity of u to obtain
u(y∗) and, then, H(y∗).) Proposition 3.1 provides the complete solution of FBP (3.8)–(3.12).

Proposition 3.1. Define the constant λ ∈ (–δ/κ, 0) by

λ :=
1
2κ

((
κ+ r + ρ(1 – α) – δ

)
–
√(

κ+ r + ρ(1 – α) – δ
)2 + 4δκ

)
, (3.13)

and define constants 0 < η1 < η2 by

η1 :=
λα–γ

(λ – 1)(1 + ρx )
, and η2 :=

α–γ

1 + ρx
. (3.14)

Then, we have:

(i) There exists a constant y∗ ∈ (η1, η2), an increasing function ϕ : (0, y∗] → (0,α–γ ], and a function
H : (0, y∗]→ (0,κ/ρ] satisfying the system:

ϕ′(y) =
ρ

κy

(
κ

ρ
– H(y)

)
ϕ(y),

H′(y) =
ρ

κy

(
κ

ρ
– H(y)

)(
ϕ(y)–

1
γ – H(y) –

r + ρ – δ
ρ

)
+

r + ρ

ρϕ(y)
–
δ

ρy
,

ϕ(y∗) = α–γ ,

H(y∗) =
κ

ρ

[
1 – λ

(
1 –

y∗

η1

)]
,

(3.15)

for 0 < y ≤ y∗. Furthermore, limy→0+ H(y) ≤ κ/ρ.

(ii) A solution of FBP (3.8)-(3.12) is given by y∗ as in (i) and by u : R+ → R given by

u(y) =


y∗(1 + ρx ) – α–γ

ρλ

(
y
y∗

)λ
– xy +

α1–γ

δ(1 – γ)
; y ≥ y∗,

1
δ

[
ϕ(y)H(y) +

γ

1 – γ
ϕ(y)1–

1
γ +

r + ρ – δ
ρ

(
ϕ(y) – y

)]
; 0 < y < y∗,

(3.16)

in which ϕ and H are as in (i). Furthermore, u ∈ C2(R+) is strictly decreasing and convex, and
limy→0+ u ′(y) = –∞.
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Proof. In various parts of this proof, we will use the fact that λ in (3.13) solves the quadratic equation

f (λ) := –κλ2 +
(
κ+ r + ρ(1 – α) – δ

)
λ+ δ = 0. (3.17)

Let λ′ denote the other zero of the quadratic function f , which is given by

λ′ :=
1
2κ

((
κ+ r + ρ(1 – α) – δ

)
+
√(

κ+ r + ρ(1 – α) – δ
)2 + 4δκ

)
> 1. (3.18)

That λ ∈ (–δ/κ, 0) follows from f (–δ/κ) = –
(
r + ρ(1 – α)

)
δ/κ < 0 and f (0) = δ > 0. That λ′ > 1 follows

from f (1) = r + ρ(1 – α) > 0 and limξ→+∞ f (ξ) = –∞. Below, we prove (i) and then (ii).

Proof of (i): When reading this part of the proof, it is helpful to refer to Figure 1 in Section 4 for visual
reference. Define the set

D :=
{
(y ,ϕ, H) : y ,ϕ > 0, 0 < H <

κ

ρ

}
, (3.19)

and functions

g1(y ,ϕ, H) :=
ρ

κy

(
κ

ρ
– H
)
ϕ, (3.20)

and

g2(y ,ϕ, H) :=
ρ

κy

(
κ

ρ
– H
)(

ϕ
– 1
γ – H –

r + ρ – δ
ρ

)
+

r + ρ

ρϕ
–
δ

ρy
, (3.21)

for (y ,ϕ, H) ∈ D. For a constant η ∈ (η1, η2), consider the boundary-value problem

ϕ′(y) = g1(y ,ϕ(y), H(y)
)
,

H′(y) = g2(y ,ϕ(y), H(y)
)
,

ϕ(η) = α–γ ,

H(η) =
κ

ρ

[
1 – λ

(
1 –

η

η1

)]
,

(3.22)

for
(
y ,ϕ(y), H(y)

)
∈ D. Because α > 0 and η > η1, the boundary conditions in (3.22) are inside D.

Furthermore, g1 and g2 are locally Lipschitz continuous with respect to ϕ and H in D, since they are only
unbounded (or have unbounded partial derivatives) if y = 0 or ϕ = 0. It, then, follows that (3.22) has a
unique solution that extends to the boundary of D. Denote this solution by (ϕη(·), Hη(·)

)
: (ε(η), η]→ R for

some constant ε(η) ∈ [0, η) such that (ε(η), η] is the maximal domain over which the solution exists (within
D). We prove additional properties of (ϕη(·), Hη(·)

)
for η ∈ (η1, η2) in Lemma B.1 in Appendix B and use

those properties in the rest of this proof.
Note that, because the solution (ϕη(·), Hη(·)

)
continuously depends on η because of the aforementioned

local Lipschitz property of g1 and g2, the mapping η 7→ ε(η) is continuous for η ∈ (η1, η2). Our goal is to
show that there exists a constant y∗ ∈ (η1, η2) such that ε(y∗) = 0; that is, the solution (ϕy∗(·), Hy∗(·)

)
is

defined over the interval (0, y∗].
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To show the existence of such y∗, we first show that for every y ′ ∈ (0, η1), there exists a constant
η ∈ (η1, η2) such that the solution (ϕη(·), Hη(·)

)
exists through a point (y ′,ϕ′,κ/ρ) ∈ D1, in which we have

defined

D1 :=
{
(y ,ϕ,κ/ρ) : y ∈ (0, η1),ϕ ∈ (0,α–γ)

}
. (3.23)

To prove this statement, let B be the set of all y ′ ∈ (0, η1) such that there exists a solution (ϕη(·), Hη(·)
)
,

η ∈ (η1, η2), which exits through a point (y ′,ϕ′,κ/ρ) ∈ D1. We want to show that B = (0, η1). By Lemma
B.1.(ii), B is nonempty. From Lemma B.1.(iv) and the continuity of (ϕη(·), Hη(·)

)
with respect to η, it

follows that if y0 ∈ B, then y ∈ B for all y ∈ (y0, η1). Therefore, we have one of the following scenarios: (a)
B = (ỹ , η1) for some ỹ ∈ (0, η1), (b) B = [ỹ , η1) for some ỹ ∈ (0, η1), or (c) B = (0, η1).

In scenario (a), there exists a monotone increasing sequence {ξn}∞n=1 in (η1, η2), such that solutions(
ϕξn (·), Hξn (·)

)
all exit from D1 and limn→+∞ ε(ξn) = ỹ . By Lemma B.1.(iii)-(iv), we must have ξn < η2–ε

for some ε > 0 and for all n. Thus, limn→+∞ ξn = ξ∞ for some constant ξ∞ ∈ (η1, η2 – ε]. Furthermore,
by continuity of (ϕη(·), Hη(·)

)
with respect to η, we must have that (ϕξ∞(·), Hξ∞(·)

)
exits D through some

point (ỹ , ϕ̃,κ/ρ) ∈ D1. This implies ỹ ∈ B, which contradicts the assumption that ỹ /∈ B. Thus, scenario
(a) is impossible.

In scenario (b), because ỹ ∈ B, it follows from Lemma B.1.(iii) that there exists a constant η̃ ∈ (η1, η2)
such that (ϕη̃(·), Hη̃(·)

)
exits D through a point (ỹ , ϕ̃,κ/ρ) ∈ D1. Since η̃ < η2 and ỹ > 0, from continuity

of (ϕη(·), Hη(·)
)
with respect to η, it follows that for some y ′ ∈ (0, ỹ), there exists an η′ ∈ (η̃, η2) such

that (ϕη′(·), Hη′(·)
)
exits D through a point (y ′,ϕ′,κ/ρ) ∈ D1. In other words, y ′ ∈ B, which contradicts

ỹ = minB. Thus, scenario (b) is also impossible. We conclude that the only possible scenario is (c), in other
words, B = (0, η1).

Finally, define y∗ = inf
{
η ∈ (η1, η2) : ε(η) ∈ B

}
. From Lemma B.1.(ii)-(iii), we must have y∗ ∈ (η1, η2).

From continuity of (ϕη(·), Hη(·)
)
with respect to η, we deduce ε(y∗) = 0, and

lim
y→0+

Hy∗(y) ≤
κ

ρ
.

Thus, the solution (ϕy∗(·), Hy∗(·)
)
satisfies (3.15) for y ∈ (0, y∗). Finally, that ϕy∗(·) is increasing follows

from

ϕ′(y) =
ρ

κy

(
κ

ρ
– H(y)

)
ϕ(y) > 0,

for all y ∈ (0, y∗), since
(
y ,ϕy∗(y), Hy∗(y)

)
∈ D.

Proof of (ii): The solution of the Euler equation (3.8) is

u(y) = Cyλ +C′yλ
′
– xy +

α1–γ

δ(1 – γ)
; y ≥ y∗, (3.24)

in which C and C′ are constants to be determined, and λ ∈ (–δ/κ, 0) and λ′ ∈ (1,+∞) are given by (3.13)
and (3.18), respectively. By (3.24), conditions (3.10) and (3.11) become

lim
y→+∞

(
λCyλ–1 + λ′C′yλ

′–1
)
= 0,

lim
y→+∞

(
λ(1 – λ)Cyλ–1 + λ′(1 – λ′)C′yλ

′–1
)
= 0.

12



Since λ < 0 and λ′ > 1, the system above can only hold if C′ = 0. So, we must have,

u(y) = Cyλ – xy +
α1–γ

δ(1 – γ)
; y ≥ y∗.

From (3.12), we obtain C = y∗(1+ρx)–α–γ
ρλ(y∗)λ , which yields

u(y) =
y∗(1 + ρx ) – α–γ

ρλ

(
y
y∗

)λ
– xy +

α1–γ

δ(1 – γ)
; y ≥ y∗. (3.25)

Thus, FBP (3.8)–(3.12) reduces to the following FBP:
–κy2u ′′(y) + (r + ρ – δ) yu ′(y) + δu(y) = γ

1–γ
(
y – ρyu ′(y)

)1– 1
γ ; 0 < y < y∗,

y∗ – ρy∗u ′(y∗) = α–γ ,

u(y∗) =
(
1+ρx
ρλ – x

)
y∗ +

(
α

δ(1–γ) –
1
ρλ

)
α–γ .

(3.26)

Now, let ϕ, H, and y∗ be as determined in part (i) of this proposition; then, we claim that u defined by

u(y) =
1
δ

[
ϕ(y)H(y) +

γ

1 – γ
ϕ(y)1–

1
γ +

r + ρ – δ
ρ

(
ϕ(y) – y

)]
; y ∈ (0, y∗], (3.27)

satisfies FBP (3.26). Indeed, because ϕ(y∗) = α–γ and H(y∗) = κ
ρ

[
1 – λ

(
1 – y∗

η1

)]
, one can show that u in

(3.27) satisfies the second free-boundary condition in (3.26). Next, if we differentiate u twice, substitute for
ϕ′ and H′ from (3.15) each time, then we obtain

u ′(y) =
1
ρ
–
ϕ(y)
ρy

, (3.28)

and
u ′′(y) =

ϕ(y)H(y)
κy2

, (3.29)

for 0 < y < y∗. Note that (3.28) and ϕ(y∗) = α–γ give us the first free-boundary condition in (3.26). If we
substitute for u ′ and u ′′ from (3.28) and (3.29), respectively, in the non-linear differential equation in (3.26),
then we obtain

– κy2u ′′(y) + (r + ρ – δ) yu ′(y) + δu(y) –
γ

1 – γ
(
y – ρyu ′(y)

)1– 1
γ

= –ϕ(y)H(y) +
r + ρ – δ

ρ

(
y – ϕ(y)

)
+ δu(y) –

γ

1 – γ
ϕ(y)1–

1
γ = 0,

in which the last equality follows from the definition of u in (3.27). We have, thereby, shown that y∗ from
part (i) and u given by (3.16) solve FBP (3.8)-(3.12).

Next, we show that u given by (3.16) is decreasing and convex; note that u ∈ C2(R+) is continuously
twice differentiable by construction. For y ≥ y∗, these properties of u directly follow by differentiating (3.25)
as follows:

u ′(y) =
y∗(1 + ρx ) – α–γ

ρy∗λ
yλ–1 – x < 0, (3.30)
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and

u ′′(y) =
(λ – 1)

(
y∗(1 + ρx ) – α–γ

)
ρy∗λ

yλ–2 > 0, (3.31)

for y ≥ y∗, in which, to get the inequalities, we used λ < 0 and y∗ < η2 = α–γ

1+ρx , which we proved earlier.
That u is convex on (0, y∗) follows from (3.29), ϕ > 0, and H > 0; we proved the latter two inequalities in
part (i). Also, (3.30) implies u ′(y∗) < 0, and u convex on (0, y∗) implies u ′(y) < 0 for all y ∈ (0, y∗).

It only remains to show that limy→0+ u ′(y) = –∞. Suppose, on the contrary, that limy→0+ u ′(y) 6= –∞.
Because u ′ is increasing and limy→+∞ u ′(y) = –x , we must have limy→0+ u ′(y) = M for some constant
M < –x < 0. From (3.28), we have ϕ(y)/y = 1 – ρu ′(y) for 0 < y < y∗. Therefore,

lim
y→0+

ϕ(y)
y

= 1 – ρM > 1.

The above limit implies limy→0+ ϕ(y) = 0. By L’Hôpital’s rule, (3.15), and limy→0+ H(y) ∈ (0,κ/ρ] from
part (i), we obtain a contradiction

lim
y→0+

ϕ(y)
y

= lim
y→0+

ϕ′(y) = lim
y→0+

ϕ(y)
y

(
1 –

ρH(y)
κ

)
< lim

y→0+
ϕ(y)
y

,

Thus, we must have limy→0+ u ′(y) = –∞.

Remark 3.1. It is possible to find a differential equation for ϕ of Proposition 3.1.(i) that does not involve
H. Indeed, substituting u ′ = 1

ρ – ϕ
ρy and u ′′ = ϕ

ρy2 – ϕ′

ρy into (3.9) yields

δu(y) = –
κy
ρ
ϕ′(y) +

κ+ r + ρ – δ
ρ

ϕ(y) +
γ

1 – γ
ϕ(y)1–

1
γ –

r + ρ – δ
ρ

y ; 0 < y ≤ y∗.

By differentiating this equation and substituting u ′ = 1
ρ –

ϕ
ρy , we obtain the following second-order differential

equation for ϕ:

κ

ρ
y2ϕ′′(y) +

(
ϕ(y)–

1
γ –

r + ρ – δ
ρ

)
yϕ′(y) –

δ

ρ
ϕ(y) +

r + ρ

ρ
y = 0; 0 < y ≤ y∗.

The above equation provides a link between Proposition 3.1 and Propositions 3.1 and 3.2 in Angoshtari
et al. (2020). Indeed, by setting κ = 0, the above equation reduces to the differential equation in (3.17) and
(3.29) of Angoshtari et al. (2020). Thus, as κ→ 0+, ϕ of Proposition 3.1 becomes ψ of Propositions 3.1 and
3.2 in Angoshtari et al. (2020). This relationship is expected because, by letting κ → 0+, the risky asset
becomes redundant and the optimal policy only invests in the riskless asset, which is the scenario analyzed
in Angoshtari et al. (2020).

Proposition 3.1 provides a strictly decreasing and convex function u and corresponding free boundary
y∗ that solve (3.8)–(3.12). By reversing the Legendre transform (3.6), we obtain an increasing and concave
solution of FBP (3.5). We prove this result in the following proposition.
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Proposition 3.2. Let λ, y∗, ϕ(y), H(y), and u(y) be as in Proposition 3.1, and let J(ξ) : (–∞, –x ) →
(0,+∞) be the inverse of u ′(y), that is, u ′

(
J(ξ)

)
= ξ for ξ < –x . Define

x∗ := –u ′(y∗) =
α–γ

ρy∗
–
1
ρ
, (3.32)

v(x ) := u
(
J(–x )

)
+ xJ(–x ); x > x ,

c∗(x ) :=


α; x ≤ x ≤ x∗,(
ϕ
(
J(–x )

))– 1
γ ; x > x∗,

(3.33)

and

θ∗(x ) :=


(µ – r)(1 – λ)

σ2
(x – x ); x ≤ x ≤ x∗,

µ – r
κσ2

H
(
J(–x )

)
(1 + ρx ); x > x∗.

(3.34)

Then, x∗, v(x ), θ∗(x ), and c∗(x ) satisfy (3.2), (3.3), (3.4), and (3.5). Furthermore, v ∈ C2
(
[x , +∞)

)
is

strictly increasing and concave, x ∗ > x , and we can write v as follows:

v(x ) =



(
ρy∗

α–γ – y∗(1 + ρx )

) 1
γ–1
{
–
y∗

λ
(x – x )

λ
λ–1 + (x – x )

}
+

α1–γ

δ(1 – γ)
; x ≤ x ≤ x∗,

1
δ

[
ϕ
(
J(–x )

)
H
(
J(–x )

)
+

γ

1 – γ
ϕ
(
J(–x )

)1– 1
γ +

r + ρ

ρ

(
ϕ
(
J(–x )

)
– J(–x )

)]
; x > x∗.

(3.35)

In particular, the expression for v in (3.35) implies that limx→x+ v ′(x ) = +∞.

Proof. By Proposition 3.1, u ′ : (0,+∞)→ (–∞, –x ) is an increasing function such that limy→0+ u ′(y) = –∞
and limy→+∞ u ′(y) = –x . Therefore, its inverse J : (–∞, –x )→ (0,+∞) is an increasing function such that
limξ→–x– J(ξ) = +∞ and limξ→–∞ J(ξ) = 0.

The expression for x∗ follows from (3.28), the expression for v follow (3.7), and the expression for c∗

follows from (3.2), (3.7), and (3.28). To obtain (3.34), use (3.3) and (3.7) to obtain

θ∗(x ) := –
µ – r
σ2

v ′(x )
v ′′(x )

=
µ – r
σ2

J(–x )u ′′
(
J(–x )

)
; x > x . (3.36)

We consider two cases: x ∈ [x , x∗] and x > x∗. For the former case, we argue as follows. By (3.30),
u ′(y) ∈ (–x∗, –x ) for y > y∗ and, therefore, J(ξ) > y∗ for ξ ∈ (–x∗, –x ). It then follows from (3.30) that

ξ = u ′
(
J(ξ)

)
=

y∗(1 + ρx ) – α–γ

ρy∗λ
J(ξ)λ–1 – x , =⇒ J(ξ)λ–1 =

(
ρy∗λ(x + ξ)

y∗(1 + ρx ) – α–γ

)
,

for ξ ∈ (–x∗, –x ). By using (3.31) and (3.34), we obtain

θ∗(x ) =
µ – r
σ2

J(–x )u ′′
(
J(–x )

)
=
µ – r
σ2

(λ – 1)
(
y∗(1 + ρx ) – α–γ

)
ρy∗λ

J(–x )λ–1 =
(µ – r)(1 – λ)

σ2
(x – x ),
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for x ∈ [x , x∗]. To obtain (3.34) for x > x∗, note that by the definition of J and (3.28), we have

–x = u ′
(
J(–x )

)
=

1
ρ

(
1 –

ϕ
(
J(–x )

)
J(–x )

)
=⇒ ϕ

(
J(–x )

)
J(–x )

= 1 + ρx ,

for x > x∗. From (3.29), it follows that

J(–x )u ′′
(
J(–x )

)
=

1
κ
H
(
J(–x )

)
(1 + ρx ),

for x > x∗. By substituting for J(–x )u ′′
(
J(–x )

)
in (3.36), we obtain (3.34) for x > x∗. We can double check

that θ∗(x ) is continuous at x = x∗ as follows:

1
κ
H
(
J(–x∗)

)
(1 + ρx∗) =

1
κ
H
(
y∗
)
(1 + ρx∗) =

1
ρ

(
1 – λ+

λy∗

η1

)
(1 + ρx∗)

=
1
ρ

(
1 – λ+ (λ – 1)

1 + ρx
1 + ρx∗

)
(1 + ρx∗) =

1
ρ
(1 – λ)

(
1 –

1 + ρx
1 + ρx∗

)
(1 + ρx∗) = (1 – λ)(x∗ – x ),

in which we used u ′(y∗) = –x∗ to get the first equality and the second terminal condition in (3.15) for the
second equality. To get the third equality, we used the boundary condition (1 + ρx∗)v ′(x∗) = α–γ in (3.5)
and the definition of η1 in (3.14) to obtain

(1 + ρx∗)y∗ = α–γ =
λ – 1
λ

(1 + ρx )η1 =⇒ λy∗

η1
= (λ – 1)

1 + ρx
1 + ρx∗

.

It is, then, straightforward to show that x∗, v(·), θ∗(·), and c∗(·) satisfy (3.2), (3.3), (3.4), and (3.5) by
reversing the transformation (3.6) and by using the fact that y∗ and u(·) solve FBP (3.8)–(3.12). That v(·)
is increasing and strictly concave follows from (3.7) since u(·) is decreasing and strictly convex as established
by Proposition 3.1.(ii). Furthermore,

x∗ =
α–γ

ρy∗
–
1
ρ
>
α–γ

ρη2
–
1
ρ
= x ,

because 0 < y∗ < η2 = α–γ

1+ρx by Proposition 3.1.(i). Finally, the expression for v in (3.35) follows from
v(x ) = u

(
J(–x )

)
+ xJ(–x ) and the expressions in Proposition 3.1.

The next theorem is the main result of the paper and provides the solution of the stochastic control
problem (2.11).

Theorem 3.1. Let x∗, v(x ), θ∗(x ), and c∗(x ) be as in Proposition 3.2; then, V(x ,α) = v(x ) for all x ≥ x .
Furthermore, the optimal investment-to-habit and consumption-to-habit processes are given by θ∗t := θ∗(X∗t )
and c∗t := c∗(X∗t ), respectively, for all t ≥ 0, in which (X∗t )t≥0 solves the stochastic differential equationdX∗t =

(
(ρ+ r)X∗t + (µ – r)θ∗(X∗t ) – (1 + ρX∗t )c

∗(X∗t )
)
dt + σθ∗(X∗t )dBt ; t ≥ 0,

X0 = x .
(3.37)

Proof. It suffices to show that v , θ∗, and c∗ satisfy conditions (i)–(v) of Theorem 2.1. Conditions (i), (ii),
and (iv) directly follow from Proposition 3.2. Below, we prove conditions (iii) and (v) of that theorem.
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Condition (iii): Let (Xt )t≥0 be an admissible wealth-to-habit process corresponding to a relative investment
and consumption policy (θt , ct )t≥0 ∈ A(α). By Proposition 3.2, v is increasing and v(x ) = α1–γ

δ(1–γ) ; therefore,

e–δT
α1–γ

δ(1 – γ)
≤ Ex

(
e–δTv(XT)

)
, (3.38)

for all T ≥ 0. Define the non-negative process (Yt )t≥0 bydYt = –
(
r + ρ(1 – ct )

)
Ytdt –

µ – r
σ

YtdBt ; t ≥ 0,

Y0 = 1.

From (2.9), it follows that

XtYt +
∫ t

0
csYsds = x +

∫ t

0

(
σθs –

µ – r
σ

Xs

)
YsdBs ,

for any t > 0. In particular,
(
XtYt +

∫ t
0 csYsds

)
t≥0 is a non-negative local martingale and, hence, a

supermartingale. Therefore, Ex
(
XtYt +

∫ t
0 csYsds

)
≤ x which, in turn, yields

0 < Ex (XtYt ) ≤ x ; t ≥ 0, (3.39)

because Xt , Yt , ct > 0, P-a.s., for all t ≥ 0.
Let u be as in Proposition 3.1.(ii). From (3.6), we obtain

Ex
(
v(XT)

)
= Ex

(
v(XT) – XTYT +XTYT

)
≤ Ex

(
u(YT) + XTYT

)
≤ E

(
u(YT)

)
+ x , (3.40)

for all T > 0, in which we used (3.39) to get the last inequality.
For 0 < y < y∗, (3.16) yields

u(y) =
1
δ

[
ϕ(y)H(y) +

γ

1 – γ
ϕ(y)1–

1
γ +

r + ρ – δ
ρ

(
ϕ(y) – y

)]
≤ γ

δ(1 – γ)
ϕ(y)1–

1
γ +

(κ+ r + ρ – δ)α–γ

δρ

≤ (κ+ r + ρ – δ)α–γ

δρ
,

because γ > 1, ϕ(y) ∈ (0,α–γ), and H(y) ∈ (0, κρ ) by Proposition 3.1.(i). Because u is decreasing by

Proposition 3.1.(ii), we have u(y) ≤ (κ+r+ρ–δ)α–γ
δρ for all y > 0. Inequalities (3.38) and (3.40), then, yield

e–δT
α1–γ

δ(1 – γ)
≤ Ex

(
e–δTv(XT)

)
≤ e–δT

(
x + E

(
u(YT)

))
≤ e–δT

(
x +

(κ+ r + ρ – δ)α–γ

δρ

)
.

Condition (iii) of Theorem 2.1 follows by taking the limit as T→ +∞.

Condition (v): It suffices to show that (3.37) has a unique strong solution (X∗t )t≥0 taking values in the
open interval I := (x , +∞). For x ∈ I, let

b(x ) := (r + ρ)x + (µ – r)θ∗(x ) – (1 + ρx )c∗(x ), and a(x ) := σθ∗(x ), (3.41)
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be the drift and diffusion terms of (3.37), respectively. Note that the drift function b(x ) in (3.41) is not
globally Lipschitz because of the term xc∗(x ). Therefore, standard existence results, such as Theorem 5.2.9
on page 289 of Karatzas and Shreve (1991), are not directly applicable here.

Since b(x ) and a(x ) are locally Lipschitz for x ∈ I, a standard localization argument yields that (3.37)
has a unique strong solution up to an explosion time. In the remaining part of the proof, we show that (3.37)
does not have an exploding solution (that is, a solution that exits I in finite time). For x ∈ I, define

ψ(x ) =
∫ x

x∗

∫ y

x∗

2
a(z )2

exp

(
–2
∫ y

z

b(η)
a(η)2

dη
)
dzdy ,

By Feller’s test for explosions (see, for example, Theorem 5.5.29 on page 348 of Karatzas and Shreve (1991)),
(3.37) does not have an exploding solution if limx→+∞ ψ(x ) = limx→x+ ψ(x ) = +∞, which we show next.

For x ∈ (x , x∗), (3.33) and (3.34) yield that b(x ) = (x – x )b0 and a(x ) = (x – x )a0, in which b0 :=
r + ρ(1 – α) +

(µ–r
σ

)2 (1 – λ) > 0 and a0 := (µ – r)(1 – λ)/σ > 0. It then follows that,

ψ(x ) =
2

a20 + b0

 a20
a20 + b0

( x – x
x∗ – x

)1+ b0
a20 – 1

+ ln

(
x∗ – x
x – x

) ,

for x ∈ (x , x∗), which yields that limx→x+ ψ(x ) = +∞.

It only remains to show that limx→+∞ ψ(x ) = +∞. By (3.33) and (3.34), we have c∗(x ) =
(
ϕ
(
J(–x )

))– 1
γ

and θ∗(x ) = µ–r
κσ2

H
(
J(–x )

)
(1 + ρx ), for x > x∗. Furthermore, by the proof of Proposition 3.1, there exists a

constant H0 such that

0 < H0 ≤ H
(
J(–x )

)
≤ κ

ρ
, (3.42)

for x > x∗. For y > z > x∗, we, then, have∫ y

z

b(η)
a(η)2

dη =
∫ y

z

(
r + ρ

σ2
x

θ∗(x )2
+
µ – r
σ2

1
θ∗(x )

–
(1 + ρx )c∗(x )

θ∗(x )2

)
dη

≤
∫ y

z

(
κ(r + ρ)

2
x

H
(
J(–x )

)2(1 + ρx )2
+

κ

H
(
J(–x )

)
(1 + ρx )

)
dη

≤ κ

H0

∫ y

z

(
a1x

(1 + ρx )2
+

1
1 + ρx

)
dη

=
κ

ρ2H0

[
a1

1 + ρy
–

a1
1 + ρz

+ (a1 + ρ) ln

(
1 + ρy
1 + ρz

)]
≤ κ(a1 + ρ)

ρ2H0
ln

(
1 + ρy
1 + ρz

)
, (3.43)

in which a1 := r+ρ
2H0

. Let b1 := 2κ(a1+ρ)
ρ2H0

, and note that, because 0 < H0 < κ/ρ, we have

b1 =
2κ
ρ2H0

(
r + ρ

2H0
+ ρ

)
≥ 2κ
ρ2 κρ

(
r + ρ

2κρ
+ ρ

)
=

r + ρ

κ
+ 2 > 2.

For x > x∗, (3.42) and (3.43) yield

ψ(x ) =
∫ x

x∗

∫ y

x∗

2
a(z )2

exp

(
–2
∫ y

z

b(η)
a(η)2

dη
)
dzdy
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≥
∫ x

x∗

∫ y

x∗

2
2κ
ρ2

(1 + ρz )2
exp

(
–
2κ(a1 + ρ)
ρ2H0

ln

(
1 + ρy
1 + ρz

))
dzdy

=
∫ x

x∗

∫ y

x∗

ρ2

κ
(1 + ρz )–2

(
1 + ρz
1 + ρy

)b1
dzdy =

ρ

κ(b1 – 1)

∫ x

x∗

(
1

1 + ρy
–
(1 + ρx∗)b1–1

(1 + ρy)b1

)
dy

=
ρ

κ(b1 – 1)

[
1
ρ

ln

(
1 + ρx
1 + ρx∗

)
+
ρ(1 + ρx∗)b1–1

b1 – 1

(
(1 + ρx )1–b1 – (1 + ρx∗)1–b1

)]
.

Finally, by letting x → +∞, it follows that limx→+∞ ψ(x ) = +∞.

We end this section by proving certain properties of the optimal policy.

Corollary 3.1. The optimal relative consumption policy c∗(x ) is increasing in x . The optimal relative
investment policy θ∗(x ) is asymptotically linear in x . Specifically, limx→+∞ θ∗(x )/x = β µ–r

σ2
for some

constant β ∈ (0, 1].

Proof. That c∗(x ) is increasing follows from (3.33), the fact that ϕ(y) is increasing by Proposition 3.1.(i),
and that J(ξ) is increasing since its inverse u ′(y) is increasing by Proposition 3.1.(ii). To obtain the second
statement, note that β := ρ

κ limy→0+ H(y) ∈ (0, 1] by Proposition 3.1.(i). From (3.34), we then obtain that

lim
x→+∞

θ∗(x )
x

=
µ – r
σ2

lim
x→+∞

H
(
J(–x )

)1 + ρx
κx

=
µ – r
σ2

β.

4 Numerical illustrations

We end the paper by providing a series of numerical examples to highlight certain properties of the optimal
investment and consumption policy. Throughout the section, we choose the following values for the model
parameters: r = 0.02,µ = 0.12, σ = 0.2, ρ = 1,α = 0.75, δ = 0.3, and γ = 2. On occasions, however, we will
change the value of a parameter (while keeping other parameters fixed) to show sensitivity of the solution
with respect to that parameter.

To obtain the solution, we first numerically solve FBP (3.15) as follows. For a given value of y∗, (3.15) can
be solved using an ODE solver (we used “RK45” through Python’s scipy.integrate.solve_ivp() function).
By using a simple bisection search, we then find the smallest value of y∗ ∈ (η1, η2)1 for which H exits from
the top boundary H = κ/ρ. The algorithm is illustrated by Figure 1. With y∗, H, and ϕ at hand, we can
use (3.16) to find u(y) and its first two derivatives for all y > 0, as shown in Figure 2.

Proposition (3.2) then yields x∗, v , c∗, and θ∗. The left plot of Figure 3 shows the optimal investment
function θ∗(x ). As indicated by (3.34), for x ∈ [x , x∗], θ∗(x ) is linear with slope µ–r

σ2
(1–λ). For x > x∗, θ∗(x )

is asymptotically linear with the slope µ–r
σ2

since limx→+∞H
(
J(–x )

)
= κ/ρ. Indeed, as Figure 3 shows, this

asymptotic linearity can occur for small values of x . Since λ < 0, the slope of θ∗(x ) is greater in the range
x ∈ [x , x∗] than in the range x > x∗. In other words, the individual invests extra wealth more aggressively

1Recall that ηi are the constants in (3.14).
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Figure 1: The solid black curves represent the (approximate) solution of the free-boundary problem (3.15).
The dashed red and blue curves are the upper and lower solutions that satisfy the boundary-value problem
(3.22) within the set D given by (3.19). y∗ is the value of η such that the solution exists for all y ∈ (0, η).

0.00 0.25 0.50 0.75 y

−8

−6

−4

−2

0

u

y∗

u(y)

0.00 0.25 0.50 0.75 y
−12.5

−10.0

−7.5

−5.0

−2.5

0.0
u′

y∗

−x

u′(y)

0.00 0.25 0.50 0.75 y
0

5

10

15

20

25

u′′

y∗

u′′(y)

Figure 2: The solution (y∗, u(·)) of FBP (3.8)-(3.12) and its first two derivatives.
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) 1
1–γ .

20



when her wealth-to-habit ratio is below the critical level x∗ compared to when her relative wealth is above
x∗.

The right plot in Figure 3 shows the optimal consumption function c∗(x ) by the solid black curve. As
indicated by (3.33), the optimal policy is to consume at the lowest consumption to habit ratio of α while
wealth-to-habit ratio is below x∗ and to increase relative consumption once the relative wealth becomes
larger than x∗. In the same plot, the dashed curve represents the certainty equivalent (CE) function, which
we define as follows. Assume that the individual maintains a constant consumption-to-habit ratio of c̃. Then,
her utility of this consumption stream is∫ +∞

0
e–δt

c̃1–γ

1 – γ
dt =

c̃1–γ

δ(1 – γ)
.

We define CE(x ) as the value of the constant consumption-to-habit process that yields the same utility as
V(x ) of (2.11). In other words, the individual is indifferent between receiving a constant consumption-to-
habit ratio of CE(x ) versus consuming according to Theorem 3.1. It follows that we must have

CE(x )1–γ

δ(1 – γ)
= V(x ) =⇒ CE(x ) =

(
δ(1 – γ)V(x )

) 1
1–γ .

From the plot, we observe that the optimal consumption and CE functions meet at a point (x0, c0) ≈
(3.8, 0.85) such that c∗(x ) < CE(x ) (resp. c∗(x ) > CE(x )) for x ∈ (x , x0) (resp. x > x0). Thus, by
following the optimal consumption policy, the individual consumes less than (resp. greater than) her “overall”
consumption rate if her wealth-to-habit ratio is below (resp. above) the relative wealth x0. This observation
indicates that the individual has a preference for specific levels of consumption-to-habit and wealth-to-habit
ratios. In Angoshtari et al. (2020), for the case when risky investment is not allowed, we showed a strong form
of this property and explicitly identified the corresponding relative wealth and consumption levels (x0, c0).

In Figure 4, we investigate the dependence of the critical wealth-to-habit ratio x∗ on the subjective
discount rate δ in (2.11). We find x∗ to be decreasing in δ, which indicates that impatient individuals (that
is, with higher δ) are more eager to consume at a rate higher than α than patient individuals (that is, with
lower δ). We also saw this relationship in Angoshtari et al. (2020) for the case of riskless investment. In
Angoshtari et al. (2020), we also found that x∗ = x for δ ≥ r + ρ(1 – α). In contrast, Figure 4 highlights
that x∗ > x for all values of δ > 0, which we proved in Section 3. Indeed, Proposition 3.1.(i) implies that
y∗ < η2, from which it follows that x∗ > x by (3.32).

The left plot in Figure 5 shows dependence of the optimal absolute investment policy π∗t on the con-
sumption habit. Let W∗t and Z∗t be the optimally controlled wealth and consumption habit. By Proposition
2.1, the optimal investment in the stock is π∗t = Z∗t θ

∗(W∗t /Z
∗
t ). The left plot of Figure 5 shows the func-

tion π∗(w , z ) := zθ∗(w/z ) against the habit z and for the fixed wealth w = 1. Note that, for w = 1,
we must have z ≥ 1/x by (2.6). For 1

x∗ ≤ z ≤ 1
x (equivalently x = w/z ∈ [x , x∗]), (3.34) yields that

π∗(1, z ) =
(µ – r)(1 – λ)

σ2
(1 – x z ), so, π∗ is linear in z for this range. For 0 < z ≤ 1/x∗, the plot shows that

π∗ increases as z decreases, and it seems that π∗ has a limit in the interval (0, (µ – r)/σ2] as z → 0+. The
latter statement follows from Corollary 3.1 as follows:

lim
z→0+

z θ∗
(
1
z

)
= lim

x→+∞
θ∗(x )
x

=
µ – r
σ2

β,
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Figure 4: Sensitivity of the critical threshold x∗ with respect to δ. Because of the difference in scale of x∗

values, we have separated the plot for small (on left) and large (on right) values of δ. Note that the lowest
range of the vertical axes is x and not zero.

for the constant β ∈ (0, 1] in the corollary. Note, also, that our numerical solution is not accurate as z → 0+

(equivalently, x → +∞), since our approximation of H(y) is not accurate as y → 0+.
The right plot of Figure 5 shows sensitivity of the threshold x∗ on the expected return µ and volatility

σ of the risky asset. By Propositions 3.1.(i) and (3.32), µ and σ affect x∗ through κ =
(µ – r)2

2σ2
. Thus,

it suffices to investigate the dependence of x∗ on the value of κ or, equivalently, on the Sharpe ratio (SR)
(µ – r)/σ =

√
2κ. The right plot of Figure 5 shows that x∗ is increasing for small values of SR, and it is

decreasing for large values of SR.
We interpret this result as follows. For small values of SR, the investor mostly uses the riskless asset for

building up her wealth. Thus, her optimal consumption policy is close to the one studied by Angoshtari et al.
(2020), who showed that the threshold x∗ is close to x (indeed, impatient individuals with δ < r + ρ(1 – α)
would have x∗ = x ). If SR increases, the investor would start using the risky asset and will be willing to
wait longer before increasing her consumption above its minimum. Thus, x∗ is increasing in SR for small
values of SR. If SR is sufficiently large, however, increasing SR would enable the investor to reach her ideal
wealth-to-habit ratio more quickly, and thus, she could afford to consume above her minimum rate sooner.
Thus, x∗ is decreasing in SR for large values of SR.

Figure 6 shows dependence of the optimal policy on the parameter α in (2.4). Note that, by (2.5), x
is increasing in α. Thus, the domains of c∗ and θ∗ in Figure 6 shift to right as α increases. The top-left
plot indicates that increasing α decreases the optimal investment-to-habit ratio θ∗(x ), as long as the current
level of wealth-to-habit ratio stays admissible (that is, x ≥ x ). The top-right plot shows that an increase
in α increases (resp. decreases) c∗(x ) if x ∈ (x , x∗) (resp. x > x∗). In other words, an individual who is
more amenable to addiction (that is, higher α) optimally invests less in the risky asset than an individual
with less addictive personality and the same wealth-to-habit ratio. Furthermore, the individual with more
addictive personality optimally consumes less than the individual with less addictive personality, unless the
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former individual’s consumption is driven by the habit-formation constraint (that is, x ∈ (x , x∗) such that
c∗(x ) = α for the individual with higher α).

In the bottom plots of Figure 6, we investigate the asymptotic behavior of c∗(x ) and θ∗(x ) for large values
of x . The bottom-left plot is the log-log plot of θ∗(x ) which shows that the optimal investment-to-habit
ratio has linear growth in wealth-to-habit ratio x (as indicated by Corollary 3.1). The bottom-right plot
is the log-log plot of c∗(x ) which shows that the optimal consumption-to-habit ratio has sub-linear growth
in wealth-to-habit ratio x . These plots also indicate that θ∗ and c∗ are asymptotically independent of the
value of α (as x → +∞), which is expected since the habit-formation constraint Ct ≥ αZt (or, equivalently
Xt ≥ α) should be asymptotically redundant for large x . Note, however, that removing the habit formation
constraint will not yield the standard Merton problem because of dependence of our objective function (2.10)
on the habit process Zt . Indeed, the asymptotic model (as α→ 0+) will be

V(x ) = sup
θ,c

Ex

(∫ +∞

0

c1–γt
1 – γ

e–δt dt

)
; x > 0, (4.1)

with (Xt , θt , ct )t≥0 satisfying (2.9). To the best of our knowledge, the stochastic control problem (4.1) has
only been considered in Section 2.3 of Rogers (2013) who only provided limited numerical results showing
that the investment and consumption policies are very different from those in the classical Merton problem.
As in our model, the numerical results in Rogers (2013) indicate that θ∗(x ) has linear growth (like the Merton
problem) and that c∗(x ) has sublinear growth (unlike the Merton problem).
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Figure 7 shows the optimal policies for the case α = 1, which was included in the analysis of Section 3.
For this case, the individual’s consumption rate is forced to be at least as large as her habit by (2.4), that is,
Ct ≥ Zt . This scenario is usually referred to as addictive habit formation, while the case in which Ct < Zt

is allowed is called nonaddictive habit formation.2 Therefore, in our setting, α = 1 (resp. α < 1) represents
addictive (resp. nonaddictive) habit formation. As Figure 7 shows, the optimal policies of the addictive and
nonaddictive cases have a similar structure. Their main difference is that the amount of wealth needed to
support a certain level of consumption is significantly higher for addictive habits. For instance, for our chosen
parameter values, an addictive individual needs a wealth that is 47 times her habit to avoid bankruptcy (that
is, x ≈ 47 in the right plot of Figure 7), and a wealth of about 50 times her habit to consume above the
minimum rate. On the other hand, Figure 6 shows that for a nonaddictive habit formation with α = 0.75,
the individual needs a wealth-to-habit ratio of around 3 to optimally consume above her minimum rate.

Finally, Figure 7 shows that, for the same values of risk aversion and wealth-to-habit ratio, addictive habits
(that is, α = 1) correspond to significantly lower levels of optimal consumption and optimal investment in
the risky asset than nonaddictive habits (with α = 0.75). In other words, individuals with more addictive
habits (optimally) invest less in the risky asset. To attract such individuals, the market premiums needs
to be higher than they would be for individuals with less addictive habits. This observation provides an
explanation for the equity premium puzzle of Mehra and Prescott (1985), which states that the historical
risk premium offered by stock markets has been significantly higher than the level that could be explained
by investors’ risk aversion alone. See Constantinides (1990) for further discussion on the puzzle and how it
can be explained by habit-formation models.
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A Proof of Theorem 2.1

We complete the proof in two steps by showing (1) v ≥ V and (2) v ≤ V.

Step 1: Let (θt , ct )t≥0 ∈ A(α) and {Xt}t≥0 be the corresponding wealth-to-habit process given by (2.9).
Define the non-decreasing sequence of stopping times {τn}∞n=1 by

τn := inf

{
t ≥ 0 :

∫ t

0
e–δs

(
θsv ′(Xs)

)2ds ≥ n
}
,

for n ≥ 1. For all T ≥ 0, applying Itô’s lemma to e–δtv(Xt ), t ∈ [0, T ∧ τn ] yields

e–δ(T∧τn )v
(
XT∧τn

)
+
∫ T∧τn

0

c1–γt
1 – γ

e–δt dt = v(x ) +
∫ T∧τn

0
e–δt Lθt ,ct v(Xt ) dt +

∫ T∧τn

0
σθte–δtv ′(Xt ) dBt .

Condition (i) implies that the first integral on the right is non-positive; thus, we have

α1–γ

δ(1 – γ)
≤ e–δ(T∧τn )v

(
XT∧τn

)
+
∫ T∧τn

0

c1–γt
1 – γ

e–δt dt ≤ v(x ) +
∫ T∧τn

0
σθte–δtv ′(Xt ) dBt ,

in which we used condition (ii) to get the first inequality. The definition of τn implies that the expectation
of the remaining integral on the right is zero, which implies

α1–γ

δ(1 – γ)
≤ Ex

(
e–δ(T∧τn )v

(
XT∧τn

)
+
∫ T∧τn

0

c1–γt
1 – γ

e–δt dt

)
≤ v(x ). (A.1)

Define τ∞ := ess sup{τn : n ≥ 1}, in which we include the possibility of P (τ∞ = +∞) > 0. From the
dominated convergence theorem, because {τn} is non-decreasing, we deduce

lim
n→+∞

Ex

(
e–δ(T∧τn )

)
= Ex

(
e–δ(T∧τ∞)

)
∈ [0, 1).

Because v ′(x+) = +∞ by condition (ii), we have τ∞ < +∞ only if Xτ∞ = x which, in turn, is equivalent to
Xt = x and ct = α for all t ≥ τ∞ by the proof of Lemma 2.2 in Angoshtari et al. (2020). By letting n →∞
in (A.1) and by using the dominated convergence theorem to exchange expectation and limit, we obtain

α1–γ

δ(1 – γ)
≤ lim

n→+∞
Ex

(
e–δ(T∧τn )v

(
XT∧τn

)
+
∫ T∧τn

0

c1–γt
1 – γ

e–δt dt

)

= Ex

[
1{τ∞<T}

(
e–δτ∞

α1–γ

δ(1 – γ)
+
∫ τ∞

0

c1–γt
1 – γ

e–δt dt

)
+ 1{τ∞≥T}

(
e–δTv(XT) +

∫ T

0

c1–γt
1 – γ

e–δt dt

)]
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= Ex

[
1{τ∞<T}

∫ +∞

0

c1–γt
1 – γ

e–δt dt + 1{τ∞≥T}

∫ T

0

c1–γt
1 – γ

e–δt dt

]
+ Ex

[
1{τ∞≥T}e

–δTv(XT)
]
≤ v(x ). (A.2)

To get the first equality, we used XT∧τ∞ = x when τ∞ < T and v(x ) = α1–γ

δ(1–γ) from condition (ii). The

second equality holds since, if τ∞ < T, then we have ct = α for all t ≥ τ∞ and, thus, e–δτ∞ α1–γ

δ(1–γ) =∫+∞
τ∞

c1–γt
1–γ e–δt dt . Next, we use condition (iii) to deduce that

0 ≤ lim
T→+∞

Ex

[
1{τ∞≥T}e

–δTv(XT)
]
≤ lim

T→+∞
Ex

[
e–δTv(XT)

]
= 0.

Thus, by taking the limit as T→ +∞ in (A.2) and by using the dominated convergence theorem, it follows
that

Ex

[∫ +∞

0

c1–γt
1 – γ

e–δt dt

]
≤ v(x ).

Finally, by taking the supremum over admissible policies, we deduce v ≥ V on [x , +∞).

Step 2: For this step, consider the admissible policy
(
θ∗(X∗t ), c

∗(X∗t )
)
t≥0, and define the stopping time τ̂n

by

τ̂n := inf

{
t ≥ 0 :

∫ t

0
e–δs

(
θ∗s vx (X

∗
s )
)2ds ≥ n

}
.

Then, by repeating the argument in Step 1 and by using condition (iv), we obtain

v(x ) = Ex

(
e–δ(T∧τ̂n )v

(
XT∧τ̂n

)
+
∫ T∧τ̂

0

c1–γt
1 – γ

e–δt dt

)
≥ α1–γ

δ(1 – γ)
Ex

(
e–δ(T∧τ̂n )

)
.

By arguing as in Step 1, and by taking the limit as n → +∞ and, then, as T→ +∞, we have

v(x ) = Ex

(∫ +∞

0

(c∗(X∗t ))
1–γ

1 – γ
e–δt dt

)
.

Thus, because v is the value function corresponding to an admissible policy, we deduce v ≤ V on [x , +∞).

B Auxiliary lemmas for Section 3

The following Lemma is used in the proof of Proposition 3.1.

Lemma B.1. For η ∈ (η1, η2), let (ϕη(·), Hη(·)
)
be the solution of the boundary-value problem (3.22) such

that (ε(η), η] is the maximal domain over which the solution exists within D given by (3.19). We, then, have:

(i) If ε(η) > 0, then (ϕη(·), Hη(·)
)
exits D either through the boundary D1 given by (3.23) or through the

boundary D2 given by

D2 :=
{
(y ,ϕ, 0) : y ∈ (0, η2), ϕ ∈ (0,α–γ)

}
.
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(ii) For values of η ∈ (η1, η2) that are sufficiently close to η1, the solution (ϕη(·), Hη(·)
)
exits D through

D1.

(iii) For values of η ∈ (η1, η2) that are sufficiently close to η2, the solution (ϕη(·), Hη(·)
)
exits D through

D2.

(iv) Assume that η, η′ ∈ (η1, η2) are such that η < η′ and the solutions (ϕη(·), Hη(·)
)
and (ϕη′(·), Hη′(·)

)
do

not have disjoint domains, that is max
{
ε(η′), ε(η)

}
< η. Then, ϕη(y) > ϕη′(y) and Hη(y) > Hη′(y)

for all y ∈
(

max
{
ε(η′), ε(η)

}
, η].

Proof. Proof of (i): From the differential equation for ϕ in (3.22), we deduce that ϕ′η(y) > 0 for y ∈ (ε(η), η),
since Hη(y) < κ/ρ. So, it can only be possible for (ϕη(·), Hη(·)

)
to exit D from the boundary

D0 :=
{
(y , 0, H) : y ∈ (0, η2), H ∈ (0,κ/ρ)

}
,

the boundary

D
′
1 :=

{
(y ,ϕ,κ/ρ) : y ∈ (0, η2), ϕ ∈ (0,α–γ)

}
.

or the boundary D2. We can eliminate the possibility of exiting through the boundary D0 by the following
argument. On the contrary, suppose (ϕη(·), Hη(·)

)
exits D thorough D0, that is, 0 < Hη(y) < κ/ρ for

ε(η) < y ≤ η and limy→ε(η)+ ϕη(y) = 0. For y > 0, define u1(y) = (1 + ρx )y and u2(y) = 0. Note that
u1
(
ε(η)) > 0 = limy→ε(η)+ ϕη(y) and u2

(
ε(η)) = 0 < limy→ε(η)+ ϕη(y). Furthermore, for ε(η) < y ≤ η, we

have

u ′1(y) – g1
(
y , u1(y), u2(y)

)
= 0 = ϕ′η(y) – g1

(
y ,ϕη(y), Hη(y)

)
,

and

u ′2(y) – g2
(
y , u1(y), u2(y)

)
= 0 –

1
y

(
(1 + ρx )–

1
γ y–

1
γ – α

)
< 0 = ϕ′η(y) – g2

(
y ,ϕη(y), Hη(y)

)
, (B.1)

in which g1 and g2 are given by (3.20) and (3.21), respectively. To get the first equality in (B.1), we used
ρx

1+ρx = α which follows from (2.5). To get the inequality in (B.1), we used 0 < y ≤ η < η2 = α–γ

1+ρx .
Because g1(y ,ϕ, H) is decreasing in H and g2(y ,ϕ, H) is decreasing in ϕ, we can apply Lemma B.2.(i) below
to conclude that ϕη(η) ≤ (1 + ρx )η. The last statement, however, contradicts the boundary condition in
(3.22), namely, ϕη(η) = α–γ and η < η1 ⇒ (1 + ρx )η < α–γ . Thus, (ϕη(·), Hη(·)

)
can only exit D through

either D′1 or D2.
To finish proving (i), it remains to show that (ϕη(·), Hη(·)

)
cannot exit through the boundary

D
′
1\D1 = {(y ,ϕ,κ/ρ) : y ∈ [η1, η2),ϕ ∈ (0,α–γ)} .

To show this statement, it suffices to show

Hη(y) ≤ w2(y); max
{
ε(η), η1

}
< y ≤ η, (B.2)
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in which w2 is defined by

w2(y) =
κ

ρ

[
1 – λ

(
1 –

y
η1

)]
; y ∈ (0, η2).

Recall that λ < 0, and note that κ
ρ = w2(η1) > w2(y) > w2(η2) = 0 for y ∈ (η1, η2). To show inequality

(B.2), let w1(y) = α–γ for y ∈ (0, η2). From (3.22), we have ϕη(η) = w1(η) and Hη(η) = w2(η). Furthermore,
for y ∈

(
max

{
ε(η), η1

}
, η
]
, we have

w ′1(y) – g1
(
y ,w1(y),w2(y)

)
= 0 –

ρ

κy

(
κ

ρ
– w2(y)

)
α–γ < 0 = ϕ′η(y) – g1

(
y ,ϕη(y), Hη(y)

)
,

and

w ′2(y) – g2
(
y ,w1(y),w2(y)

)
=

κλ

ρη1
–
ρ

κy

(
κ

ρ
– w2(y)

)(
δ – r – ρ(1 – α)

ρ
– w2(y)

)
–
r + ρ

ρα–γ
+

δ

ρy

=
κλ

ρη1
–
r + ρ

ρα–γ
+

δ

ρy
+

1
y

(
1 –

y
η1

)(
–
κλ2

ρ
+

(κ+ r + ρ(1 – α) – δ)λ
ρ

+
κλ2y
ρη1

)
=

κλ

ρη1
–
r + ρ

ρα–γ
+

δ

ρy
+

1
y

(
1 –

y
η1

)(
–
δ

ρ
+
κλ2y
ρη1

)
=

κλ

ρη1
–
r + ρ

ρα–γ
+

δ

ρη1
+
κλ2

ρη1

(
1 –

y
η1

)
=

1
ρη1

[
κλ –

λ(r + ρ(1 – α))
λ – 1

+ δ + κλ2
(
1 –

y
η1

)]
=
κλ2

ρη1

(
1 –

y
η1

)
< 0 = H′η(y) – g2

(
y ,ϕη(y), Hη(y)

)
.

In two steps of the calculation for w ′2 – g2, we used the fact that λ satisfies (3.17), and we used the definition
of η1 in (3.14). To get the last inequality, we used y > η1. Finally, inequality (B.2) follows from Lemma
B.2.(ii) below.

Proofs of (ii) and (iii): As η → η+1 , The boundary condition in (3.22) approaches the point (y ,ϕ, H) =
(η1,α–γ ,κ/ρ), which lies on the boundary of D1. Furthermore,

g2
(
η1,α–γ ,κ/ρ) =

r + ρ

ρα–γ
–

δ

ρη1
=

r + ρ

ρα–γ

(
1 +

δ(1 – λ)
λ(r + ρ(1 – α))

)
=

κ(r + ρ)(λ – 1)
ρα–γ

(
r + ρ(1 – α)

) < 0,

in which we used (2.5) and (3.14) to get the second equality, (3.17) to get the third equality, and λ < 0 to get
the inequality. From continuous dependence of the solution (ϕη(·), Hη(·)

)
on η, it follows that (ϕη(·), Hη(·)

)
exits D through D1 for values of η in a right neighborhood (η1, η1 + ε) of η1. With a similar argument, we
conclude that (ϕη(·), Hη(·)

)
exits D through D2 for values of η in a left neighborhood (η2 – ε′, η2) of η2.

Proof of (iv): The statement directly follows from Lemma B.2.(ii) below by taking into account that
(ϕη(·), Hη(·)

)
and (ϕη′(·), Hη′(·)

)
are unique solutions of (3.22).
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We refer to the following lemma in the proof of Lemma B.1.

Lemma B.2. For an open set D ⊆ R2 and an interval J = (a, b), assume that the vector-valued function
(f1, f2) = f(x , y) : J×D→ R2 is locally Lipschitz continuous with respect to y, that f1(x , y1, y2) is decreasing
in y2, and that f2(x , y1, y2) is decreasing in y1. Let u = (u1, u2) : J → D and w = (w1,w2) : J → D be
differentiable functions. Then:

(i) If u1(a+) ≥ w1(a+), u2(a+) ≤ w2(a+), u ′1(x ) – f1
(
x , u(x )

)
≥ w ′1(x ) – f1

(
x ,w(x )

)
, and u ′2(x ) –

f2
(
x , u(x )

)
≤ w ′2(x ) – f2

(
x ,w(x )

)
for x ∈ J, then u1(x ) ≥ w1(x ) and u2(x ) ≤ w2(x ) for x ∈ J.

(ii) If ui (b–) ≤ wi (b–) and u ′i (x ) – fi
(
x , u(x )

)
≥ w ′i (x ) – fi

(
x ,w(x )

)
for x ∈ J and i ∈ {1, 2}, then

ui (x ) ≤ wi (x ) for x ∈ J and i ∈ {1, 2}.

Proof. See, for instance, the comparison theorem on page 112 of Walter (1998). Note, however, that f is
quasimonotone decreasing and that we have stated the lemma for a right-boundary-value problem in (ii).

We use the following Lemma in the proof of Theorem 3.1.

Lemma B.3. Let ϕ be as in Proposition 3.1.(i). For any β > 0, limy→0+
ϕ(y)
yβ = +∞.

Proof. The statement is trivial if limy→0+ ϕ(y) > 0; therefore, suppose limy→0+ ϕ(y) = 0, and define

F(y) :=
ϕ(y)
yβ

,

for 0 < y < y∗. Our goal is to show that limy→0+ F(y) = +∞. Assume, on the contrary, limy→0+ F(y) 6=
+∞. We compute

F′(y) =
ϕ(y)
yβ+1

(
ρ

κ

(
κ

ρ
– H
)
– β
)
,

for 0 < y < y∗. Because limy→0+ H(y) = κ/ρ by Proposition 3.1.(i), there exists an ε > 0 such that
F(y) is decreasing for y ∈ (0, ε). Because F is decreasing and positive on (0, ε), and because we assume
limy→0+ F(y) 6= +∞, we must have limy→0+ F(y) = M for some constant M > 0. From L’Hôpital’s rule,
(3.15), and limy→0+ H(y) = κ/ρ, we deduce

M = lim
y→0+

F(y) = lim
y→0+

ϕ′(y)
βyβ–1

= lim
y→0+

ρ

βκ
F(y)

(
κ

ρ
– H(y)

)
= 0,

which contradicts M > 0. Thus, we must have limy→0+ F(y) = +∞.
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