ON THE CONTINUITY OF THE ROOT BARRIER

ERHAN BAYRAKTAR AND THOMAS BERNHARDT

ABSTRACT. We show that the barrier function in Root’s solution to the Skorokhod embed-
ding problem is continuous and finite at every point where the target measure has no atom

and its absolutely continuous part is locally bounded away from zero.
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1. INTRODUCTION

In this paper, we consider the Skorokhod [1961] embedding problem, in particular the Root
[1969] solution in the formulation of Loynes [1970]. Originally that meant, for given centered
probability measure p and given standard Brownian motion W, to find a lower semi-continuous
function r: [—o00,00] — [0,00] with 7(+o0) = 0 such that 7 = inf{t > 0|t > r(W;)} fulfills
p~ W, and (Wipr)i>0 is uniformly integrable.

Hobson [1998] observed that a continuous stock price, for which prices to vanilla options
are known, can be connected to a Skorokhod embedding problem. More precisely, under the
risk-neutral measure, the stock price is a time-changed Brownian motion and the prices of
vanilla options determine the law of the stock price at maturity. In this setting, (Winr)i>0
is a model for the time-changed price process and g is the law at maturity. Note, here 7 is
a solution to the general Skorokhod embedding problem that may be different from Root’s
solution, i.e. 7 may only be a stopping time such that p ~ W, and (Winr)e>0 is uniformly
integrable. Dupire [2005] argued that, if 7 itself represents a security of interest in this model,
then the expected residual of Root’s solution 7 gives a lower bound on the call option of
that security. He simply recalled that Rost [1976] proved that Root’s solution is of minimal
expected residual, which can be stated using call option price, i.e. Root’s solution minimizes
E[(r — t)*] for all ¢ > 0 under solutions 7 to the Skorokhod embedding problem. Carr and
Lee [2010, Section 5], then, replaced the Brownian motion W in the Skorokhod embedding
problem with a geometric Brownian motion S so that 7 represents the terminal value of
realized volatility. This established the importance of Root’s solution to finding no-arbitrage
lower bounds for VIX call options (VIX goes back to Brenner and Galai [1989] and its call
options are used to hedge short-term increases in volatility at the Chicago Board Options
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Exchange [2019]). However, a rigorous proof that these were indeed the sharp bounds under
all no arbitrage models were first given in Cox and Wang [2013, Theorem 6.4].

Root gave an existence proof of his solution to the Skorokhod embedding problem but
missed to give a construction. For a geometric Brownian motion, Carr and Lee [2010, Section
5] showed that the barrier function r of Root’s solution is the boundary of a free-boundary
problem, and hence developed a numerical scheme to solve for r. First, solve the free-boundary
problem and then identify the boundary, which is equal to r. That numerical scheme has
been generalized to a wide class of processes X beyond Brownian motion W and geometric
Brownian motion S. Cox and Wang [2013] generalized that approach to time-homogeneous
martingale diffusion X and Gassiat et al. [2015b] to the time-inhomogeneous case. In their
conclusion, Cox and Wang mentioned that it may be possible to say something about the
regularity or shape of » now, which has been challenging before, using the analytic literature
on free boundary problems. Indeed, Gassiat et al. [2015a] followed that idea and proved
that for Brownian motion W, the barrier function r is continuous and hill shaped when p is
supported on a compact and its density is symmetric and V-shaped. But, to the best of our
knowledge, there is nothing known about the regularity of r beyond that.

However, there is a result that relies on a priori knowledge about the continuity of r. In view
of Gassiat et al. [2015a], the barrier function r solves a nonlinear Volterra integral equation of
the first kind and conversely, that equation has a unique solution if the solution is continuous.
In addition to continuity, if  is hill shaped, then solving the Volterra equation is a fast way to
compute numerically the barrier function r, in particular, computational simpler than solving
a free boundary problem and finding the boundary function like described before.

Unfortunately, in the current past, most progress related to Root’s solution has been made
in generalizing existence results instead of regularity results. For example, Beiglbock et al.
[2017, Section 7] extended the class of processes X for which a Root solution exists to one
dimensional regular Feller processes. They aimed to unify many known solutions to the
Skorokhod embedding problem using ideas from optimal transport (for an overview of many
solutions see Obt6j [2004]). Gassiat et al. [2019] extended the free boundary problem approach
to sufficiently regular Markov processes including discontinuous Lévy processes. On the other
hand, Cox et al. [2019] and Beiglbock et al. [2020] generalized the formulation of the Skorokhod
embedding problem with one target measure y to a problem with a sequence of target measures
(i)iL,, and Richard et al. [2020] even to a continuum of target measures (i;);e[0,1]- But, to
the best of our knowledge, the literature lacks general regularity results on the barrier function
T.

In this paper, we focus on the continuity of the barrier function r of Root’s solution. We
make two observations that will explain what happens when r is discontinuous and find a
condition that will exclude those possibilities.
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FIGURE 1.1. Two Brownian particles that are separated by a barrier after time
t (left). One Brownian particle that approaches a barrier with a discontinuous
barrier function (right).

Figure 1.1(left) shows two sample paths of Brownian motion with one sample path in a
corridor with walls that are formed by the barrier function. The other sample path outside
the corridor is unable to enter the corridor, as the path would be stopped at its walls. Hence,
the mass of the target measure p in the area of the corridor is at most the mass that passes
through the entrance of the corridor. That phenomenon only depends on the continuity of
the underlying process W used in the Skorokhod problem.

Figure 1.1(right) shows a Brownian sample path that approaches an essential discontinuity
of the barrier function r. Note, jump discontinuities are directly linked to atoms in the target
measure and cause no issue in our analysis. We can observe that an essential discontinuity in
the barrier function leads to thin and thinner corridors close to the discontinuity. As the height
of the corridors stays unchanged, we expect that a particle entering a thin corridor will be
stopped early on at its walls and hardly reaches the end of the corridor. That argument relies
on the volatility of the particle to stay away from zero over time and space. As the mass in the
corridor is determined by the mass that passes through the entrance of the corridor, we expect
little mass at the end of the corridor. Moreover, with thin and thinner corridors, we expect
vanishing mass at the end of the corridors approaching the discontinuity. A complication in
our analysis is that, in general, the mass that enters the thin and thinner corridors decreases
with the width of the corridor to zero approaching the discontinuity. We will need to rescale
the mass that arrives at the end of the corridors with the width of the corridors.

Overall, we expect a vanishing density of the target measure p at points of the end of the
corridors when approaching the discontinuity in the barrier function r.

The paper is organized as follows before we start with our analysis, we specify the process
and target measure that is used in the Skorokhod embedding problem and remark the precise
assumptions that are indeed needed for our results in subsection 1.1. Then, we gather some
notation that will be used throughout the paper in subsection 1.2. Section 2 contains our

analysis including Lemmata 2.1, 2.2 and 2.3 that formalize the heuristics of Figure 1.1. Our
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main result can be found in Theorem 2.1 and states that a target measure p with a density
that is locally bounded away from zero has a continuous barrier function 7.
We finish the paper with an example resembling the situation in Figure 1.1(right).

1.1. SETTING

Denote by (€2, F,P) a complete probability space that supports a standard Brownian motion
W and a random variable Xy ~ pg that are independent of each other. Let o: [0,00) xR — R
such that there is k > 0 with

(1) lo(t,z) —o(t,y)| < klx —y| forall t>0 and z,y € R,
(2) lo(t,z)] < k(14 |z|) forall ¢t>0 and z € R.

The assumptions (1) and (2) ensure, see for example Cohen and Elliott [2015, Theorem 17.2.3],
that there is a unique Markov process X that is a strong solution to the dynamics

dX; = o(t, X¢) dW; with initial condition Xj.

Furthermore, assume that there is an open set O such that

(3) o is bounded away from zero in [0,00) x K for any compact K C O,
(4) ois C1%in [0,00) x O,
(5) X, po take values in O.

Lastly, let u be a probability measure on O such that pg and p are in convex order, i.e.

6) @) == [ o= ylduo(w) = = [ o =yl du(y) = uu(@) > —0 forall v € R,

The assumptions (1), (2), (3) and (5), (6) ensure that Root’s solution to embed p into X
exists, see Gassiat et al. [2015b], that means that there is a lower semi-continuous function
r: [—00,00] = [0,00] with r(£o0) = 0 such that 7 =inf{t > 0|t > r(X;)} fulfills pu ~ X,
and (X¢ar)e>0 is uniformly integrable.

It is worth mentioning that the open set O has been introduced to the assumptions to
specifically allow X to be a geometric Brownian motion (o(¢,2) =  and O = (0,00)). Recall,
Root’s solution to the Skorokhod embedding problem with underlying geometric Brownian
motion is linked to lower bounds on no-arbitrage prices of VIX call options, see Carr and Lee
[2010, Section 5.

Assumption (4) ensures that the marginals of the stochastic process X have continuous
densities, see Rogers [1985]. That assumption is a technical requirement that allows us to
bound the density of the absolutely continuous part of the target measure p in terms of the
marginal densities.

Assumption (6) is necessary for (X¢ar)i>0 to be uniformly integrable and the literature
agrees on that this is the correct description to express that 7 is “small”, see Obldj [2004,
Section 8]. However, the assumption of uniform integrability in the Skorokhod embedding
problem can be weakened, e.g. Monroe [1972] and Wang [2020].
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Furthermore, we assume that the barrier function r is regular, i.e.
(7) Upo(x) = uy(z) implies r(z) =0 forall z € R.

Gassiat et al. [2015b] introduced that definition of regularity that ensures uniqueness of the
existing barrier function. It is a generalization of Loynes [1970] regularity that was tailored
to the special case g = dg, the Dirac delta measure at zero, with the same purpose of
uniqueness. Loynes defined the interval (o, ) with a = sup{z < 0|r(z) = 0} and S =
inf{x > 0|r(z) = 0}, and defined that r is regular if it vanishes outside of (a, #). In the same

way, we can restate Gassiat et al’s regularity criterion as r is regular if it vanishes outside of
T = {a|up(x) # up(z)}.

Remark 1.1. Even though, we assume (1)-(7) to fit in the current literature on Root’s
solution, our analysis only requires the assumptions: (i) there is a Root solution r, (ii) r is
minimal in the sense that, if g is a barrier function solving the Skorokhod embedding problem
with ¢ < r, then ¢ = r, (iii) the underlying process X is a continuous Markov process with
continuous marginal densities, and (iv) all two-sided hitting times of X in O hit both barriers
after any time with positive probability, i.e. for any (a,b) C O and ty > t; > s > 0 the
hitting time ¢ = inf{t > 0| X; ¢ (a,b)} fulfills

P[X, = a,s € (t1,t2) | X; € (a,)] > 0,
P[X; = b,s € (t1,t2) | Xs € (a,0)] > 0.

1.2. NOTATION

To distinguish easily between functions and measures, we will consistently denote evaluations
of functions using parentheses, e.g. r(z) for some z € R, and evaluations of measures using
brackets, e.g. p[(z,y)] for some z < y. We will allow functions to operate on sets, i.e. the

elementwise evaluation
r(A) ={r(a)|a € A} forall ACR,
r(A) >t ifand only if r(a) >t forall a € A, and given t> 0.

Most notably, r(A) = co means r(a) = oo for all a € A. Moreover, we will express our

results using the following measures,

ut[A] = P[Xinr € Al for ¢ > 0 and Borel set A.

2. CONTINUITY

The following lemmata formalize the heuristics of Figure 1.1. Lemma 2.1 captures the
phenomoenon of Figure 1.1(left). Lemma 2.2 contains an estimate of the mass that arrives at
the end of a corridor described in Figure 1.1(right). And Lemma 2.3 states that a discontinuity
in the barrier function r leads to a sequence of points where an approximate density of u

decreases to zero.
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Lemma 2.1. If t > s > r(x) Vr(y) for some y > x, then

(i) {Xc € (z,y), 7>¢ >t} C{Xs € (z,y)} for any (possibly random) time <,
(i) pl(z,9)] < wl(z,y)].

Proof. If X. € (z,y) and X ¢ (x,y) and ¢ >t > s, then continuity of X ensures that there
is a time ¢ > § > s with X; € {z,y}. This implies, as § > s > r(x) Vr(y), that § > r(Xj).
In view of the definition of 7, this means that § > 7 and therefore ¢ > 7. Hence, (i).

Now, (ii) follows from (i), as ¢ =7 and s =t reveals {X, € (z,y),7 >t} C {X; € (z,y)},

in particular,

pl(e,y)] = PIX; € (2,9)]
=PX; € (z,y), t > 7]+ PX; € (x,y), t < 7]
<PX; € (z,y), t >7]+P[X; € (x,y), t <7
= P[Xirr € (7,y)]
= (2, y)].

O

Lemma 2.2. If r(A) >t > s > r(z)Vr(y) for a Borel subset A of (x,y) with [z,y] C O,
and X denotes the Lebesgue measure, then there is a constant k;, such that

pui[A] < A[A] Ky ps[(2, )]

Moreover, the constant can be chosen so that ks 4 < kg, whenever (&,7) C (z,y).

Proof. Before we begin with the estimation, we make the following observations:

1) {X; € A, t > 7} is an empty set. To see this, observe that X, € A implies 7(X;) €
r(A). But on the other hand, if ¢ > 7, then r(A) >t > 7 > r(X;), and therefore r(X,) ¢
r(A). Note that r(A) > ¢ is an assumption and 7 > r(X;) is a consequence of r being lower
semi-continuous.

) {Xr e A,r >t} ={X; € A, 7 > t, Xs € (x,y)}, which is a consequence of Lemma
2.1(i) following from setting ¢ = ¢.

3) Let Fs be the o-algebra generated by the process X up to to time s, then the Markov
property of X, see for example Cohen and Elliott [2015, Theorem 17.2.3], yields P[X; €
A| Fs] = P[X; € A| X;] almost surely.

4) In view of Rogers [1985], there is a continuous function f: R x R — [0,00) so that for
all Borel sets B C [z,y] the equation P[X; € B| Xs|lx c[zy = [p f(b, Xs)db1x [z holds
true P-almost surely. As [z,y] X [z,y] is compact, there is a constant oo > k;, > f on that
compact.
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Having these four observations in mind,

e[ Al = P[Xinr € A
(X € A, t <7]+P[X, €A t>T]

P

PX; € A, t <7

DpX, € A, t< T, X, € (3,9)]

<PX; €A s<1, X, € (2,9)]
E[P[X; € A| Fs]lx,e(ay) Lo<r]
E

[P [Xt cA | Xs] ]lXSE(cc,y)]lSST]
E[)\[A] kzy ]lee(x,y)]lSST}

S )\[A] kx7y P[Xs/\'r € (ZE, y)]

)\[A] ka:,y MS[(:I:7 y)D

For the second part of the statement, it is enough to observe that [#,9] C [z,y], hence

kyy > f alsoon [Z,7] x [Z,7]. a

Lemma 2.3. If limsup,, r(y) > liminf, . r(y) for some x € O, then

fiming M@y+al
(e,y)—(0,7) 3
e>0, y>x

Proof. Choose times t > s such that limsup, ,r(y) >t and s > liminf,, r(y). Let z, | =
such that t < r(z,) — limsup,, r(y). Consider
P =1inf{éo > 0|r(z, —9) < t},
0y = inf{d > 0| r(x, + ) < t}.
By lower semi-continuity of r, it holds that r(z, —4¢7") <t and r(z,+93) <t. As r(x,) > t,
it holds true that 47,5 > 0. Let
Ap = (l’n - 7117-’/Un + 63)

Furthermore, choose &, | « such that s > r(Z,) — liminf, , r(y) and &, > x, for all large

enough n. Then, by construction, the set A,, C (x,Z,) fulfills the assumptions of Lemma 2.2.
Note, A, C (z,%,) and &, | = imply 67 + 05 — 0, in particular 0} + §5 < oco. Now,

putting Lemma 2.1(ii) and 2.2 together and using continuity of probability measures,

:U’[An] Ht [An] N ntoo
< < o — 0.

As 07 + 65 — 0, the statement follows from considering the left endpoint y,, and the length
en of Ay = (zp — 07, zp + 03). O
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Remark 2.1. Lemma 2.3 can be slightly strengthened by keeping the same assumptions but
requiring that the sequences in the conclusion not only fulfill € | 0, ¥ | = but also fulfill
(y,y+¢) C T = {z|uy,(x) # uu(x)}. To see this, observe that A, = (z, — 07, zn + 63)
from the proof fulfills r(A,) >t > s > 0, in particular, A,, cannot be outside of Z where r is
vanishing by regularity, hence A, C Z.

As the barrier function r is lower semi-continuous, r will always approach infinity contin-
uously. Given a point x where r is infinite, but all other points are finite, then the barrier
function describes a thinner and thinner corridor for the approaching process over time, which
is the main argument in the previous lemma. So it comes to no surprise that the previous

ideas can be used to analyze points where the barrier function is infinity.

Lemma 2.4. If r(z) = oo, then

lim inf H[(y — &Y + 8)]

(£:9)—(0,z) €
e>0

=0.

Proof. Here, we employ an alteration of the arguments in the proof of Lemma 2.3. But first
observe that = € O, because otherwise X never attains x, hence X never passes through x
by continuity, hence r(z) can be chosen to be zero, in contradiction to r(x) = oo and the
uniqueness of r.

Look at

P =1inf{0 > 0|r(x — ) <n},
0y =inf{d > 0|r(x +6) < n}.

First, consider the case 67 + d5 — 0 and observe:

1) As 07 + 65 — 0, there is an integer m such that 61" + 05" < co. Let k = ky—gm 2tsp
from Lemma 2.2.

2) Ap=(z =00, x+65) C(xz—67" o+ = A, fulfills the assumptions of Lemma
2.1(ii) and 2.2.

3) A, | Ax with r(Asx) = oco. That convergence together with X, 1, — X, imply
lim sup,, o0 tin—1[An—1] < plAs].

4) As r is lower semi-continuous, 7 > r(X;), hence {X,; € A} C {r = oo}, which is a
P-zero set.
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Altogether,

A, D2
lim sup 'Z[ n] < limsup k pp—1[An—1]

3)
<k p[As]

=kP[X; € Ax)

4)
< kP[1 = 0

=0.

Keep in mind that 7 + 05 — 0, hence the statement follows from considering the middle
point y, and its distance €, to the boundary of A, = (z — 7,z + 6%).

Second, consider 07 + 65 /4 0. Then without loss of generality, there is § > 0 with
r((z—0,x)) = co. Hence, p[(z—4d,x)] = 0, and the statement follows from choosing a sequence
Yn T x such that 6/2 > e,:= z—y, > 0 and observing that u[(yn —en,Yn+¢en)|/en =0/en =
0. Il

It is important to notice that Lemma 2.3 makes no statement about what happens at the
point x with the barrier function r. The next lemma shows that r(z) can only differ from its

limit inferior in the presence of an atom.

Lemma 2.5. If liminf,, 7(y) > r(z) for some x € O, then p has an atom at x.

Proof. Let
z=sup{u >z |r(y) >r(x) forall ye (z,u)}.
Using proof by contradiction, we show that pi,.,)[(7, z)] > 0, i.e. assume p,(p[(z,2)] = 0.

Define two new functions 7,7 with 7(y) = #(y) = r(y) for y ¢ (x,2) and 7(y) = r(x)
and 7(y) = K for all y € (z,2) and any constant K > r(z). Consider the corresponding
T =1inf{t > 0|t > 7(Xy)}, 7 =inf{t > 0|t > #(Xy)} and g = Px., i = Px,, the image
measures of Xz, X:. Observe:

1) As r > 7, it follows that 7 > 7, hence Lemma 2.1(i) implies {X7 € (z,2), T > r(x)} C
{Xr@) € (z,2)}.

2) Consider an event such that X; # Xz. As r(z) A7 =r(z) AT, it follows that 7 > r(z)
for that event. Moreover, 7 > 7 implies 7 > T like before, in particular, ¥ > 7. By definition
of 7 and 7, note that 7 is lower semi-continuous, 7(Xz) > 7 > 7(Xz). By construction 7 and
7 only differ on (z, z), hence Xz € (x,2). Overall, {X; # Xz} C {Xz € (z,2), T > r(z)}.
Having these two observations in mind and the assumption ., [(z,2)] =0,

0= Hor(z) [(x’ Z)]

1)
> P[X: € (z,2), 7 > r(2)]

)
> P[X: # X4,

N
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Note, in the above derivation we could have used t AT, t AT or tAT,t AT instead of 7, 7, hence
P[Xinr # Xinz] = 0 and P[Xya+ # Xiaz] = 0 as well. Therefore, the uniform integrability
of t = Xiar implies that ¢t — Xz and ¢ — Xya+ are uniformly integrable. Also, in
the above derivation we could have used 7,7 instead of 7,7, hence P[X, # Xz] = 0 and
P[X; # X7| =0, in particular, fi = p = fi. Overall, # and 7 are different barrier functions of
Root solutions to embed p into X with initial measure pg. Because Root solutions are unique
on Z, but # and r differ on (z, z), the whole interval (z,z) does not belong to Z. Thus, by
regularity of r, it holds that r(y) =0 for y € (z, z). By lower semi-continuity of r, it follows
r(y) =0 for y € [z, 2) in contradiction to liminfy . r(y) > r(x). So, our original assumption
is wrong and fi,(y[(z,2)] > 0 is correct.

Choose x < 2 < z with pi,[(z,2)] > 0. Due to maximality of z together with lower semi-
continuity of r and liminf, . r(y) > 7(z), it holds true that inf c(, s 7(y) > r(x). Hence,
() [(z,2)] > 0 and (z,2) x [r(z),infycm 2 7(y)) # 0 is free from the graph of the barrier
function. As all two-sided hitting times of X in O hit both barriers with positive probability
in any time, that yields that x is hit with positive probability, hence z is an atom of u.  [J

Now, we can state our main continuity result. The previous lemmata show how a discon-
tinuity in the barrier function leads to a vanishing estimate on the derivative of the target
measure . So, the natural thing to do is to exclude a vanishing density and in turn, make
discontinuities impossible.

Proposition 2.1. Consider a point x that is not an atom of p.

(i) If the absolutely continuous part of 1 has a derivative that is bounded away from zero
in [z,y) N Z, then r is right-continuous at x,
(ii) if the absolutely continuous part of p has a derivative that is bounded away from zero

in an open area around x, then r is finite at x.

Proof. Let u° be the absolutely continuous part of the measure pu. Denote by u/ the density
of p¢and let p/(2) > k>0 for all z € [x,y) N Z by assumption. Then any sequence &, | 0
and y, |  with (yn,yn +&,) C Z fulfills that

n+ n
1l yn +en)] o 1l nsyn ten)] _ Sy () Az ke

En En En En

Hence, Remark 2.1 implies that limsup,, r(y) = liminf, , r(y). As there is no atom at z,
Lemma 2.5 implies 7(z) = liminf, |, r(y), hence, r is right-continuous at  and (i) has been
proven.

In a similar way, a density bounded away from zero around x ensures that the consequence
of Lemma 2.4 cannot hold, i.e. r(x) < oo. O

Now, we are ready to formulate our main result.

Theorem 2.1. If u is atom-free and its absolutely continuous part has a derivative that
is locally bounded away from zero when restricted to T = {x|uy,(z) # uu(x)}, then r is

continuous and finite.
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Proof. As x +— w,(z) = — [g |z —y|dv(y) for v € {po, 1} is continuous, Z = {z|uy,(z) #
uyu(x)} is an open set. Hence, for each = € Z, there is an open set that contains « and in which
the absolutely continuous part of y is bounded away from zero. Therefore, Proposition 2.1(ii)
ensures that r is finite in Z. As r vanishes outside of Z by regularity, r is finite everywhere.

As the density of u is locally bounded away from zero in Z by assumption, Proposition
2.1(i) ensures that r is right-continuous. Furthermore, looking at #y[A]:= v[—A] for Borel
set A and v € {uo,pu} as well as 7(z) = r(—=z) for & € [—o0, 0] and applying Proposition
2.1(i) to it as before shows that r is left-continuous. O

Remark 2.2. Ankirchner and Strack [2011], Ankirchner et al. [2015] and Ankirchner et al.
[2020] analyzed Bass’ solution to the Skorokhod embedding problem. One simple consequence
of their approach is that an embeddable measure p with a density that is bounded away from
zero in its compact support, can be embedded in bounded time. Considering Root’s solution
and Theorem 2.1, that simple result is the consequence of a continuous function achieving its
maximum on a compact support.

Moreover, Ankirchner and Strack [2011] and Ankirchner et al. [2015] obtained a condition
on the local behaviour of y that is necessary so that u can be embedded in bounded time.
Assuming p has a density, that condition makes only restrictions on the points where the
density vanishes and makes no assertions for the points when the density is strictly positive.
One may ask if any condition on the local behaviour of p at points with strictly positive
density is needed that is just not captured by their condition. Considering Root’s solution
and Theorem 2.1, the answer is no; if the density is locally away from zero then the barrier
function is finite and continuous and hence locally bounded.

We conclude the paper with an example that resembles the situation in Figure 1.1(right) and
show that conditions on the density are, indeed, needed to ensure continuity of the barrier
function r. To our knowledge, a direct way to construct a target measure from a barrier
function or vice versa with arbitrary properties is unknown. Our approach is implicit and
relies on general existence results when X is a local martingale. We start with an observation
about regular barrier functions that will help us to paste different barrier functions of different
measures together and the result will be the barrier function of the sum of these measures.

Lemma 2.6. If X is a local martingale and p[(z,00)] =0, then r(y) =0 for all y > x.

Proof. Using proof by contradiction, we show that pug[(x,c0)] = 0, so we assume po[(x, 00)] >
0.

As t — Xiar is a uniformly integrable martingale, E[Xy] = E[X;], in particular, as
p[(z, 00)] = 0, it holds that E[X;] < z and in turn E[X] < x and therefore po[(—o0,x)] > 0,
too. Hence, Jensen’s inequality applied to po and the convex function y +— |z — y| is strict,
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/!w—y!dﬂo /yduo

= |z — E[Xo]|
= |x - E[XT”

= ]fv —/(Omydu(y)‘
Z/Iw—yldu(y)
R

That is a contradiction to the assumed convex order between pg and p. So our original

i.e.

assumption is wrong and puo[(z,00)] = 0 is correct.
Now, the statement follows from regularity of r, as po[(z, 00)] = p[(x,00)] = 0 and E[X(] =
E[X;] imply uy,(y) = uu(y) for all y > . O

As mentioned before, we conclude the paper with an example that resembles the situation
in Figure 1.1(right). We construct probability measures with barrier functions that are zero
outside some interval and are infinity at some open neighborhood inside the interval. Pasting
those barriers with thinner and thinner intervals together yields two sequences, for which the
first sequence evaluated at the barrier function is bounded and the second sequence is infinity.
In particular, the barrier function cannot be continuous. More precisely:

Example 2.1. Let X = W a standard Brownian motion with puy = &g, the Dirac delta
measure. Then, there is p with a density that is not bounded away from zero and r is discon-
tinuous.

Proof. For given interval (a,b), consider the probability measure £y, for A € [0,1] and p > 0
with density

& (0) = (1 - 2etP=e) 2e—b+p)

2 Tocayp +A pe lgsp—p for x € (a,b).

For any ¢ € (a,b), there are A\* € (0,1) and p* € (0,%%) such that the first moment of &y« -
is c¢. To see this, observe that &y, = d,, the Dirac measure at a, and &;, = 0, the Dirac
measure at b, when p | 0, and observe that the first moment of &) ;, is continuous with respect
to A and p. Now, choose p* so that c is strictly in-between the first moments of < and &1 p+,
and then, choose A\* so that the first moment of {\« ;= equals c. For ease of notation, we write

gc = 5)\*7;0*-
Define, for a given finite measure v on (a,b),
b
:/ &|A]dv  for Borel set A.

Observe:

1) n is absolutely continuous, because any Lebesgue zero-set is a zero-set for all &.
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2) n[R] = v[R]. Moreover, Jensen’s inequality yields for x € R that

[ e~ vlanty) //rx— | dge(y) dv(o

b
/yd@( )| av (e

—/ |z — ¢|dv(c)

Thus, Gassiat et al. [2015b, Corollary 1] guarantees the existence of a barrier function r*"

>

such that, if Wy ~ ﬁ, i.e. distributed like the normalized measure of v, then W, ~ ﬁ
where ¢ = inf{t > 0|t > r""(Wy)}.

3) By construction, n[(3%4t2, ¢£30)] = 0, because that is true for all &. Hence, as all two-

sided hitting times of Brownian motion are unbounded and hit both barriers, if v[(342, 2£30)] >
0, then r*"(z) = oo for all z € (34t afsb),

4) As v[R\(a,b)] =0, Lemma 2.6 ensures that r"(z) =0 for all = ¢ (a,b).

Now, we define the claimed measure p implicitly through its barrier function r. Fix a
number x € R and choose a sequence z; | © for i 1 oo, let v; = (I)‘(xiJrlﬂ?i) be the standard

normal distribution on (x;41,;) for ¢ € N, and define

r(y) = '
1 if yeR\UZ; (i1, i)

To emphasize the dependence of 1 on v, we write n = n,. By construction, see 2) and 4),

{1 FrYin(y) iy € (2, x)

the probability measure p corresponding to r, i.e. the image measure of W, with 7 = inf{t >
0|t >r(Wy)}, is given by

DL (@it1, i)
& on R\UZ(wit1,2:)

Note, r is indeed a barrier function of a Root solution, because t — Wia, is a uniformly
integrable martingale. To see this, observe that large values of Wi, imply that Wiar = Wia1,
and t — Wia1 is a uniformly integrable martingale, in particular,

lim sup E[|Wirr 1w, ., >k] = hm sup E[|[Wia1|1w,.,>k] = 0.

K—00 >0 o0 >0
Moreover, r is regular, because uy,(2) # uu(z) for all z. To see this, observe that Jensen’s
inequality is strict for y — |z —y| with z € R, because p = ® on R\ [z,x;]. Also, as
t — Winr is a uniformly integrable martingale, it holds true that 0 = E[Wy] = E[W;].
Altogether,

L= vldu) > | [ = yautw)] == - W] = 2 = [ Iz - vlduow).

Furthermore, 1) implies that  has a density and 3) implies that r(ZF2%1) = oo for all i.



14 ON THE CONTINUITY OF THE ROOT BARRIER
Overall, i is an absolutely continuous probability measure with u[(3x”i+xi, 90”1:3“ )] =0

and the barrier function r corresponding to Root’s solution fulfills r(z;) = 1 and r(*F35L)

ol

oo for all 3.
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