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ABSTRACT

This paper reports our recent practice of recommending articles to
cold-start users at Tencent. Transferring knowledge from information-
rich domains to help user modeling is an effective way to address
the user-side cold-start problem. Our previous work demonstrated
that general-purpose user embeddings based on mobile app us-
age helped article recommendations. However, high-dimensional
embeddings are cumbersome for online usage, thus limiting the
adoption. On the other hand, user clustering, which partitions users
into several groups, can provide a lightweight, online-friendly, and
explainable way to help recommendations. Effective user cluster-
ing for article recommendations based on mobile app usage faces
unique challenges, including (1) the gap between an active user’s
behavior of mobile app usage and article reading, and (2) the gap
between mobile app usage patterns of active and cold-start users.
To address the challenges, we propose a tailored Dual Alignment
User Clustering (DAUC) model, which applies a sample-wise con-
trastive alignment to eliminate the gap between active users’ mo-
bile app usage and article reading behavior, and a distribution-wise
adversarial alignment to eliminate the gap between active users’
and cold-start users’ app usage behavior. With DAUC, cold-start
recommendation-optimized user clustering based on mobile app
usage can be achieved. On top of the user clusters, we further
build candidate generation strategies, real-time features, and cor-
responding ranking models without much engineering difficulty.
Both online and offline experiments demonstrate the effectiveness
of our work.
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1 INTRODUCTION

Personalized recommendations have become a critical factor in im-
proving user satisfaction and encouraging more transactions. How
to accurately recommend items to users without sufficient feedback,
i.e., cold-start users, is a long-standing problem that practitioners
often face in real applications. This problem becomes more promi-
nent when new recommendation tabs are launched or for specific
scenarios where light users are dominant. In practice, two kinds of
methods are widely adopted to address this problem. Firstly, we can
capture the preference of cold-start users more efficiently by bandit
approaches [10, 14]. Secondly, we can also transfer knowledge from
information-rich domains to help user modeling, for example, from
the mobile app usage behavior [1, 12, 25]. As a motivating example,
a user with the popular game “Honor of Kings” installed may be
interested in tutorials about how to play better, and a user with the
photography editing app “Snapseed” installed may be interested in
travel journals and articles on how to take better photos.

In our previous work [25], we extracted general-purpose user
embeddings based on mobile app usage. We demonstrated that the
embeddings helped improve the quality of online article recommen-
dations. High-dimensional general-purpose embeddings manage
to retain as much information as possible from mobile app usage
behavior. However, they may also have the following disadvantages.
Firstly, embeddings are cumbersome for storage, transmission, and
processing [4]. This may bring engineering challenges and high
expenses in scenarios requiring low latency or having large request
volumes, thus limiting the adoption. Secondly, embeddings may
be hard to interpret, which brings extra difficulties for verification
and debugging [5]. On the other side, user clustering, which groups
users into a certain number of clusters, can provide a lightweight,
online-friendly, explainable way to complement high-dimensional
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Figure 1: Illustration of the basic idea of DAUC. By using
the active users’ mobile app usage behavior as a bridge, we
can transfer the knowledge from active users’ article reading
behavior to cold-start users’ mobile app usage behavior, thus
improving the performance of recommending articles to
cold-start users.
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embeddings [9]. Especially, within each user cluster, the behavioral
information of active users can be transferred to cold-start users,
thus greatly benefiting cold-start recommendations.

We have been working towards better user clustering based
on mobile app usage and utilizing the clusters to improve online
article recommendations at Tencent since mid-2021. In this paper,
we report our most recent practice. To start with, a naive idea is
to apply clustering methods (e.g., k-means) with the app usage
features. However, this scheme has two notable shortcomings.

e The behavior of mobile app usage and article reading
may have a significant gap. As a result, clustering models
optimizing the tightness and the separation of mobile app
usage behavior may fail to perform well for article reading
behavior. This problem is not that serious for user embedding
models [25] since high-dimensional embeddings can retain
as much helpful information as possible, and downstream
models can find effective signals by themselves with the help
of supervision. However, clustering is a highly abstractive
operation. Eliminating the gap between these two kinds
of behavior is essential for recommendation-oriented user
clustering.

e Active and cold-start users’ mobile app usage patterns
may have significant differences.! Active users tend to be
heavy phone users and install more niche apps. Clustering
models may spot these domain differences and generate
less effective clusters for article recommendations. As an
extreme example, models may cluster active and cold-start
users into separate groups, with the result that cold-start
users will not receive enough transferred knowledge, and
the recommendation performance will be poor.

! As a quick, illustrative experiment, we train a simple neural network classifier to
distinguish active and cold-start users (users with no or less than three clicks in a
month) using mobile app usage data. The model achieved an AUC score of 0.676,
indicating that domain differences do exist between mobile app usage patterns of
active and cold-start users.
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To address the problems, we propose a tailored Dual Alignment
User Clustering (DAUC) model for cold-start recommendation-
optimized user clustering based on mobile app usage data. The
overall idea is illustrated in Figure 1. Firstly, to eliminate the gap be-
tween active users’ mobile app usage and article reading behavior,
we regard the two kinds of behavioral information as two views
of specific users and use a multi-view contrastive loss to align the
sample-wise representations. The intuition is to force the represen-
tations of mobile app usage behavior and the representations of
article reading behavior of a specific user to be close and push the
representations of different users away. Secondly, to eliminate the
gap between active users’ and cold-start users’ app usage behavior,
we introduce adversarial training to reduce the domain difference
in a distribution-wise manner. Using active users’ mobile app us-
age behavior as a bridge, we transfer the knowledge from active
users’ article reading behavior to cold-start users’ mobile app usage
behavior for better user clustering.

With the help of the proposed DAUC model, we can generate
task-optimized, online-friendly, and high-coverage user clusters,
based on which we can further design different strategies for can-
didate generation and build real-time features for ranking without
much engineering difficulty. For example, in our practice, we adopt
clustering-based candidate generation by selecting items with high
click-through rate (CTR) scores or high click counts within different
ranges of periods. In addition, for ranking, we construct real-time
user cluster portraits by counting the statistical behavior data of
user groups, and build real-time article portraits by analyzing the
feedback of different user clusters on the articles. These strategies
and features are easy to implement, generalize well from active to
cold-start users, and contribute a lot to our online recommenda-
tions.

The main contribution of this paper is summarized as follows.

e We introduce our recent practice towards task-optimized
user clustering based on mobile app usage and how we use
the clustering results to improve online recommendations.

e We propose the Dual Alignment User Clustering model tai-
lored for the task. By using active users’ app behavior as a
bridge, we are able to transfer the knowledge from active
users’ article reading behavior to clustering cold-start users
based on mobile app usage data. The model is scalable for
industrial data.

o Extensive online and offline experiments verify the effec-
tiveness of the proposed model, which has been deployed
in a real system at Tencent and boosted recommendation
performance in daily business.

2 SYSTEM OVERVIEW

In this section, we introduce our system from a high-level perspec-
tive. We review the background, the data processing procedure,
serving and updating workflow, and present how we use the user
clusters to improve the recommendations.

2.1 Background

Tencent Mobile Manager is currently the most prevalent mobile
security and management app in China. We provide article recom-
mendations as an auxiliary functionality. For example, users can
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reach personalized content feeds, including news, articles, and short
videos, from the “Good Morning” tab of Tencent Mobile Manager
and the “Find” tab of Tencent Wi-Fi Manager, a wingman app of
Tencent Mobile Manager.

Since we adopt an active exposure strategy, a significant share
of page views and clicks are by less active users or even cold-start
users. For example, about 75% of exposed users in our scenario had
no or less than three clicks in the previous month, and these users
contributed more than 50% of total page views and 25% of total
clicks. As a result, improving the recommendation quality for these
cold-start users plays an essential role in our scenario.

2.2 Data Preprocessing

First, we need to preprocess the raw data to obtain the initial fea-
tures. We introduce the data preprocessing procedure from two
aspects, i.e., app usage behavior data and article reading behavior
data.

For app usage behavior data, we select apps based on the follow-
ing rules. (1) Some top-ranked apps that cannot provide user pref-
erence information, like “WeChat”, are manually excluded. (2) Pre-
installed apps by the manufacturers are excluded as they are of
high volume but only serve as an indicator of mobile phone brand.
(3) One app may have multiple package_name on different brands
and models of smartphones and some niche apps may offer very
similar functionalities, we merge them into one app_name. Then
we select top apps according to install rates on phones. Finally, we
keep about 10 thousand distinct merged apps for consideration.
Note that different from [25] which considers retention, installa-
tion, and uninstallation collectively, in this work, we only consider
the retention information, i.e., what apps are currently installed
on the phones. This is due to a trade-off between performance
and workload, as obtaining installation and uninstallation infor-
mation requires scanning about half a year of records which is a
cumbersome operation. Finally, the mobile app usage data is repre-
sented by multi-hot binary vectors where “1” represents that the
corresponding app is currently installed on the phone.

For article reading behavior data, we first select users with more
than three clicks in one month as active users and filter spam users
with a threshold, then we calculate the averaged article embed-
dings of clicked and unclicked articles respectively and use their
concatenation to represent users’ article reading preference. The
article embeddings are 128-dimensional pretrained dense vectors
generated with the title, the body, the category, the tags, the cover
pictures, etc. Note that the article reading behavior data is only
necessary for model training.

2.3 Serving and Updating

For serving, we generate user clusters with the trained model and
the app usage behavior data. Then we upload the results to the data
center based on DCache?, a distributed in-memory NoSQL system.

To capture the latest preferences of users, we need to update
the predictions regularly. We mainly use feature updating [25], i.e.,
keeping the model fixed and only updating the features of users.
With this strategy, we take into consideration the up-to-date be-
havior of users and can hold a consistent semantic clustering space.

2https://github.com/Tencent/DCache
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The model is only updated when significant offline improvements
are achieved.

Another challenge is the large volume of cold-start users, as all
users with the app installed are potential users of the recommen-
dation tab. To strike a balance between computational burden and
feature timeliness, we use a hierarchical update strategy. Every day,
we update the clustering results of users with exposure the day
before, and these users can cover most of the query traffic; every
month, we update the clusters of all users with our app installed.
This strategy helps to minimize computational cost and guarantee
coverage and timeliness.

2.4 Applications with User Clusters

The user clusters are optimized for article reading behavior and
cover almost all users. It can be valuable for online recommenda-
tions, especially to cold-start users. We utilize the clusters in both
the candidate generation and the ranking stages.

Candidate generation. Clustering is much more online-friendly
compared with high-dimensional dense embeddings. We can eas-
ily build real-time candidate generation strategies by analyzing
the behavior of user groups, i.e., user-to-group-to-item (U2G2I)
recommendations. For example, within a user group, items with
high CTR in a relatively short period may be emerging hot news,
and items with high click count in a long period may be classical
articles. After filtering out duplicates and exposed ones, we recall
top-ranked items based on their CTR scores and clicks over one
hour, one day, and seven days as a part of the multi-way candidate
generation systems.

Ranking. Our ranking system is based on a multi-task neural
network model, i.e., Multi-gate Mixture-of-Experts (MMoE) [26].
We estimate the (weighted) expected reading time after exposure
for ranking. We build a set of numerical features for the ranking
model with the help of user clusters. On the user side, the user
group portrait can act as a supplementary to the user portrait.
Many feature engineering strategies for users can also be applied to
user clusters. For example, we calculate statistics like click counts,
CTR scores, and reading time distribution over different categories
and tags of articles in one day, seven days, and one month. These
features can provide valuable information for cold-start users that
do not give enough feedback regarding their personal preferences.
On the item side, how different groups of users rate the item also
indicates the property of the content. Similar statistics can also be
calculated from the item view. We mainly use a coverage threshold
for feature selection to filter infrequent features. We also add pre-
crossed features, i.e., the statistics of the exact user group over the
exact item (item category/tag). Although deep neural networks are
supposed to learn feature combination patterns from ID features
automatically [17], our experiments show that these handcrafted
features can still contribute to overall performance, especially for
cold-start recommendations.

3 DUAL ALIGNMENT USER CLUSTERING

This section defines the notations of user behavior, followed by the
detailed structure of the proposed network. Then, we elaborate on
our designs for eliminating the gap between active users’ mobile
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Figure 2: The overview of the proposed DAUC model. The model is tailored for cold-start recommendation-optimized user
clustering based on mobile app usage data. In the training phase, the app behavior autoencoder and article behavior autoencoder
aim to learn good representations for users’ app usage behavior and article reading behavior, respectively. Alignment between
news and app behavior aims to provide a sample-wise approach of aligning representations from the two views, and alignment
between active and cold-start users aims to provide a distribution-wise approach of aligning representations from the two
kinds of users. In the serving phase, the k-means algorithm is employed to generate recommendation-optimized user clusters

based on the aligned representations of app usage behavior.

app usage and article reading behavior, and the gap between active
and cold-start users’ app usage behavior. Finally, we present the
multi-objective joint training scheme for model optimization.

3.1 Notations

As stated in Section 2.2, the behavior of each user are preprocessed
into two kinds of data, i.e., app usage behavior data and article
reading behavior data. U is the number of users and U, is the
number of active users.

App usage behavior. The app usage behavior of user i can be
(1) &) e x(l))
i it time ot

(1) _ ;
im = 1 whenapp mis

represented by a multi-hot vector x; ~ = (x

where M is the number of considered apps. x

installed by user i and xl(;l) = 0 otherwise.

Article reading behavior. The article reading behavior of user i
can be represented by a dense vector xl.(z) € RN, which is the
concatenation of the averaged pre-trained embeddings of clicked
and unclicked articles.

Note that in the rest of the paper, we may omit the subscript i
that indicates the user when there is no confusion.

3.2 Model Overview

As shown in Figure 2, the proposed model DAUC contains two
phases: the training phase and the serving phase. Details about the
network structure are as follows.

Training Phase. The two kinds of user behavior data tend to
contain consensus and complementary information, and how to
extract consensus representations is the major challenge in our
task. We first apply an app behavior autoencoder [8] and an article
behavior autoencoder to learn representations for users’ app usage
behavior and article reading behavior, respectively. Note that the
article behavior autoencoder just takes the active users’ reading
behavior as input. The reconstruction from input to output not
only helps each view keep the view-specific information, but also
makes subsequent similarity computing on latent features more re-
liable and prevents model collapse. Specifically, considering the v-th
view x(?) the corresponding encoder and decoder are represented
as follows:

20 = g (x(");eff’))

f(v) =p® (z(v);e‘;v)) , (1)

where v € {1,2}, ng) and 9(20) denote the autoencoder network

parameters, z(9) € RPae is learned Dg,-dimensional latent repre-
sentations and X(?) € RPv is reconstructed output.

Then we utilize a contrastive encoder to map the latent repre-
sentations to aligned representations as follows:

B = fon (22):00) | @)
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where 0. denotes the parameters of contrastive encoder feon(+),
and h(®) € RPr_To further eliminate the gap between active users’
mobile app usage and article reading behavior, we regard the two
kinds of behavior information as two views of specific users and use
a multi-view contrastive loss to align the sample-wise representa-
tions. More details are provided in Section 3.3. And to eliminate the
gap between active users’ and cold-start users’ app usage behavior,
we introduce adversarial training to reduce the domain difference
between active users and cold-start users in a distribution-wise
manner. More details are provided in Section 3.4.

Serving Phase. After the training phase, we can obtain aligned
representations AV which is generated from mobile app usage
behavior, and optimized for article reading behavior. Following
the traditional fashion [11, 13, 21, 24], we utilize the k-means al-
gorithm [16] to generate user clusters based on the aligned repre-
sentations of app usage behavior. Our experiments show that this
scheme works well.

3.3 Alignment between News and App Behavior

To optimize the clusters for news reading behavior, we need to force
the model to concentrate on the helpful information from app usage
data and overlook the irrelevant part. Inspired by recent works
with contrastive learning [23], we propose to eliminate the gap in
a contrastive way, which is achieved by a multi-view contrastive
loss defined as

(1)(2)
Ug, d: /T
1 e Ll
Leon =——— Z (log
20, M @
‘= Z;]:alj#i s /T+Z§'J=a1 ety I
PO ®)
+1 e )
0og 5
(2)(2) (2)(1)
25‘]31 J#i ehis Ty Z;J:al et T
where 7 is the temperature hyperparameter for multi-view con-
trastive loss, and dl.(}) ) compute the cosine similarity of two repre-
ISR
sentations h(l) of user i and h(.z) of user j, i.e.,d.(l.)(z) = ———.
i J ij A a®
i J

The multi-view contrastive loss in Equation (3) forces the hidden
representations of news and app behavior from the same user, i.e.,
(hgl), hl@), to be closer than the representations from different
users, ie., (A, 1), (0", (D), and (h*), 1)), thus can align
the different kinds of behavior information [20] and eliminate the
gap. Note that the loss in Equation (3) can be efficiently optimized
by mini-batch training and negative sampling.

3.4 Alignment between Active and Cold-start
Users

As discussed before, active and cold-start users’ mobile app usage
patterns may also have significant differences. Clustering mod-
els may spot these domain differences and generate less effective
clusters for cold-start recommendations. Therefore, the aligned rep-
resentations k(1) are expected to be domain-independent. Namely,
AV should only contain the shared information of active and cold-
start users, and omit the information about whether a user is active
or not. Hence, we introduce an adversarial learning mechanism
to ensure that no domain-specific information can be memorized
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during the training stage [6, 19]. Specifically, we introduce an ac-
tive user classifier over h(1) to calculate the probability that AV
belongs to active or cold-start users during the training:

Pactive (1)) = softmax (fay (- 115 9)) | @

where ¢ denotes the parameters of the active user classifier fq,(-).
We optimize ¢ by minimizing the negative log-likelihood, such that
the domain classifier can classify A to its true domain:

U
1
Lot = =7 2108 (pacave (wilh)) )
i=1

and {(xl.(l), y;) } is the training set such that user i belongs to domain
yi, i.e., active or cold-start users.

In this sense, parameters ¢ are adjusted to be more sensitive
on the domain-specific information encoded by h(1) Because we
expect the aligned representations R carry no domain-specific
information, such that the classifier can not perform the category
classification precisely. It means that 0 = {951), O} is optimized
to make h(V) indistinguishable by the classifier. To achieve the
reverse purpose, we add the Gradient Reversal Layer (GRL) [6]
between h(!) and the domain classifier. We can consider GRL as a
pseudo-function Ry (y):

RAG) = 52 = -AL, ©
where A controls the importance of adversarial learning. This means
that the gradient for parameters 6 are reversed and scaled by a pa-
rameter A, which is equivalent to reducing the category-specific
information in (1. In a word, with the help of the Gradient Rever-
sal Layer, the network involving 6 and the adversarial classifier play
a minimax game to optimize 0 and ¢, thus the distribution-wise
alignment of h1) between active and cold-start users is achieved.

3.5 Model Training Scheme

To obtain task-optimized representations for clustering, DAUC
jointly optimizes three objects by integrating the autoencoder re-
construction loss, multi-view contrastive loss, and adversarial train-
ing loss. The overall objective is defined as:

L= Lrec+ Leon + Lagy» (7)

where the second term Loy and the third term £, 4, are calculated
with Equation (3) and (5), respectively. For the first term Ly,
considering that the app usage behavior is represented by multi-hot
vectors, we choose the sigmoid cross-entropy as the reconstruction
loss function:

1
UM ¢

i

M
Mz

.Cr(elc) =- (xl(,lz log (0(551(,2)) +(1 —xf,lz) log (1 - 0(551(2))) ,

®)
where o(+) is the sigmoid function, and M is the number of con-
sidered apps. Since the article reading behavior is represented by
dense vectors, the reconstruction loss of article reading behavior
data is measured by Mean Squared Error (MSE):

o _ 1%
Lﬂ=ﬁ;g”
The total reconstruction loss is calculated as follows:
Lrec = 'ngelc) + Llfezc) . (10)

1

I}
3
I

2
@”—ﬁ”m. ©)
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Table 1: The statistics of experimental datasets.

Industrial Taobao
# of users 4,921,532 37,446
# of active users 2,391,298 16,647
# of items 428,353 289,175
# of impressions 437,705,556 4,143,735
# of clicks 36,981,413 137,558
avg. # of installed apps 30.7 116.1

The overall loss of Equation (7) can be efficiently optimized
with mini-batch training. We roughly experimented with different
weights on the loss terms and found that equal weights for all terms
worked well.

4 OFFLINE EXPERIMENTS

This section reports the offline experimental results. We first intro-
duce the dataset and baselines, then present the evaluation scheme.
Offline evaluation results and analyses are presented at last.

4.1 Dataset

We evaluated the proposed model with the industrial dataset from
our article recommendation service and a proxy dataset built with
the Taobao Ad Display/Click Data.

Industrial dataset. This dataset was collected from the log of our
online article recommendations and covered a period of approxi-
mately 50 days. We filter potential spam users with more than 5,000
clicks in the period. We chose the first 70% impression data sorted
by time as the training set, the next 10% as the validation set, and
the last 20% as the test set. Detailed statistics are in Table 1.

Taobao dataset. To test the generalization of our model, we eval-
uated the performance on publicly-available datasets. Although
there were many datasets for evaluating recommender systems,
unfortunately, we found no datasets that could perfectly match
the property of our scenario. So we built a proxy dataset with the
Taobao Ad Display/Click Dataset?, as this dataset provided display
data both with and without clicks. To simulate the cross-domain
transferring property of our task, we used the click behavior on
cheap items and expensive items as proxies. Specifically, clicks on
items cheaper than or equal to 160RMB were used as the proxy
mobile app usage behavior. Clicks on items more expensive than
160RMB were used as the proxy article reading behavior. We also
chose the first 70% impression data sorted by time as the training
set, the next 10% as the validation set, and the last 20% as the test set.
The statistics of this proxy dataset is presented in Table 1, and more
details about dataset preprocessing is reported in Appendix A.1.*

4.2 Baselines
For a comprehensive evaluation, we compared our method with
the following baselines.

e Random. This method splits the uses into clusters randomly.
3https://tianchi.aliyun.com/dataset/dataDetail?datald=56&lang=en-us

4We note that the Taobao dataset comes from an advertising scenario, which, unlike
recommendation scenarios, may be significantly affected by advertisers’ behavior.
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e Profile. This is the method serving the online traffic before
DAUC. It splits users according to the cartesian product
of user profile (gender, age, and city_level), and outputs
nearly 200 user clusters.

e k-means [16]. This is one of the most classical clustering
methods. We use the mini-batch variant [16] to tackle the
large-scale data.

e DEC [22]. This method learns a deep neural network-based
mapping from the data space to a lower-dimensional feature
space in which it iteratively optimizes a clustering objective.

e IDEC [7]. This method improves DEC with local structure
preservation.

e DCCAE [21]. This method optimizes both canonical corre-
lation analysis (CCA) and reconstruction-based objectives.
It achieved the best results on most tasks by Wang et al. [21]
among many variants of CCA-based methods.

e COMPLETER [11]. This method was proposed recently as
a state-of-the-art model for multi-view clustering.

Among the baseline methods, Random and Profile do not use
mobile app usage behavior, k-means, DEC and IDEC only consider
the mobile app usage behavior while ignoring the gap between two
different kinds of user preference, and DCCAE and COMPLETER
use both behavior information for user clustering. Note that for
the multi-view baselines, i.e., DCCAE and COMPLETER, we only
use the representations from the mobile app view for clustering, as
cold-start users do not provide sufficient article reading behavior.

4.3 Evaluation Scheme

We report the offline evaluation scheme in this section, including
the evaluation protocol, the metrics, and how the hyper-parameters
were set.

Evaluation protocol. We used an offline replay method to evaluate
the clustering results. We first trained the models using the training
set, with which we clustered the users into a fixed number of user
groups. The evaluation worked in the following way. We chrono-
logically divided the testing set into ten subsets, and for each subset,
we calculated the CTR scores of articles within a slicing window
before the subset, and sorted the items according to CTR scores in
a decent manner. For every user in the test subset, we recommend
items according to CTR scores after filtering the already-exposed
items by the user. This protocol simulated a basic CTR-based U2G2I
strategy commonly used in industrial recommender systems. We
evaluate both the overall recommendation performance and the
recommendation performance for cold-start users only.

Metrics. We used two commonly used metrics for evaluating rec-
ommender systems, i.e., Recall@K and Normalized Discounted
Cumulative Gain@K (NDCG@K). Both metrics are the higher,
the better. Recall@K treat the top K selected items equally, while
NDCG@K pay more attention to the very top of recommendation
list. Thus by evaluating with both metrics, we can have a better un-
derstanding of the recommendation performance of each methods.
During our evaluations, we set K to 50 for the Industrial dataset,
and K to 20 for the Taobao dataset. We report the averaged results
over five runs for all the methods and apply the student t-test to
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Table 2: Offline evaluation results for user clustering methods. Boldface denotes the highest score, underline indicates the
best result of the baselines, and Improv. present the relative improvement of DAUC over the best result of the baselines. %/
denotes that DAUC performs significantly better than the baseline at p < 0.05/0.01 level with a two-tailed pairwise t-test.

Model Industrial (overall) Industrial (cold-start) Taobao (overall) Taobao (cold-start)
Recall@50 NDCG@50 | Recall@50 NDCG@50 | Recall@20 NDCG@20 | Recall@20 NDCG@20
Random 0.0149** 0.0047** 0.0084** 0.0032** 0.1421** 0.0679™* 0.2095** 0.1083™*
Profile 0.0286™* 0.0097** 0.0253** 0.0092** - - -- - - --

k-means 0.4850** 0.1578** 0.5849** 0.1886™* 0.1962** 0.0878™* 0.2923** 0.1376™*
DEC 0.4308"* 0.1314** 0.5090** 0.1532** 0.1571%* 0.0751%* 0.2015** 0.1142%*
IDEC 0.4981** 0.1590** 0.5366™* 0.1693** 0.1448** 0.0724™* 0.2642** 0.1471%
DCCAE 0.5230** 0.1706** 0.6257** 0.2044** 0.2169** 0.1068** 0.2942** 0.1455%
COMPLETER | 0.5384* 0.1913* 0.6436* 0.2297** | 0.2373"  0.1200** | 0.3093** 0.1476*
DAUC 0.5770 0.2181 0.6745 0.2548 0.2813 0.1378 0.3253 0.1556
Improv. +7.17% +14.00% +4.80% +10.93% +18.54% +14.83% +5.17% +5.42%

conduct the statistical significance. The formulation of the two
metrics are in Appendix A.2.

Hyper-parameter settings. The two behavior autoencoder are de-
signed by fully connected layers. The app behavior encoder E(!) (-)
is with the dimensions of M-800-600-400 and the article behavior
encoder E(2) (+) is with the dimensions of N-256-400 for both the
datasets. The dimensions of the decoder and the corresponding
encoder are in reverse order. In terms of the contrastive encoder
and the active user classifier, foon(+) and fi4,(+) are fully connected
layers with 400-400-400 dimensions and 400-2 dimensions, respec-
tively for both the datasets. We generate 100 clusters with each
method for the Industrial dataset (excluding Profile) and 20 clusters
for the Taobao dataset for evaluations. More detailed settings are
presented in Appendix A.3.

4.4 Evaluation Results

Table 2 shows the results in the two datasets. We can draw the
following conclusions from the results, and more analysis is in
Appendix B.

The application of mobile app usage behavior benefits
the quality of article recommendations. We can observe that
clustering models which consider the mobile app usage behavior
significantly outperformed Random and Profile in the Industrial
dataset. In addition, we also experimented with concatenating the
profile information and app usage information together but gained
no improvements. Our hypothesis is that (1) the profile data are
noisy and (2) the profile information is well entailed in the app
usage behavior.

Eliminating the gap between app usage behavior and arti-
cle reading behavior helps generate better user clusters for
article recommendations. We can find that the multi-view clus-
tering baselines, i.e., DCCAE and COMPLETER, achieved better
recommendation performance than k-means, DEC, and IDEC in
the Industrial dataset.

DAUC significantly performs better than all the baselines
in the Industrial dataset. Thanks to the dual alignment strategy,

Table 3: Ablation study on DAUC. #/#* denotes that DAUC
performs significantly better than the ablation at p <
0.05/0.01 level with a two-tailed pairwise t-test.

Industrial (overall) Industrial (cold-start)

Model | p o call@50 NDCG@50 | Recall@50 NDCG@50

DAUC 0.5770 0.2181 0.6745 0.2548
DAUC_yec | 05475 0.1971* 0.6555" 0.2393*
DAUC.con | 0.5348** 01910 | 0.6391**  0.2266"*
DAUC_,q, | 0.5385* 0.1935° | 06453  0.2335*

DAUC improved over the best baselines at a significant margin
under all metrics.

DAUC has a good generalization ability to cluster users
for cold-start recommendation tasks. We found that the above
qualitative conclusions hold on the Taobao dataset. These results
show that the proxy dataset and Industrial dataset have similar task
characteristics. And the two kinds of alighment can help generate
high-quality user cluster, thus DAUC has a good generalization
ability for different recommendation scenarios.

4.5 Ablation Study

We conduct an ablation study to evaluate the effects of the compo-
nents of DAUC. To be specific, we refer to the variation without
autoencoders for the reconstruction of multiple views as DAUC-r¢c,
the variation without alignment between news and app behavior
as DAUC-¢on, and the variation without alignment between active
and cold-start users as DAUC_,4,. Table 3 shows the experimental
results on the Industrial dataset. The results indicate that all the
proposed components contributed to the final recommendation per-
formance. Specifically, alignment between news and app behavior
contributed most significantly to the performance improvement. It
indicates that the contrastive learning module effectively transfers
knowledge from mobile app usage behavior to article recommen-
dation. Without alignment between active and cold-start users,
DAUC experiences a more significant performance degradation in
cold-start recommendations. In addition, we present the percentage
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Figure 3: The percentage of active users in each user cluster
by DAUC and DAUC_4,. We can find that without the ad-
versarial alignment loss between active and cold-start users,
the distribution of active users in user clusters gets more
imbalanced.

Article Category : Cluster #76 Article Category : Cluster #12
Real Estate (%) : 360 Children (L) : 800

Finance (M) : 277 Lifestyles (4iEA=) : 199

App: App:

DuiZhuang Jadeite (RIEESSER) : 1144

Harvest Fund Manager (BESCEIR) : 1120
Industrial Bank Manager (34E%) : 802

Flush Investment Ledger (FIEIRIREMTE) : 506
Estate All (EXF) : 456

China Life Al for Health (EISAIf#RR) : 951
Volunteer Punch Card (F&1T-kg) : 648
Kid King (BRFE) : 434

XiaoYuan Mental Arithmetic (JJ&CIS) : 352
Baby Loves Puzzles (EEEHE) : 259

Article Category :
Creative Design (8J&i&it) : 1087
Houseware (%/E) : 343

Cluster #53 Article Category :
Games (%) : 450

TV Series (FSHREI) : 427

Cluster #40

App:

Design Your Home (#i#if2) : 887
PicsArt Painting (PicsArtZ 2T : 880
Baby Fashion Designer (SEEE4i@IHT) : 741 Nice Videos (1F&HIR) : 1798
Pretty You Everyday ({RSXHIFE) : 702 Soduku (#34) : 1427

Smart ID Photo (ESBEIEER) : 567 iQIYI Player : 768

App:
Plants vs Zombies 2 (¥ X8%{EF?2) : 2106
Happy Peasants vs Landlord ((RRsHIE) : 1954

Figure 4: A case study of the generated user clusters. We chose
four typical user clusters and visualize them in the figure.
Then we present the top two article categories according to
the TGI of CTR and five corresponding apps with high TGI
of installation rates.

of active users in each cluster on the Industrial dataset by DAUC
and DAUC_,,4y in Figure 3. We can observe that without the ad-
versarial alignment loss between active and cold-start users, the
distribution of active users in user clusters gets more imbalanced.
These illustrate that the adversarial learning module reduces the
domain difference between active and cold-start users and thus
may transfer more knowledge to cold-start users.

4.6 Case Study

To demonstrate the interpretability of user clusters, we present a
case study in Figure 4, where four user clusters are visualized, and
the statistics about article reading and app installation behavior
are presented. Specifically, we calculated each user cluster’s Target
Group Index (TGI)° of the click-through rates of article categories
and the installation rates of apps. We found that the generated
STGI measures how a target group differs from the total population. For example,
TGI = 200 means that the statistic on the target group is 200% of the statistic on the

entire population, and TGI = 100 means that the target group is identical to the total
population w.r.t. the statistic.
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Table 4: Online improvements of k-means and DAUC over
Profile.

Improv. Model UV CTR PVCTR Engagement  Click

Overall k-means  +5.04% +4.85% +9.71% +10.35%
DAUC +9.91% +8.25% +13.28% +16.25%

Cold-start k-means  +6.29% +4.28% +10.47% +11.21%
DAUC  +13.70% +10.46% +17.55% +18.87%

clusters built a strong and interpretable connection between app
installation and article reading behavior. For example, the CTR of
users in Cluster #40 for Game related articles was 450% of the CTR
of all users, meanwhile, when looking at the apps they install, we
did find corresponding evidence, i.e., the users within the group
installed a lot of phone gaming apps, including Plants vs Zombies 2,
Happy Peasants vs Landlord, Soduku, etc., and the installation rate
of these games was over ten times of that of all population.

5 ONLINE EXPERIMENTS

To verify the performance of the proposed DAUC model and cor-
responding recommendation strategies, we conducted an online
article recommendation A/B test from 2022-01-21 to 2022-01-31. We
randomly split online traffic by userIDs with a hashing function. As
discussed in Section 2.4, testing different user clustering methods
requires a lot of supporting work (a new set of candidate generation
modules and real-time features, as well as a new ranking model).
We were only able to compare DAUC with the existing online base-
line, i.e., Profile, and k-means. We considered the following online
metrics. UV CTR measures the click-through rate in terms of the
user view, and PV CTR measures the click-through rate in terms
of the page view. Engagement measures the average reading time
of each user with exposure. Click measures the average number of
articles each user with exposure clicks.

Table 4 reports the online relative improvement of k-means and
DAUC over Profile. We can find that bringing the information of app
usage behavior is beneficial to article recommendations, and DAUC
enjoys more improvement compared with k-means. Specifically,
we find that the online relative improvements on cold-start users
are larger than the overall improvements, which is opposite from
the offline evaluation results. This may be due to the limitation
of the offline replay evaluation scheme, i.e., even if the algorithm
does capture more accurate user preferences and recommend better
items, it may not be counted by the metrics when the corresponding
items did not get exposed and clicked.

6 RELATED WORK

We summarize related work in this section. We mainly review two
research fields, i.e., applications with app usage data and multi-view
clustering.

6.1 Applications with App Usage Data

The boom in smartphones and mobile apps has dramatically changed
people’s lives. Everyone can customize the functionality of their
phones by installing different mobile apps. At the same time, under-
standing the mobile app usage pattern becomes an effective way to
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model user preferences for many applications. For example, Bian
et al. [1] proposed a macro-micro fusion network for user repre-
sentation learning on mobile apps by considering both user-app
interactions and user-item interactions on some specific app. Liu
et al. [12] proposed to make cold-start news recommendations by
transferring learning from the app domain to the news domain.
Tian et al. [18] proposed a method for the automated segmentation
of users’ app usage logs into task units. Ochiai et al. [15] proposed
to exploit graph convolutional networks for representation learning
of mobile app usage.

Our previous work [25] proposed to extract general-purpose
user embeddings from mobile app usage and showed that these
embeddings were beneficial to a variety of downstream tasks. In
contrast, this paper proposes to generate lightweight task-optimized
user clusters for cold-start article recommendations with app usage
data.

6.2 Multi-view Clustering

With advances of data acquisition in real-world applications, data of
an underlying signal is often collected from heterogeneous sources
or feature subsets. Therefore, multi-view learning has become more
and more critical [21]. Multi-view data may contain complemen-
tary and consensus information, with which we can suppress view-
specific noise, thus improving unsupervised learning like clustering.
Early works used matrix factorization [2], spectral clustering [2],
and canonical correlation analysis (CCA)-based clustering [3]. Re-
cently, deep neural networks have been introduced to improve
multi-view clustering. For example, Wang et al. [21] analyzed sev-
eral variants based on prior work and found deep canonically corre-
lated autoencoders (DCCAE) worked well. Lin et al. [11] provided
a theoretical framework that unified the consistent representation
learning and cross-view data recovery.

In our task, we consider the mobile app usage and article reading
behavior as two views. Specifically, we aim to improve the clustering
results for cold-start users with absent article reading features.
Besides, we also consider the domain difference between active
users and cold-start users.

7 CONCLUSIONS

This paper presents our recent practice for task-optimized user clus-
tering based on mobile app usage. The task is to group users into
article-reading behavior-optimized groups so that various online-
friendly strategies can be applied to improve the recommendations
for cold-start uses. We propose a dual alignment user clustering
model to improve the quality of user clusters, by sample-wise con-
trastive alignment between news and app behavior information and
distribution-wise adversarial alignment between active and cold-
start users. Offline experiments and ablation studies demonstrate
the effectiveness of the proposed method. We further introduce how
the user clustering results are used online and show the advantage
of the proposed model by online A/B test. Our practice may inspire
practitioners about how to utilize knowledge transfer to promote
cold-start recommendations.
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A DETAILED EXPERIMENTAL SETTINGS

This appendix provides detailed supplementary information for the
preprocessing procedure of the proxy dataset, the formulation of the
evaluation metrics and the hyper-parameter settings for baselines
and DAUC.

A.1 Preprocessing of the Proxy Dataset

To test the generalization ability of the proposed model, we built
a proxy dataset with the Taobao Ad Display/Click Data. To sim-
ulate our task’s knowledge transferring property from app usage
to article reading behavior, we used the behavior on cheap and
expensive items as the proxy data. Clicks on items cheaper than or
equal to 160RMB were used as the proxy mobile app usage behav-
ior, and clicks on items more expensive than 160RMB were used
as the proxy article reading behavior. We applied latent semantic
analysis (LSA) on the user-item display data and used items’ latent
vectors as the proxy article embeddings.

We also filter some cheap items and inactive users so that the
proxy and Industrial datasets have similar task characteristics. On
the one hand, long-tail cheap items are of little help for clustering
but significantly increase the complexity of the model. Therefore,
we filter cheap items with less than 50 clicks. On the other hand,
users with very sparse click behavior in cheap items do not satisfy
the settings of transferring knowledge from the information-rich
domain to the target domain. So we filter users with less than 50
clicks on cheap items.

A.2 Formulation of the Metrics
We show the formulation of the two metrics, i.e., Recall@K and
NDCG@K, as follows,
K rel;
7
1 Q zrelifl

Recall@K =

NDCG@K = — _—
Ro — log,(1+1)

where K is the size of the recommendation list, rel; = 0 or 1 denotes
whether the item at the rank i is interacted in the test set or not,
and Rg indicates the maximum possible cumulative component
through ideal ranking. | 7| is the number of all interacted items.

A.3 Hyper-parameter Settings

There are many hyper-parameter settings for baselines and the
proposed DAUC. To balance the efficiency and performance, we
directly determine some of them based on our previous experience
and find the optimal settings for the others according to the recom-
mendation performance on the validation set in both datasets.

In terms of k-means, we use the mini-batch variant with a batch
size of 10000 and set the maximum number of iterations as 100 for
both datasets.

In terms of DEC and IDEC, the app behavior autoencoder is
designed by fully connected layers. The behavior encoder is with
the dimensions of M-800-600-400, and the behavior decoder is 400-
600-800-M. The autoencoder was pretrained for 30 epochs with
the reconstruction loss and then trained for 20 epochs with the
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clustering loss with a learning rate of 0.001. We set the coefficient
of clustering loss as 0.1 for IDEC.

In terms of DCCAE, we use the same structures of the two au-
toencoders as our proposed DAUC. Namely, the two behavior au-
toencoders are designed by fully connected layers. The app behavior
encoder is with the dimensions of M-800-600-400, and the article
behavior encoder is with the dimensions of N-256-400 for both the
datasets. The dimensions of the decoder and the corresponding
encoder are in reverse order. The model is trained with a learning
rate of 0.0001 for 30 epochs, and we saved the best model accord-
ing to the recommendation performance on the validation set. We
roughly experimented with different weights on the loss terms and
found that equal weights for the reconstruction loss and the CCA
loss worked well.

In terms of COMPLETER, we also use the same structures of the
two autoencoders as our proposed DAUC. « is the regularization
term of the entropy in the contrastive loss. We train several models
when setting the « from 1 to 10. Then we generate and evaluate
different versions of user clusters in the recommendation test on
the validation set and determine the optimal « as 9. As for the
dual prediction module, the encoders are fully connected layers
with 400-256-400 dimensions for both datasets. We set both the
weights of the reconstruction loss and the dual prediction loss as
0.1 after experiments with a different setting (0.01, 0.1, 0.2, and
0.5). The model is trained for 30 epoched, and the learning rate is
0.0001 for Adam. We added the dual prediction loss from the tenth
epoch and saved the best model according to the recommendation
performance on the validation set.

In terms of DAUC, 7 is the temperature hyperparameter that
influences the effect of the contrastive loss. We train several models
when setting the temperature to 1.0, 0.5, 0.1, and 0.01. Then we
generate and evaluate different versions of user clusters in the rec-
ommendation test on the validation set and determine the optimal
temperature as 0.5. We set A = 0.5 in the adversarial alignment for
both datasets. The proposed DAUC is trained with a batch size of
128, and the learning rate is set to 0.0001 for Adam. We trained
DAUC for 30 epochs and saved the best model according to the
recommendation performance on the validation set.

B MORE ANALYSIS OF THE OFFLINE
EXPERIMENTAL RESULTS

We notice that cold-start users’ offline metrics (i.e., Recall and
NDCG) are higher than the overall scores on both datasets, which
seems inconsistent with common intuitions as the cold-start rec-
ommendation is a more challenging problem. This is due to the
limitation of the offline replay evaluation scheme. Cold-start users
browsed fewer items in the past, and the algorithms know less about
their preferences, so the recommender systems tend to recommend
hot items in general. For example, in the Industrial dataset, the
number of distinct exposed items by cold-start users is only about
65% of all distinct exposed items, and the number of distinct clicked
items by cold-start users is only about 42% of all distinct clicked
items. This makes it easier to guess offline what items a cold-start
user clicked. Thus, the metrics seem to be higher. Also, the relative
improvements on cold-start users and overall improvements should
not be compared directly, due to the offline replay evaluations.
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