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Abstract. We study stripe formation in two-dimensional systems under directional quenching3
in a phase-di↵usion approximation including non-adiabatic boundary e↵ects. We find stripe forma-4
tion through simple traveling waves for all angles relative to the quenching line using an analytic5
continuation procedure. We also present comprehensive analytical asymptotic formulas in limiting6
cases of small and large angles as well as small and large quenching rates. Of particular interest is a7
regime of small angle and slow quenching rate which is well described by the glide motion of a bound-8
ary dislocation along the quenching line. A delocalization bifurcation of this dislocation leads to a9
sharp decrease of strain created in the growth process at small angles. We complement our results10
with numerical continuation reliant on a boundary-integral formulation. We also compare results in11
the phase-di↵usion approximation numerically to quenched stripe formation in an anisotropic Swift12
Hohenberg equation.13
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1. Introduction. We investigate the influence of boundary conditions on the17

formation of striped patterns. Striped patterns occur in many experimental setups18

[1, 5, 6, 10, 14, 29, 40, 41, 42, 44] and their existence and stability is quite well studied.19

In particular, idealized periodic striped patterns in unbounded, planar systems occur20

in families parameterized by the wavenumber, the orientation, and a phase encoding21

translations. Stability depends only on the wavenumber and instability mechanisms22

include Eckhaus and zigzag instabilities. Away from instabilities, striped phases are23

well described by a phase di↵usion equation for a phase ' which encodes the (local)24

shift of a fixed reference pattern. Local wavenumbers and orientation are encoded in25

the gradient r'. Rigorous derivations are possible in a slow modulation approxima-26

tion [13]. In a homogeneously quenched pattern-forming system, posed with small27

noisy initial conditions, the observed pattern indeed locally resembles a suitably ro-28

tated and stretched periodic pattern, away from isolated points or lines where defects29

form. More regular patterns emerge when the pattern-forming region expands in30

time, either through apical growth at the boundary of the domain, or through direc-31

tional quenching where a parameter in the system is changed spatio-temporally such32

that the parameter region where pattern formation is enabled grows temporally. Our33

interest here is with this growth scencario in an idealized situation.34

A prototypical model equation for the the formation of striped patterns is the35

Swift-Hohenberg equation36

(1.1) ut = �(�x,y + 1)2u+ µu� u
3
, (x, y) 2 R2

, u 2 R,37
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which, for µ > 0, possesses families of stable periodic striped patterns given through38

uper(kx; k) = uper(kx+ 2⇡; k), close to
p

4µ/3 cos(kx) for small µ and k ⇠ 1. Direc-39

tional quenching here refers to the situation where µ = �µ0 sign (x � cxt) for some40

µ0 & 0. For patterns with trivial y-dependence and cx = 0, there exists a family of41

“quenched” periodic patterns u with42

(1.2) |u(x)� uper(kxx� '; kx)| ! 0, x ! �1, |u(x)| ! 0, x ! +1,43

for wavenumbers obeying the strain-displacement relation kx = g(') ⇠ 1 + µ0

16
sin';44

see [30, 39].45

For positive speeds cx > 0, one observes the formation of stripes with a selected46

wavenumber. This stripe formation is enabled by time-periodic solutions u(t, x) =47

u⇤(x� cxt, kxx), with u⇤(⇠, ⇣) = u⇤(⇠, ⇣ + 2⇡) and48

u⇤(⇠, ⇣) ! uper(⇣; kx), ⇠ ! �1, u⇤(⇠, ⇣) ! 0, ⇠ ! +1.49

These solutions represent stripes parallel to the quenching interface x = cxt, with triv-50

ial y-dependence. The wavenumber kx of stripes selected by this directional quenching51

process can be computed in terms of the strain-displacement relation and e↵ective dif-52

fusivities de↵ as53

kx ⇠ kmin + k1c
1/2

x
+O(c3/4

x
), k1 = �⇣(1/2)

p
2kmin/de↵ ,54

where kmin denotes the minimum of the strain-displacement relation; see [16].55

Including possible y-dependence, one would be interested in solutions that create56

periodic patterns at a given angle relative to the quenching interface. This problem57

was analyzed in [2] when stripes are nearly perpendicular to the quenching interface58

and in [19] when stripes are almost parallel to the boundary for fixed cx > 0. Our59

focus here is on the case of stripes almost parallel to the quenching interface and small60

speeds. Most of our results are concerned with a phase-di↵usion approximation but61

we demonstrate numerically good agreement with Swift-Hohenberg computations.62

The phase-di↵usion approximation for stripes relies on writing solutions u to (1.1)63

in the form u(t, x) = uper('; k), with |rx,y'| ⇠ 1, slowly varying, and64

't = �',65

after possibly scaling x and y so that e↵ective di↵usivities agree. Of course, this as-66

sumes that the patterns considered here are away from possible instabilities, where for67

instance the Cross-Newell equations would be more appropriate. In a context of di-68

rectional quenching, such an approximation is meaningful only in the pattern forming69

region x < cxt. The equation therefore needs to be supplemented at the quenching70

line x = cxt, y 2 R, with an e↵ective boundary condition, which in particular should71

reflect the strain-displacement relation in the parallel case with cx = 0. We then72

arrive at73

(1.3) 't = �'+ cx'x, x < 0; 'x = g('), x = 0,74

where g reflects the strain-displacement relation,75

(1.4) g(') = g('+ 2⇡), g(') > 0,76

for instance g(') = 1 +  sin(') for some 0   < 1. Clearly, setting ' = '⇤(x) and77

cx = 0, we find simple a�ne profiles for any '0 2 R,78

'⇤(x) = '0 + g('0)x,79
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Fig. 1. Schematic plot of patterns with found through (1.5)–(1.8), with ky = O(1) (left), ky � 1
(center), and ky ⌧ 1 (right). Also shown on the left is the e↵ect of growth, leading to an apparent
drift of the pattern along the interface with speed cy = �kxcx/ky; see text for details. Colors chosen
to show contours of u = uper('(x, y, t)) with uper(�) = sin('); see Figure 3 for computed profiles.

corresponding to the solutions in (1.2) compatible with the strain-displacement re-80

lation. Note that (1.3) possesses a gauge symmetry that maps solutions '(t, x)81

to solutions '(t, x) + 2⇡, reflecting the periodicity of the underlying periodic pat-82

tern that is modulated through '. It does not possess a continuous symmetry83

'(t, x) 7! '(t, x) + '̄, '̄ 2 R, which would result in g ⌘ const and reflect boundary84

conditions insensitive to the crystalline microstructure. This latter situation arises at85

leading order when one derives averaged amplitude or phase equations and one can86

then think of the presence of a nontrivial flux g as a non-adiabatic e↵ect, not visible87

in averaged approximations.88

The equation (1.3) was analyzed in [16] for y-independent solutions, deriving in89

particular universal asymptotics for solutions in the cases cx ⌧ 1 and cx � 1. For90

cx ⌧ 1, excellent agreement with solutions in (1.1) and several other prototypical ex-91

amples of pattern-forming systems was found, including reaction-di↵usion, Ginzburg-92

Landau, and Cahn-Hilliard equations. For bounded initial conditions and cx > 0,93

solutions eventually become time-periodic up to the gauge symmetry, and converge94

locally uniformly to linear profiles for large negative x,95

'(t+ T, x) = '(t, x) + 2⇡, |'(t, x)� (kxx� !t)| ! 0, x ! �1, ! = cxkx,96

for some T = 2⇡

!
> 0, for given g > 0. The existence and stability of such solutions97

with the minimal, 1:1-resonant period T = 2⇡

!
was established generally in [32]. Here,98

the resonance refers to the frequency of the periodic solution 2⇡/T relative to the99

frequency of patterns generated in the far field !. In particular, subharmonic solutions100

2⇡`/T = !, ` > 1, are ruled out.101

In the two-dimensional, oblique case, these simplest resonant solutions correspond102

to traveling waves; see Figure 1. In the far field, x ! �1, we are interested in103

oblique stripes which are represented by values of the phase ' ⇠ kx(x+ cxt) + kyy =104

kxx + ky(y � cyt) with cy = �kxcx/ky. Such solutions are in fact traveling waves in105

the y-direction. We therefore focus on solutions '(x, ky(y� cyt)) to (1.3), periodic up106

to the gauge symmetry in the second argument, that is, solutions to107

0 = 'xx + k
2

y
'⇣⇣ + cx'x � kxcx'⇣ , x < 0, ⇣ 2 R,(1.5)108

0 = '(x, ⇣ + 2⇡)� '(x, ⇣)� 2⇡, x  0, ⇣ 2 R,(1.6)109

0 = 'x � g('), x = 0, ⇣ 2 R,(1.7)110

0 = lim
x!�1

|'(x, ⇣)� (kxx+ ⇣)|, ⇣ 2 R.(1.8)111
112

All solutions are in fact classical solutions since we shall assume g to be smooth. We113

will also see later that the convergence in (1.8) is in fact uniform.114

In addition to ', the system (1.5)–(1.8) includes 3 variables: the lateral periodicity115

ky, which we will assume to be positive, without loss of generality; the quenching speed116
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Fig. 2. Computed values of kx as a function of ky and cx in a compactified scale including
the limits ky = 1 and cx = 1. Surface plot (left; see §4.6 for other views) and contour plot with
limiting values and asymptotics, details in the sections referenced (right).

cx which we assume to be non-negative; and the strain kx in a direction perpendicular117

to the quenching line, which we think of as a Lagrange multiplier that compensates118

for the phase shift induced by ⇣-translations. Given kx = kx(cx, ky), one can then119

determine angle and wavenumber from the wave vector (kx, ky).120

Our main results are as follows.121

Existence for all cx � 0, ky > 0. Assuming g is smooth and 2⇡-periodic, we have122

existence.123

Theorem 1.1 (Existence). Suppose g > 0. Then for all cx � 0, ky > 0, we124

have existence of solutions to (1.5)–(1.8) with kx = Kx(ky, cx), smooth. Moreover,125

solutions are strictly monotonically increasing in ⇣.126

Using reflection symmetry, one can also find monotonically decreasing solutions. So-127

lutions are unique within this class of solutions up to the trivial translation symmetry128

in ⇣.129

We computed the function Kx(cx, ky) numerically and show the resulting graph130

in Figure 2, using an appropriate compactification of the positive quadrant cx, ky � 0.131

One sees quite distinct limiting behaviors of the surface and much of this paper is132

concerned with exploring these limits. Figure 2 includes a guide to the asymptotics133

and how they are reflected in this surface.134

Asymptotics cx ! 1. Solutions ' and wavenumbers converge as cx ! 1 with135

limiting wavenumber Kx(cx = 1, ky) independent of ky, given through the harmonic136

average of g. At finite but large cx, wavenumbers decrease from the harmonic average137

for small ky and increase for large ky, proportional to c
�2

x
at leading order.138

Asymptotics cx ! 0, ky > 0 fixed. Solutions and wavenumbers are smooth at139

cx = 0 with limit kx given by the average of g, and linear asymptotics for cx small.140

We establish asymptotics for the linear coe�cient as ky ! 0.141

Asymptotics ky ! 0, cx > 0 fixed. . Solutions are smooth (albeit likely not142

analytic) near ky = 0, cx > 0, a regime explored also in [19]. We numerically compute143

a leading-order quadratic coe�cient and explore asymptotics of this coe�cient as144

cx ! 0 numerically.145
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Fig. 3. Profiles of ' on x = 0 for ky = 2.4⇥ 10�3, kx = 0.9 (top left), and ky = 6.75⇥ 10�5,
kx = 0.7147 (bottom,left), both with cx = 10�4. Note the di↵erent scales on the horizontal axis,
showing that the jump is stronger localized for larger ky. Associated profiles of sin(') in the x� y-
plane (only part of y-region shown), showing a sharply localized defect for larger ky (top right) and
a delocalized defect for small ky (bottom right).

Asymptotics ky ! 1. In this limit of perpendicular stripes, we find again the146

average of g as the limit and asymptotics with leading-order term k
�3

y
.147

Asymptotics ky ⇠ cx ! 0. In the most striking regime close to the origin, the148

sharp peak in the surface in Figure 2, we use an inner expansion to arrive at a149

reduced problem which amounts to describing the glide motion of a dislocation-type150

defect in the y-direction under an externally imposed strain. Most interestingly, we151

identify a qualitative “phase transition” where this defect changes type, explaining152

qualitatively the shape of the surface kx(cx, ky) close to the origin. Profiles of solutions153

in this regime on the boundary and in the whole domain are shown in Figure 3,154

demonstrating in particular the phase transition corresponding to the delocalization155

of a defect near ky/cx ⇠ 2.8845; see §5.156

Numerical continuation. We illustrate results and explore the approximation157

quality of theoretical asymptotics using numerical continuation for solutions of (1.5)–158

(1.8), and also for corresponding solutions of the Swift-Hohenberg equation. We find159

good agreement with asymptotics in the phase-di↵usion equation, and a qualitatively160

similar transition near cx, ky ⇠ 0 due to defect delocalization in the Swift-Hohenberg161

equation.162

Consequences for homogenized descriptions. Thinking of the gradient of the phase163

as a macroscopic, homogenized strain variable for a crystalline phase, our results164

provide corresponding e↵ective boundary conditions through a micropscopic analysis165

of the boundary layer. The dependence kx = Kx(ky; cx) provides mixed boundary166

conditions, such that the renormalized strain � = '�Kx(ky; cx)x solves167

�t = ��+ cx�x, x < 0, �x = 0, x = 0,168

eliminating variations on the microscopic scale 1/Kx. Such a description is not pos-169

sible for cx = ky = 0, since the derivative 'x at the boundary depends on the micro-170

scopic phase variable ' and, at steady-state, there are multiple compatible equilibrium171

strain configurations. The presence of a spatial defect, ky 6= 0, or a temporal defect,172

cx 6= 0, forces selection of a unique normal strain at the boundary and allows this173

macroscopic description. From this perspective, our work establishes existence of a174

unique normal strain and analyzes in detail properties of this normal strain in various175

limiting regimes, in particular relying on properties of the spatio-temporal defect at176
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the boundary. We emphasize that these e↵ective boundary conditions are not the177

natural boundary conditions associated with minimizing a free energy density and178

“select” non-energy-minimizing strains; see §7 for a discussion of stored energies in179

the growth processes considered here and more context for wavenumber selection in180

striped phases.181

Outline. We introduce a boundary integral formulation together with a priori182

estimates and numerical setup in §2 and prove existence of oblique quenched fronts183

for all ky 6= 0, cx � 0, in §3. We derive asymptotics in the limits cx ! 0, cx ! 1,184

ky ! 0, and ky ! 1 in §4. We present an analysis near the origin ky, cx ⇠ 0 in §5185

and compare with Swift-Hohenberg in §6.186

2. Boundary integral formulation, a priori estimates, and numerical187

setup. To solve (1.5),(1.6), and (1.8), we first set188

(2.1)  (x, ⇣) := '(x, ⇣)� (kxx+ ⇣),189

which gives190

0 =  xx + k
2

y
 ⇣⇣ + cx x � kxcx ⇣ , x < 0, ⇣ 2 R,(2.2)191

0 =  (x, ⇣ + 2⇡)�  (x, ⇣), x  0, ⇣ 2 R,(2.3)192

0 =  x � g( + ⇣) + kx, x = 0, ⇣ 2 R,(2.4)193

0 = lim
x!�1

 (x, ⇣), ⇣ 2 R.(2.5)194
195

Next, writing Fourier series  (x, ⇣) =
P

`2Z  
`(x)ei`⇣ transforms (2.2) into196

(2.6)
d2

dx2
 
` + cx

d

dx
 
`
� k

2

y
`
2
 
`
� kxcxi` 

` = 0,197

with198

(2.7)  
`(x) =

X

±
 
`

±e
⌫
`
±x

, ⌫
`

± = �
cx

2
±

r
c2
x

4
+ k2

y
`2 + cxkxi`, ` 6= 0,199

where we use the standard cut at R� in the square root and restrict to cx � 0. For ` 6=200

0, decay (2.5) requires  `

� = 0. For cx = ` = 0, solutions are a�ne,  0(x) =  
0

0
+ 0

1
x,201

and we can set  1

0
= 0 since this part of the solution is already parameterized by the202

ansatz (2.1) through the parameter kx. For cx > 0, ` = 0, convergence as in (2.5)203

implies  0(x) ⌘  
0

0
= 0. Evaluating  x at x = 0 and substituting into (2.4) then204

reduces (2.2)–(2.5) to the boundary-integral equation205

(2.8)
0 = D+(@⇣ ; cx, kx, ky) � g( + ⇣)+kx,  (⇣) =  (⇣+2⇡), D+(i`; cx, kx, ky) = ⌫

`

+
,206

where the operator D+ is understood as a Fourier multiplier acting through multi-207

plication by ⌫`
+

on Fourier series. One readily confirms that D+ : H1

per
⇢ L

2
! L

2208

is a closed, sectorial operator as a relatively compact perturbation of ky|@⇣ |, with209

compact resolvent and spectrum with strictly positive real part except for the simple210

eigenvalue � = 0 associated with constant functions. The definition of D+ extends to211

cx = 0 in natural agreement with our problem. For later puposes, we also introduce212

the associated pseudo-di↵erential operator D� through D�(i`; cx, kx, ky) = ⌫
`

�.213
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Lemma 2.1. For any periodic and smooth flux g, there exists an a priori bound214

C1(g, cx, ky,m) such that any solution to (2.8) with  (0) 2 [0, 2⇡) satisfies215

k kCm + |kx|  C1.216

Moreover, C1 is uniformly bounded for fixed m and � > 0 such that |ky| > �, kgkCm 217

1/�.218

Proof. Since the average �
R
D+ = 0, �

R
= 1

2⇡

R
, vanishes and |g|1  Cg, we find219

an a priori bound |kx|  �
R
|g( (⇣) + ⇣)|. This in turn gives an L

1 a priori bound on220

D+ and, using the regularizing properties of D+ and a bootstrap, the desired a priori221

bound on  . Uniformity of C1 follows readily from the fact that the pseudo-inverse222

of D+ is uniformly bounded from L
2 into H

1/2 as long as ky is outside a neighborhood223

of the origin.224

Numerical setup. We solve (2.8) numerically for the variables  and kx, with225

parameters cx and ky, and adding a phase condition
R
 (⇣) exp(�⇣2/�)d⇣ = 0. The226

resulting nonlinear equation is evaluated using fast Fourier transform. A Newton227

method, using gmres to solve the linear equation in each Newton step was found228

to converge robustly even for poor initial guesses. Most of the solutions were then229

computed using secant continuation in ky for fixed cx with adaptive control of the230

continuation step. During each step, we control for the number of Fourier modes231

by ensuring that amplitudes in high Fourier modes is below a tolerance, which we232

found to have little e↵ect once below 10�4. Step sizes are very small and numbers233

of Fourier modes grow when cx, ky ⇠ 0, due to large gradients in the profile. We234

address this regime directly using an inner expansion and a slightly di↵erent ansatz235

function in §5. The code was implemented in matlab and Newton iterations for large236

sizes N � 218 were carried out on a Nvidia GV100 GPU. All numerical results use237

g(') = 1 +  sin(') with  = 0.3 unless otherwise noted.238

3. Existence in the phase-di↵usion approximation. In this section, we239

prove Theorem 1.1. Throughout we write �
R
= 1

2⇡

R
for the average integral. For this,240

we perform a homotopy, introducing g⌧ (u) := ⌧g(u) + (1� ⌧)�
R
g. Clearly, g⌧ satisfies241

all the assumptions of Theorem 1.1 for ⌧ 2 [0, 1], in particular g⌧ > 0. Let I ⇢ [0, 1]242

be the set of values where the conclusion of Theorem 1.1 holds. We will show below243

that244

(i) 0 2 I; (ii) I is closed; (iii) I is open.245

Together, this implies that I = [0, 1] and establishes Theorem 1.1. This general246

strategy of proof was used in [32] for the case ky = 0, although the proof there was247

based directly on the parabolic equation rather than the boundary-integral formula-248

tion which we shall exploit here.249

To show (i), we set kx = �
R
g and  = 0, such that ' is strictly monotone.250

To show (ii), take a sequence of solutions  n with wavenumbers kn
x
for converging251

values ⌧n ! ⌧
1. We may assume, possibly adding multiples of 2⇡, that  n(0) 2252

[0, 2⇡). By Lemma 2.1, we can assume that  n
!  

1 and k
n

x
! k

1
x
, possibly253

passing to a subsequence. The limit then solves (2.2)–(2.5). It remains to show that254

the limit '1 =  
1 + ⇣ is strictly monotone. Clearly, ( 1)0 � �1 by uniformity of255

the limit. We argue by contradiction. Suppose therefore that ( 1)0(⇣0) = �1. Note256

that v = ( 1)0+1 solves (2.2), (2.3), and (2.5), together with the linearized boundary257

conditions258

0 = vx � g
0
⌧1( 1 + ⇣)v, x = 0, ⇣ 2 R,259

and has v(⇣0) = 0, v⇣(⇣0) = 0, v⇣⇣(⇣0) � 0. Extending into x < 0 and using the260

7
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boundary condition gives vx(⇣0) = 0 and, using the equation, vxx  0. On the other261

hand, since �
R
v > 0 at x = 0, v(⇣, x) ! �

R
v|x=0 > 0, a constant. Since interior minima262

are excluded by the maximum principle, the minimum of v is necessarily located at263

the boundary x = 0, ⇣ = ⇣0, which however implies vx(⇣0) > 0 by the Hopf boundary264

lemma, a contradiction.265

It remains to show (iii) for any g⌧ . Therefore, first notice that the linearization266

of (2.8) at any profile  ⇤,267

L⇤v = D+(kx)v � g
0
⌧
( ⇤ + ⇣)v,268

is Fredholm of index zero with  
0
⇤(⇣) + 1 belonging to the kernel. We claim that269

the kernel is indeed one-dimensional and that the derivative of (2.8) with respect to270

kx, D0
+
(kx) ⇤, does not belong to the range. Together, this then establishes (iii) via271

the Implicit Function Theorem since the linearization with respect to ( , k) is onto.272

Suppose first that there is a function v in the kernel that is not a multiple of  0
⇤(⇣)+1.273

Then we can find a linear combination that is non-negative but not strictly positive,274

that is, a function w in the kernel with w(⇣0) = 0, w(⇣) � 0, and �
R
w � 0. Arguing as275

in (ii), we can then obtain a contradiction from the maximum principle. It now only276

remains to show that there does not exist a nontrivial solution to277

(3.1) D+(kx)v � g
0
⌧
( ⇤ + ⇣)v = �D

0
+
(kx) ⇤ � 1,278

where we suppressed the dependence of D+ on its arguments other than kx. Note279

that in the case cx = 0, D0
+
= 0, D+ is self-adjoint, with cokernel  0

⇤ + 1, such that280

the right-hand side of (3.1) has nonzero scalar product with the cokernel and hence281

does not belong to the range. We shall therefore assume in the sequel that cx > 0.282

The boundary integral equation (3.1) is equivalent to the elliptic equation283

0 = vxx + k
2

y
v⇣⇣ � cxkxv⇣ + cxvx, x < 0,(3.2)284

0 = vx � g
0
⌧
( + ⇣)v +D

0
+
(kx)v + 1, x = 0.(3.3)285286

We claim that the existence of a solution to (3.3) is equivalent to the existence of287

a generalized eigenvector in an associated elliptic problem, which will then lead to288

a contradiction. Consider therefore the eigenvalue problem associated with our lin-289

earization290

0 = vxx + k
2

y
v⇣⇣ � cxkxv⇣ + cxvx � �v, x < 0,(3.4)291

0 = vx � g
0
⌧
( + ⇣)v, x = 0,(3.5)292293

with solution v =  
0
⇤+1 at � = 0. Existence of a generalized eigenvector then amounts294

to a solution v to295

0 = vxx + k
2

y
v⇣⇣ � cxkxv⇣ + cxvx � cx( 

0
⇤ + 1), x < 0,(3.6)296

0 = vx � g
0
⌧
( + ⇣)v, x = 0,(3.7)297298

or, setting v = w + x,299

0 = wxx + k
2

y
w⇣⇣ � cxkxw⇣ + cxwx � cx 

0
⇤, x < 0,(3.8)300

0 = wx � g
0
⌧
( + ⇣)w + 1. x = 0.(3.9)301302

Solving the first equation using Fourier series in ⇣ and a variation-of-constant formula303

exploiting boundedness as x ! 1, we find after a short calculation304

wx(0) = D+w(0) + (D+ �D�)
�1

cx 
0
⇤|x=0,305
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which is equivalent to (3.3). This however contradicts the simplicity of the first306

eigenvalue of the elliptic operator defined in (3.3).307

4. Asymptotics near the boundaries of {ky > 0, cx > 0}. We derive asymp-308

totics in the regular and singular limits when either cx or ky tend to 0 or infinity.309

4.1. The case cx = 0. In this case, we can multiply (2.8) by  0
⇤+1 and integrate310

over ⇣ 2 [0, 2⇡] to find311

0 =

Z

⇣

(( 0
⇤ + 1)D+ ⇤ � ( 0

⇤ + 1)g( ⇤ + ⇣) + ( 0
⇤ + 1)kx)312

= 2⇡(kx ��

Z

'

g(')),313
314

where we used that D+ is a symmetric operator with kernel spanned by the constant315

functions to see that the first summand vanished, and monotonicity of  ⇤ + ⇣ to316

transform the second summand into an integral over '. As a consequence kx = �
R
g317

is a priori known; see also [26, 2, 3], where this wavenumber selection mechanism was318

derived from Hamiltonian identities.319

4.2. The limit cx ! 0. We suppose that ky > 0 and study the limit cx ! 0.320

Since the operator D+(cx) is continuous in the limit cx = 0 as a map from H
1 into L

2,321

this limit is a regular perturbation problem. Using in addition that the linearization
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0.9

1

0 0.1
0

5

10

15

20

-15 -10 -5 0

0

5

10

15
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Fig. 4. Left: Strain as a function of small growth rates comparing numerical continuation
with theory (4.1), where the H̊

1/2-norm was computed numerically. Right: Asymptotics for the
H̊

1/2-norm as ky ! 0, comparing with theory (4.2), best fit for O(1) terms.

322
at a profile, including the parameter kx as a variable, is onto, we conclude that we323

can formally expand the solution in cx,324

 ⇤(⇣; cx) =  ⇤(⇣; 0) + cx 1(⇣) +O(c2
x
), kx = kx,0 + cxkx,1 +O(c2

x
), kx,0 = �

Z
g.325

Inserting this expansion into the equation and taking the scalar product with the326

kernel of the linearization  0
⇤+1 gives at order cx, expanding D+ = D

0

+
+cxD

1

+
+O(c2

x
),327

D
1

+
(`) = 1

2
(�1 + ikx,0

ky
sign(`)), ` 6= 0, sign(0) = 0,328

0 =

Z

⇣

( 0
⇤ + 1)

�
D

1

+
 ⇤ + kx,1

�
329

= 2⇡

✓
kx,1 +

kx,0

2ky
k ⇤k

2

H̊1/2

◆
,330

331
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where we used
R
 ⇤ = 0 and set k ⇤k

2

H̊1/2 = �
R
 |@⇣ | , which gives332

(4.1) kx = kx,0 +

✓
�
kx,0

ky
k ⇤k

2

H̊1/2

◆
cx

2
+O(c2

x
), kx,0 = �

Z
g.333

Formally setting ky = cx = 0, we find that D+ = 0 and a solution  0,⇤ = �⇣ mod 2⇡334

which does not belong to H̊
1/2. Writing the equation as  = (1 + D+)�1

 + g � kx335

leads to the prediction  ⇤ ⇠ (1 + ky|@⇣ |)�1
 0,⇤ with336

(4.2) k ⇤k
2

H̊1/2 ⇠ �2 log(ky) +Oky (1).337

In particular, we expect a strong initial stretching , that is, a decrease in kx with cx338

proportional to �2cx| log(ky)|/ky.339

Computed solutions kx are compared with the asymptotic prediction in Figure340

4, where we also show agreement between the asymptotic prediction for the linear341

coe�cient and the asymptotic formula (4.2).342

4.3. The limit cx ! 1. We suppose that ky > 0 and study the limit cx ! 1.343

We therefore set cx = "
�1 and formally expand344

D+(`; ") = ikx`+ (k2
x
+ k

2

y
)`2"+ (2i`kx(`2k2

x
+ `

2
k
2

y
))"2 +O("3).345

We start by considering the case " = 0, where D+(@⇣ ; 0) = kx@⇣ . As a consequence,346

at " = 0, the solution  =  
0 + ⇣ solves the ordinary di↵erential equation347

(4.3) kx 0,⇣ = g( 0),  0(⇣ + 2⇡) =  0(⇣) + 2⇡,348

with implicit solution from separation of variables. In particular, the wavenumber at349

infinity is the harmonic average of the nonlinearity,350

kx,0 =

✓
�

Z
(g(v))�1

◆�1

.351

The linearization at " = 0,  0 is352

L
0
v = kx,0v⇣ � g

0( 0)v,353

which we consider as a Fredholm operator of index zero from H
1

per
into L

2. The354

derivative of (4.3) with respect to kx is  0,⇣ which does not belong to the range, so355

that the linearization is, as in the case of finite cx discussed in §3, onto and we can356

use the Implicit Function Theorem to solve. Since the equation is not smooth in ",357

one needs to be somewhat careful. We therefore first expand formally,358

kx = kx,0 + kx,1"+ kx,2"
2 +O(3),  =  0 +  1"+  2"

2 +O(3),359

where  j , j > 1 are periodic, and substitute into (2.8). At first order, we find360

(4.4) L
0
 1 +

�
kx,1 0,⇣ �

�
(kx,0)

2 + k
2

y

�
 0,⇣⇣

�
= 0.361

Integrating against the adjoint kernel 1/ 0,⇣ we see that kx,1 = 0 since, using the362

chain rule to compute  0,⇣⇣ and changing integration to  instead of ⇣,363

Z
2⇡

0

 0,⇣⇣

 0,⇣

d⇣ =

Z
2⇡

0

g
0( )

g( )
d = 0,364
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by periodicity of log(g( )). We can then solve for  1 as365

(4.5)  1 =
(kx,0)2 + k

2

y

kx,0
log( 0,⇣) 0,⇣ =

(kx,0)2 + k
2

y

(kx,0)2
log

✓
g( 0)

kx,0

◆
g( 0).366

At order "2, we find367

L
0
 2 +

⇣
kx,2 0,⇣ �

1

2
g
00( 0)( 1)

2 + 2kx,0
�
(kx,0)

2 + k
2

y

�
 0,⇣⇣⇣ + kx,1 1,⇣

� 2kx,0kx,1 0,⇣⇣ �
�
(kx,0)

2 + k
2

y

�
 1,⇣⇣

⌘
.

(4.6)368

Using that kx,1 = 0, integrating against the kernel of the adjoint 1/ 0,⇣ , and changing369

variables of integration gives370

kx = kx,0 + kx,2c
�2

x
+O(c�4

x
),371

with372

kx,2 = �

Z n1
2
g
00( 0)( 1)

2
� 2kx,0

�
(kx,0)

2 + k
2

y

�
 0,⇣⇣⇣ +

�
(kx,0)

2 + k
2

y

�
 1,⇣⇣

o

⇥
1

( 0,⇣)2
d 0,

(4.7)373

where one substitutes374

 0,⇣ =
1

kx,0
g( 0),

 0,⇣⇣ =
1

(kx,0)2
g
0( 0)g( 0),

 0,⇣⇣⇣ =
1

(kx,0)3
�
g
00( 0)(g( 0))

2 + (g0( 0))
2
g( 0)

�
,

(4.8)375

and uses equation (4.5).376

The resulting integrals can be evaluated numerically for specific choices of g(v).377

We found that for g(v) = 1 +  sin(v), || < 1, kx,2 is monotonically increasing as a378

a function of ky, kx,2 < 0 for ky = 0 and 0 < kx,2 ⇠ k
4

y
for ky large. More explicitly,379

the integrals can be evaluated to order 4 for g(') = 1 +  sin('), yielding380

(4.9) kx(cx) =
p
1� 2 +

1

2

✓

2(�1 + k

4

y
) +

1

4

4(3 + 5k4

y
) +O(6)

◆
c
2

x
+O(c4

x
).381

This proves in particular that, at least for small , the monotonicity of kx as a function382

of cx changes, that is, kx,2 changes sign, to leading order at ky = 1.383

Figure 5 shows numerically computed values of kx compared with asymptotics for384

large cx, for several values of ky, and demonstrates the sign change of the second-order385

coe�cient kx,2 in a comparison with (4.9).386

In order to make this expansion rigorous, we rewrite the equation as387

(4.10) (1�D+,1(", ⇣))D
0

+
 � g( ) + kx = 0.388

The operator (1 � D+,1(", ⇣)) is bounded invertible on L
2 as a direct inspection of389

the Fourier symbol shows. Moreover, it is continuous at " = 0 as an operator from390

11

This manuscript is for review purposes only.



10 30 50

0.94

0.96

0.98

1

0 2 4 6 8
-15

-10

-5

0

0 0.5 1 1.5
-0.2

-0.1

0

0.1

0.2

0.6 0.8 1

-0.01

0

0.01
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comparison on of kx�kx,1 and cx on log-scales. Right: Leading-order coe�cient kx,2 as a function
of ky through numerical evaluation of (4.7), (solid), and explicit approximation (4.9),

H
1 to L

2, again via a direct inspection of the Fourier symbol, with limit the identity.391

Therefore, (4.10) can be written as392

F ( , kx) := D
0

+
 � (1�D+,1(", ⇣))

�1(g( � kx) = 0,393

where F : H1
⇥ R ! L

2 is continuous in " at " = 0. The Implicit Function Theorem394

then guarantees the existence of solutions for " > 0, small, with leading-order terms395

 
0
, kx,0. Substituting subsequently higher-order expansion, one can proceed in a396

similar fashion to establish validity of the expansion to any fixed order.397

4.4. The limit ky ! 0. We follow the strategy from the previous section and398

find at O(2),399

0 = �

Z
 
ad
�
c
2

x
+ 4cxkx,0@⇣

��1/2

( 0,⇣⇣ � cxkx,2 0,⇣) d⇣,400

where  ad is the (unique up to scalar multiples) periodic solution to the adjoint401

equation D+(�@⇣) 0 � g
0( 0) 0 = 0. Unfortunately, the solution to the adjoint402

equation does not appear to be readily expressible in terms of  0 so that we will rely403

on numerical methods to evaluate the integral and obtain coe�cients kx,0 and kx,2 in404

the expansion405

(4.11) kx = kx,0 + kx,2k
2

y
+O(k4

y
).406

The numerically computed results shown in Figure 6 show good agreement up to407

a sharp transition value that we shall discuss in §5.408

Numerically, we find that the quadratic coe�cient kx,2 decreases with cx in a409

monotone fashion, converges to 0 as cx ! 1 and to 1 for cx ! 0, with power law410

asymptotics kx,2 ⇠ c
��

x
, � ⇠ 1/2. Asymptotics are well captured through411

(4.12) kx,2 = c
�1/2

x
(c1 log(cx) + c2);412

fitting c1 and c2 for cx 2 [5·10�6
, 1·10�5] provides excellent agreement for a wide range413

of cx-values; see Figure 6. We did not attempt to justify asymptotics but provide a414

conceptual explanation in §5.415
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4.5. The limit ky ! 1. Expanding in inverse powers " = 1/ky, we find formally416

at orders �1, 0, 1,417

O(�1) : |@⇣ | 0 = 0,418

O(0) : |@⇣ | 1 + kx,0 �
cx

2
 0 � g( 0 + ⇣) = 0,419

O(1) : |@⇣ | 2 �
1

2
cx 1 +

1

8
|@⇣ |

�1
�
c
2

x
+ 4cxkx,0@⇣

�
 0 + (kx,1 � g

0( 0 + ⇣) 1) = 0.420
421

At O(�1), we set  0 = 0, which gives at O(0),422

kx,0 = �

Z
g,  1 = |@⇣ |

�1(g ��

Z
g).423

Substituting the result into the equation at O(1) yields424

|@⇣ | 2 �
1

2
cx 1 + (kx,1 � g

0(⇣) 1) = 0,425

which upon averaging gives426

kx,1 = �

Z
g
0(⇣)|@⇣ |

�1(g(⇣)��

Z
g) = 0,427

which can be readily seen upon expanding g in Fourier series, and428

 2 = |@⇣ |
�1

✓
(g0 +

1

1
cx) 1

◆
.429

Assuming that g
0 is even, for instance g = 1 +  sin(v), we see that  1 and  2 are430

both odd. At the next order, we find431

kx,2 = �

Z ✓
(�

1

2
cx � g

0(⇣)) 2 � 4g00(⇣)( 1)
2

◆
,432

which vanishes when g
0 is even. Continuing further the expansion, we find that the433

even part of  3 is nonzero,434

 3,e = |@⇣ |
�3

✓
�
1

2
cxkx,0g

0(⇣)

◆
,435

and therefore436

kx,3 = �

Z
 3g

0
6= 0.437

In the specific case g(v) = 1 +  sin(v), we find438

(4.13) kx = 1 + kx,3k
3

y
+O(k4

y
), kx,3 = �

1

4
cx

2;439

see Figure 6 for comparison with directly computed solutions. Note in particular440

that the asymptotics become steeper as cx increases, accommodating thus for the441

mismatch of limiting values,442

�

Z
g = lim

ky!1
lim

cx!1
kx 6= lim

cx!1
lim

ky!1
kx =

✓
�

Z
g
�1

◆�1

;443

compare also the graphs in Figure 7.444
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4.6. Qualitative summary and numerical explorations. In the specific case445

of g(v) = 1 +  sin(v), the asymptotics described above coincide well with numerical446

computations and predictions from the asymptotics give a good qualitative overall447

picture.448

Behavior for fixed ky. Fixing ky small, we discuss the curve kx(cx). By the449

integral identities above, kx(0) = 1 and k
0
x
(0) < 0, while kx(1) < 1, monotonically450

increasing for ky < k
⇤
y
and monotonically decreasing for ky > k

⇤
y
, cx � 1. The451

asymptotics are therefore compatible with globally monotonically decreasing kx(cx)452

for ky > k
⇤
y
and with kx(cx) having a unique minimum for some finite cx(ky) for453

ky < k
⇤
y
. This simple behavior with unique minimum or simple monotonicity is454

indeed what we observe numerically.455

Behavior for fixed cx. From the analysis above, we found kx(1) = 1 and kx456

monotonically increasing for large ky (4.13). For ky = 0, the asymptotics and nu-457

merical analysis in [16] predict 1 �  < kx(0) < 1. The asymptotics with numerical458

evaluations of the relevant integrals predict that kx is monotonically increasing for459

ky ⇠ 0, as well. Curves kx(ky) computed numerically are in fact monotonically in-460

creasing on ky � 0, albeit with a characteristic transition that we will discuss in the461

next section.462

Behavior as ky ! 0. One notices that the limit of curves kx(cx) as ky ! 0 is463

not regular. In fact, at ky = 0, the results in [16] show a monotone curve kx =464

1 �  + O(
p
cx), and kx 2 [1 � , 1 + ] for cx = 0. For ky > 0 curves kx(cx) are465

non-monotone and appear to converge to this limiting set (cx, ky) 2 0 ⇥ [1 � , 1 +466

] [ {(cx, kx(cx)), cx > 0}.467

Summary. Rephrasing our findings in terms of strain, measured through the de-468

viation of kx from the equilibrium strain kx = 1, induced on stripes through forced469

growth at rate cx and imposed angle determined by ky, we can summarize our findings470

as follows.471

1. for small angles, ky ⇠ 0, slow growth creates the largest residual strain in the472

stripes. For zero angles, ky = 0, the strain decreases with increased growth473

rate, but for small angles the residual strain first increases with cx before474

faster growth reduces strain;475

2. for fixed growth rate, residual strain decreases with increasing angles;476
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3. for larger angles, strain increases with growth rate.477

The induced strain at ky = 0 can be understood as a non-adiabatic e↵ect, pro-478

portional to  which measures the non-adiabaticity, that is, the size of terms that479

do not commute with the phase averaging symmetry ' 7! ' + const. Stripes are480

stretched maximally for small speeds, repeated stripe nucleation helps release stress481

with increased growth rate as described in [16]. For small angles, an e↵ect similar to482

zero angle can be observed, with the caveat that for very small speeds, the gliding of a483

localized boundary defect along the growth interface can mediate the growth process484

with little residual stress. Increasing the rate of growth increases the glide speed of485

the defect and thereby residual strain. Yet stronger growth leads to a phase transition486

in the nature of the boundary defect that leads to delocalization and decreased strain.487

Increasing the angle through ky reduces the non-adiabaticity, up to the point488

where stripes perpendicular to the boundary can grow without deformation at the489

interface, ky = 1, not creating any strain. Figure 7 shows the surface kx(ky, cx) from490

di↵erent angles, exhibiting the singularities that occur in the compactification at the491

boundaries cx, ky 2 {0,1}.492

Fig. 7. Surface kx as a function of ky and cx. Plots use ky/(1 + ky) and cx/(1 + cx) as
coordinates to include the limits cx = 1 and ky = 1 at 1; see also mod space all.mp4 in the
supplementary materials.

5. Asymptotics near the origin. The strain in a large region of parameter493

space is simply monotone and fairly simple asymptotics explain the behavior. The494

most intriguing, non-monotone dynamics occur in a vicinity of cx = ky = 0. In495

this regime, profiles ' converge to step-like functions in ⇣; see Figure 3. An inner496

expansion of the layer-type solution reveals an interesting transition that sheds light497

on the asymptotics in this region.498

We scale in (2.2)–(2.5) for an inner expansion at the heteroclinic ky = k̃y", cx = "499

and @⇣ = "@z, and obtain, expanding the Fourier symbol D+, at leading order500

(5.1)

D = g( )� kx, y 2 R,  (�1)+ 2⇡ =  (+1) =  ⇤, D =
q

�k̃2
y
@zz + kx@z,501

where D now is defined as a Fourier multiplier for functions on the real line rather than502

periodic functions. This equation does have a local interpretation as a traveling-wave503

solution  =  (k̃yy + kxt, x) to the heat equation with nonlinear boundary flux,504

 t = � , x < 0, y 2 R,  x = g( )� kx, x = 0, y 2 R.505

Such traveling waves have been studied in [9], establishing in particular existence and506

monotonicity properties for solutions  (y � ct), with c = c(kx) for |kx � 1| <  when507

g( ) = 1 +  sin( ). Rescaling y = z/ky shows that these traveling solutions give508
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solutions to (5.1) whenever509

(5.2) ky =
kx

c(kx)
.510

Moreover, monotonicity of c in kx from [9] implies that ky is monotonically increasing511

as a function of kx with minimum k
⇤
y
, such that we can rewrite (5.2) as512

(5.3) kx = k
f

x
(ky), for ky > k

⇤
y
.513

For 0 < ky < k
⇤
y
, we conjecture the existence of heteroclinic solutions with kx =514

min g('), asymptotic to argmin g(') and argmin g(')+2⇡. In particular, the selected515

kx is constant at leading order.516

Below, we provide numerical evidence for our predictions.517

Computing heteroclinic orbits in (5.1). We focus on the specific case g( ) =518

1 +  sin . In order to solve (5.1), we rely on Fourier transform. We therefore519

write  =  s +  ̃ with  s(z) =  ⇤ + 2arctan(z). The profile  s(z) accounts for the520

heteroclinic structure such that  ̃ can be chosen to be periodic. The asymptotic state521

is (necessarily) chosen such that g( ⇤) = kx, g0( ⇤) � 0. The choice of arctan(z) is522

motivated by the fact that the action of the integral operator is explicit,523

R(z; kx, k̃y) := D s(z) =
2
p
⇡k̃y

1 + z2
Re

 
(1 + i)U

 
�
1

2
, 0,

kx(�i + z)

k̃2
y

!!
,524

where U is the confluent hypergeometric Kummer-U function. We then solve525

D(kx, k̃y) ̃ +R(kx, k̃y)� g( s +  ̃) + kx = 0,526

with periodic boundary conditions on a large domain |z|  L together with a phase527

condition
R
 ̃(z)e�z

2

dz = 0 and with kx as a Lagrange multiplier using a Newton528

method and secant continuation in ky. The spectral discretization gives accuracy529

of 10�6 for moderate e↵ective discretization sizes of 0.1. Solutions decay however530

only weakly with z
�1/2, z ! �1, and z

�3/2 for z ! +1. We found accuracy of531

10�6 for domain sizes L ⇠ 106 using N = 224 ⇠ 107 Fourier modes. The code was532

implemented in matlab and ran on an Nvidia GV100 graphics card allowing for fast533

evaluation of the large discrete Fourier transforms. The Kummer-U function was534

evaluated and tabulated in mathematica and interpolated in matlab, since direct535

evaluation in matlab is slow.536

Results from the computation of heteroclinic orbits are shown in Figure 9, left537

upper panel, showing a characteristic transition from increasing values kx(k̃y) for538

moderate k̃y to constant kx for small k̃y. At the transition value, the heteroclinic539

orbit delocalizes, the amplitude of  y decreases. In the limit ky ! 1, we find the540

“Hamiltonian” picture, with kx = 1.541

The computed values of kx compare well with the selected values in the selection542

problem periodic in y, as shown in Figure 8. Selected wavenumbers kx as function of543

the scaled wavenumber ky/cx, computed for fixed values of cx ⌧ 1 through continu-544

ation in ky ! 0, converge to the limiting curve given by the heteroclinic orbit.545

The nonlocal problem is related to the Weertman equation that is used to describe546

the glide motion of dislocations; see [22] and references therein. In fact, the nonlocal547

Weertman equation can be obtained by replacing our nonlinear fluxes by a dynamic548

(Wentzel) boundary conditions,549

't = �', x < 0; 't = �'x + g('), x = 0.550
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by factors 8/9 and with the selected ky from the heteroclinic continuation for comparison. Right:
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particular that the values are almost independent of k̃y < 2, below the heteroclinic bifurcation. For
such small values, kx ⇠ 0.7 + 1.52

p
cx in good agreement with [16].

Our numerical methods in fact resemble the approach taken in [23], although pseudo-551

di↵erential operators are more di�cult in our case and the emphasis in [22] is on552

the time-dependent initial-value problem. We conclude this analysis with a heuristic553

explanation of the transition from a sharply localized defect selecting strains kx to554

a delocalized heteroclinic selecting minimal values of kx, through analogy to a local555

di↵erential equation.556

Comparison with local heteroclinic bifurcations. A qualitatively equivalent picture557

emerges when the nonlocal pseudo-di↵erential operator D is replaced by a local opera-558

tor Dloc = �k̃
2

y
@zz+kx@z. In this case, elementary phase plane analysis establishes the559

existence of heteroclinic orbits to Dloc = 1+  sin( )� kx. Rescaling ky@z = @y, we560

find the traveling-wave equation to the (asymmetric) parabolic Sine-Gordon equation,561

(5.4) uyy + cuy = 1 +  sin(u)� kx, c = kx/ky.562

For kx = 1 we have c = 0 and a heteroclinic between u = 0 and u = 2⇡. The563

heteroclinic is transversely unfolded in the parameter c and we can in fact continue564

the heteroclinic with c = c(kx) monotonically increasing as kx is decreasing, until565

kx = 1� . For c � 1, we find at leading order, after a reduction to a slow manifold,566

cuy = 1 +  sin(u)� kx,567

which possesses heteroclinic orbits for kx = 1�, connecting the saddle-node equilibria568

u = �⇡/2 mod 2⇡. These heteroclinics between saddle-node equilibria are robust up569

to a heteroclinic codimension-two bifurcation [12, 4]. The associated phase-portraits in570

the u�uy–plane are shown in Figure 10 and can be easily confirmed using elementary571

phase-plane analysis and monotonicity in c.572

6. Comparison with an anisotropic Swift-Hohenberg equation. Return-573

ing to the motivation by striped patterns, we now study the formation of striped pat-574

terns in a directionally quenched Swift-Hohenberg equation. The phase-di↵usion ap-575

proximation with nonlinear boundary fluxes given by the strain-displacement relation576
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Fig. 9. Selected wavenumbers in nonlocal (5.1) and local (5.4) problems (left top and bottom,
resp.) for several values of . Both show the distinct transition to a flat regime for small ky, where
the nature of the heteroclinic changes and prevents further increase of the deviation from equilibrium
strain kx = 1. The transition in the local case can be understood as a heteroclinic flip bifurcation
with phase portraits depicted on the right, with the flat piece of the kx � �ky graph corresponding
to the saddle-node heteroclinic at the bottom and the transition occurring at the heteroclinic flip
bifurcation.

was shown to be a correct approximation in the case cx = 0 in [39], for y-independent577

patterns. Considering patterns in two spatial dimensions, one notices that patterns578

selected for cx ⌧ 1 and ky ⌧ 1 have wavenumber k < 1 and are zigzag unstable;579

see again, for instance, [39]. As a consequence, a phase-di↵usion approximation for580

dynamics of these patterns would yield a negative e↵ective di↵usion coe�cient in the581

direction along stripes and higher-order corrections as in the Cross-Newell equation582

are necessary to fully capture dynamics; see for instance [33].583

We therefore focus on the quenched anisotropic Swift-Hohenberg equation,584

(6.1) ut = �(1 +�x,y)
2
u+ �@yyu+ µu� u

3
,585

used in [7, 11, 20, 24, 25, 27, 31, 36, 37] to describe nematic liquid crystals, elec-586

troconvection, ion bombardment, surface catalysis, or vegetation patterns; see also587

[21] for an analysis of dislocations in this model. For � > 0, the anisotropic term588

suppresses the zig-zag instability in stripes with wavenumbers k . 1. For su�ciently589

large � all wavenumbers within the strain-displacement relation, k 2 (kmin, kmax),590

with kmax = max g(�), are stabilized. In the following, we first derive a phase-591

di↵usion approximation and nonlinear fluxes in the form studied in this paper from592

the anisotropic Swift-Hohenberg equation, and then describe a numerical approach593

to computing striped patterns created in directional quenching, with the goal of com-594

paring the numerical results to the quantitative predictions from the phase-di↵usion595
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Fig. 10. Profiles of derivatives @y' (top) and @x in unscaled variables y for values of k̃y =

ky/cx, cx = 10�4, passing the heteroclinic bifurcation. Profiles are roughly constant for large k̃y

(left inset) but rapidly delocalize past the heteroclinic transition with long tails to the left of the peak;
amplitude of profiles rapidly decreases past heteroclinic bifurcation (right inset). Normal derivatives
also delocalize but always peak at minimal and maximal strain.

approximation. Throughout, we focus on the regime 0 < cx, ky ⌧ 1 and use a596

quenched parameter of the form µ = �µ0 tanh((x� cxt)/�) with � = 0.5.597

Derivation of phase di↵usion in anisotropic Swift-Hohenberg. Focusing on nearly598

parallel stripes with constant parameter µ, we use the parabolic scaling µ = ✏
2
, x =599

✏x̃, y = ✏ỹ, t = ✏
2
t̃, and substitute the ansatz u(x, y, t) = "A

�
x̃, ỹ, t̃

�
e
ix + c.c. into600

(6.1) to obtain, at leading order, an anisotropic Ginzburg-Landau equation601

(6.2) A
t̃
= 4Ax̃x̃ + �Aỹỹ +A� 3A|A|

2
.602

Introducing polar coordinates A = Rei�̃ and expanding near R = 1/
p
3, �̃ = 0, one603

finds an exponentially damped equation for R and an anisotropic di↵usion equation604

for �̃,605

(6.3) �̃
t̃
= 4�̃x̃x̃ + ��̃ỹỹ.606

Note that this equation is again invariant under the parabolic scaling such that we607

may consider (6.3) in the original coordinates t, x, y to describe patterns in (6.1).608

We next turn to the e↵ect of the spatial quenching. At the order of the Ginzburg-609

Landau equation, one does not capture the non-adiabatic e↵ects of the parameter610

jump. We use the expression for the strain-displacement relation from [39] for the611

strain-displacement relation in the one-dimensional case, una↵ected by the anisotropic612

term, �̃x = gSH(�̃) := 1+ µ0

16
sin 2�̃+O(µ3/2

0
). The symmetry �̃ 7! �̃+⇡ is present at613

higher orders, as well, and caused by the u 7! �u symmetry in the nonlinearity and614

the ensuing symmetry uper(⇠) 7! �uper(⇠ + ⇡) of periodic patterns. We use the same615

boundary condition for two-dimensional patterns, neglecting in particular dependence616

of gSH on �̃y, and also dependence on cx, which gives the two-dimensional system617

(6.4) �̃t = 4�̃xx + ��̃yy + c̃x�̃, x < 0, y 2 R, �̃x = gSH(�̃), x = 0, y 2 R.618
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With the additional scaling � = 2�̃, x = x̃, y = ỹ, cx = 8c̃x, t = 16t̃, we619

then obtain the phase-di↵usion equation (1.3) with strain-displacement relation �x =620

gSH(�/2) at x = 0. We remark that by setting  = µ0/16, gSH agrees to leading order621

with the relation �x = g(�) employed in previous sections. Through these scalings, we622

can compare the heteroclinic prediction of Section 5 with moduli curves of quenched623

patterned solutions u(x̃, ỹ, t) = u(kx(x̃� c̃xt), ky(ỹ�cy t̃)) of the full equation (6.1). In624

our comparisons below, we use a value for  slightly di↵erent from µ0/16, computed625

directly from the one-dimensional Swift-Hohenberg equation as described in [30, 39],626

accounting for both error terms O(µ3/2

0
) and corrections due to the fact that we use627

a smoothed version of the step function for the spatially dependent parameter µ.628

Oblique stripe formation in the full Swift-Hohenberg equation. The formation of629

striped patterns is described by traveling-wave solutions [19, 2] with speed vector630

(cx, cy), again requiring cy = kxc̃x/ky,631

0 = �(1 + k
2

x
@
2

⇠
+ k

2

y
@
2

⇣
)2u+ �k

2

y
@
2

⇣
u+ µu� u

3 + c̃xkx(@⇠ + @⇣)u, ⇠ < 0, ⇣ 2 R,
(6.5)

632

0 = u(⇠, ⇣ + 2⇡)� u(⇠, ⇣), ⇠  0, ⇣ 2 R,
(6.6)

633

0 = lim
⇠!1

u(⇠, ⇣), 0 = lim
⇠!�1

|u(⇠, ⇣)� uper (⇠ + ⇣; kx, ky) |, ⇣ 2 R.
(6.7)

634
635

We numerically solve (6.5) - (6.7) using a farfield-core approach similar to [26, 2], which636

decomposes u = w+�uper (kx, ky), where w is localized near the quenching interface,637

and � is a cuto↵ function supported in the ⇠-farfield. Here, we solve for w and kx638

with parameter ky, using a spectral discretization in both ⇠ and ⇣ so that functions639

can be evaluated with the fast Fourier transform. Each Newton step of the pseudo-640

arclength continuation algorithm was once again performed using gmres to solve the641

associated linear problem. The nonlinear system was conjugated with exponentially642

localized weights and pre-conditioned with the principal symbol of the linear equation.643

Discretization and domain size were controlled adaptively ensuring both small tails644

at the end of the (periodic) domain and small amplitudes in highest Fourier modes.645

Typical domain sizes near the origin were x 2 (�800, 800) with 8192 ⇥ 4096 Fourier646

modes in (⇠, y). Code was again implemented in matlab with computations carried647

out using an Nvidia GV100 GPU. Further details of this numerical approach are left648

for a companion work. For values of c̃x and ky smaller than the ones shown, gmres649

would usually not converge due to constraints on the number of inner iterations caused650

by limited memory.651

Comparisons between phase-di↵usion and Swift-Hohenberg. Figure 11 gives slices652

of the moduli space for (6.1) with c̃x fixed and shows that the surface is a graph653

kx = kx(ky, c̃x) for (ky, c̃x) ⇠ 0. Curves, which are plotted over the scaled wavenumber654

k̃y = ky/c̃x, show good agreement with the heteroclinic asymptotics of Section 5, with655

a transition around ky/c̃x ⇠ 6 between a localized defect near the quenching interface656

to the delocalized heteroclinic selecting smaller wavenumbers; see Figure 12 for plots657

of relevant solutions.658

Varying the anisotropy coe�cient � and the parameter µ0, we also show how this659

phase transition depends on system parameters. As expected, the strength of non-660

adiabatic e↵ects increases with µ0 as averaging is less e↵ective, and the strain 1�k on661

the stripes created at small ky increases, roughly proportional to µ0 as predicted by the662

amplitude µ0/16 of the strain-displacement relation. The location of the transition663
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Fig. 11. Wavenumber selection curves for anisotropic Swift-Hohenberg (6.5)–(6.7) for ky/c̃x ⇠

0 with c̃x fixed. Left: comparison for a range of c̃x values with the heteroclinic curve (black) of §5;
here, � = 1 and µ0 = 3/4 so that  = µ0/16 = 3/64. The heteroclinic curve (black) is obtained
using numerically derived strain-displacement relation to account for higher-order corrections in µ0.
Right: plot of selected wavenumber k for ky/c̃x ⇠ 0 for a range of � values with µ0 = 3/4 fixed
(solid) and range of µ0 values with � = 1 fixed (dot-dashed), c̃x = 0.0025.

Fig. 12. Plots of solutions of (6.5)-(6.7) near quenching interface in original coordinates for
c̃x = 10�3 fixed for a range of k̃y values: k̃y = 118.23... (top left), k̃y = 25.13... (top right ). Bottom

row illustrates delocalization of dislocation defect both in x and y for small k̃y, with a zoom-in

near a defect for k̃y = 25.13... (left) k̃y = 4.35... (right). Note that the odd symmetry in Swift-
Hohenberg creates two antisymmetric dislocation-type defects, a covering symmetry visible also in
the phase-di↵usion approximation through the dependence of the strain-displacement relation on 2�̃,
only.

appears to be roughly independent of µ0, in agreement with our derivation above.664

Varying the strength of anisotropy does a↵ect the transition. Stronger anisotropy665

narrows the plateau where delocalized defects determine wavenumber selection. Very666

weak and in particular vanishing anisotropy lead to non-monotone dependence of k667

on ky which is beyond the scope of this paper.668

7. Conclusions and discussion. We investigated directional growth of striped669

phases in the absence of instabilities and for weakly oblique orientation of stripes670

relative to the boundary. In a reduced phase-di↵usion approximation, we established671

existence of simple, resonant growth mechanisms and derived universal asymptotics in672

limiting regimes. Our results compare well with computations in a Swift-Hohenberg673

equation where instabilities are suppressed by weak anisotropy.674

21

This manuscript is for review purposes only.



Many of our results can be rephrased in coarse terms. For parallel stripes, we675

had earlier found that very small speeds cause maximal strain, given by the mini-676

mum of the strain-dispersion relation, which decreases up to a dynamically averaged677

(harmonic average) strain for large speeds. Zero speeds and growth at larger angles678

yield zero strain, with selected wavenumber given by the (energy-minimizing) average679

of the strain-displacement relation. At small angles, ky ⇠ 0, the growth process is680

mediated by the emergence of a point defect at the boundary, which undergoes a de-681

localization bifurcation at a critical value, similar in character to the codimension-two682

bifurcation from a hyperbolic homoclinic orbit to a saddle-node homoclinic orbit. The683

growth process is described well by a glide motion of the defect along the boundary684

of the patterned region, adding one stripe once the defect has moved by one period685

along the boundary. In our asymptotics, we identify the glide motion in the absence686

of growth, cx = 0, when a non-equilibrium strain k 6= �
R
g is imposed in the far field:687

the nonequilibrium strain k drives the defect at a finite speed cy(k), c0y 6= 0. Then,688

for a growth process with given speed cx and angle ky, the selected wavenumber k689

adjusts such that the induced glide speed cy(k) corresponds to compatible defect mo-690

tion by one y-period 2⇡/ky while one stripe is grown across the interface, in time691

2⇡/(cxkx). The e↵ective wavenumber used in the scaling, ky/cx = kx/cy ⇠ 1/cy, is at692

leading order simply the inverse glide speed. From this perspective, the k̃y-dependent693

contribution to the strain stems from drag in the glide motion of the defect. The694

cx-dependence can be understood as in [16] as an interaction between dislocation over695

the finite distance 2⇡/ky, leading to an e↵ective deceleration of the glide motion and696

reduced strain.697

E↵ect on energy densities. Our results can also be interpreted from an energetic698

point of view. The Swift-Hohenberg equation in the unquenched form is a gradient699

flow to the energy
R
E with energy density E = 1

2
(�u+u)2� µ

2
u
2+ 1

4
u
4. Among the700

striped patterns there is a unique wavenumber kzz = 1+O(µ2) that minimizes the en-701

ergy per unit volume. The wavenumber kzz happens to coincide with the onset of the702

zigzag instability in k < kzz in the isotropic case, although this instability is suppressed703

in the anisotropic setting. Periodic patterns do in fact minimize the energy density704

in one space-dimension [28] and one typically sees convergence to periodic patterns705

and energy densities vary close to the minimizer in large bounded one-dimensional706

domains. In higher dimensions, proofs that periodic patterns minimize energies do707

not appear to be available, and generic initial conditions do not converge to peri-708

odic patterns. Defects and boundary conditions play an important role both in the709

organization of stable stationary states and in the selection of wavenumbers.710

The present results demonstrate the e↵ect of growth on energy in the bulk. The711

energy minimizing wavenumber corresponds to kx = 1 in the phase-di↵usion approx-712

imation, such that the square deviation (kx � 1)2 is a good approximation for the713

energy density of the pattern in the bulk, away from the interface. The selection of714

the energy minimizer at ky 6= 0, cx = 0 echoes the selection of periodic patterns with715

minimal energy by grain boundaries [26]. At ky = cx = 0, the boundary does not716

select a specific wavenumber but rather (significantly) narrows the band of compatible717

wavenumbers from O(
p
µ) to O(µ), a mechanism also observed in point defects; see718

for instance [38, §4.4] for the case of a focus defect. For wavenumbers outside of the719

compatible band, one usually sees di↵usive repair between the selected wavenumber720

and the imposed farfield wavenumber, as in the case of grain boundaries, or drift of721

phase and defects, as in the case ky 6= 0, cx = 0.722

For nonzero speeds, the growth process selects a unique wavenumber away from723
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the energy minimizer: The fact that kx < 1 guarantees that energy, inserted into the724

system at the moving quenching line, is stored in the bulk at a constant density. In725

other words, the gradient dynamics are driven by a localized energy source and relax726

to equilibrium in the bulk away from the source, albeit not the energy-minimizing727

“thermodynamic equilibrium”. Our results show that such a relaxation to the energy728

minimizer occurs only in the limit ky ! 1, that is, for large angles between rolls and729

quenching line, or for vanishing non-adiabatic e↵ects,  = 0 or g ⌘ const. It does not730

seem obvious how one might quantify the stored energy in the system directly from731

energetic considerations at the quenching line.732

For larger speeds, beyond the validity of the phase-di↵usion approximation, one733

finds selected wavenumbers close to the wavenumbers selected by free invasion fronts734

[17]. In a Ginzburg-Landau approximation, these select the minimium energy solu-735

tions. Higher-order corrections in the Swift-Hohenberg equation show however that736

the selected wavenumber does not correspond to the energy minimizer. In fact, most737

patterns created through directional quenching have wavenumbers below kzz and are738

thus zigzag unstable in the isotropic case, although the instability may spread more739

slowly than patterns are created at the quenching line [2].740

Other models of growth: heterogeneities and dynamic boundary conditions. We741

also remark that several other growth processes also induce wavenumber selection742

phenomena which collapse the “Busse Balloon” of possible wavenumbers supported743

in a homogeneous spatial domain [8]. For example, if the sharp quenching step with744

cx = 0 is replaced by a slowly varying parameter ramp, the band of compatible745

wavenumbers is significantly narrowed [35]. One could also model growth by restrict-746

ing to a bounded, or semi-bounded domain with dynamic boundary. Various types747

of boundary conditions and their wavenumber selection properties in the wake were748

studied in the stationary case [30]; see also [43] and references therein for a review of749

other work in this direction. Motivated by precipitation and deposition phenomena,750

traveling source terms could also be used to force a system out of equilibrium and751

select wavenumbers in the wake [42, 44, 18].752

Further directions: phenomena, theory, and experiments. Looking forward, we753

hope that this glimpse into the role of point defects in growth of crystalline phases754

can be extended, including for instance the e↵ect of zigzag instabilities associated with755

wrinkling. More mathematically, of the many phenomena described here, it would be756

interesting to analyze the heteroclinic bifurcation at the origin, finding in particular757

better asymptotics near the critical value of k̃y. One may also hope to better under-758

stand some of the asymptotic expansions derived here, adding mathematical rigor, or759

relating them more directly to our understanding of dislocations, their farfield, and760

interaction properties.761

We hope that some of the predictions here can be confirmed in experiments; see762

[15] for a current overview of experimental setups in the context of electroconvection763

with nematic liquid crystals. Approximation of dynamics by a Ginzburg-Landau764

equation has been confirmed quantitatively in many experiments, potentially allowing765

for quantitative comparisons with our results; see for instance [25] and references766

therein. A setup where applied currents can be controlled locally would then allow767

experiments that test some of our predictions. Most notably, it would be interesting768

to observe the non-monotonicity of strains in speed for small angles and compare the769

related dynamics of dislocation-type point defects near the quenching lineand with770

the glide motion of free dislocations in the Ginzburg-Landau equation [34].771
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[9] X. Cabré, N. Cónsul, and J. V. Mandé, Traveling wave solutions in a half-space for boundary800
reactions, Anal. PDE, 8 (2015), pp. 333–364, https://doi.org/10.2140/apde.2015.8.333,801
https://doi-org.ezp2.lib.umn.edu/10.2140/apde.2015.8.333.802

[10] A. S.-H. Chen and S. W. Morris, On the origin and evolution of icicle ripples, New Journal803
of Physics, 15 (2013), p. 103012, http://stacks.iop.org/1367-2630/15/i=10/a=103012.804

[11] Y. Cheng, M. Stieglitz, G. Turk, and V. Engel, E↵ects of anisotropy on805
pattern formation in wetland ecosystems, Geophysical Research Letters, 38806
(2011), https://doi.org/https://doi.org/10.1029/2010GL046091, https://agupubs.807
onlinelibrary.wiley.com/doi/abs/10.1029/2010GL046091, https://arxiv.org/abs/https:808
//agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2010GL046091.809

[12] S.-N. Chow and X.-B. Lin, Bifurcation of a homoclinic orbit with a saddle-node equilibrium,810
Di↵erential Integral Equations, 3 (1990), pp. 435–466.811

[13] A. Doelman, B. Sandstede, A. Scheel, and G. Schneider, The dynamics of modulated812
wave trains, Mem. Amer. Math. Soc., 199 (2009), pp. viii+105, https://doi.org/10.1090/813
memo/0934, https://doi-org.ezp2.lib.umn.edu/10.1090/memo/0934.814

[14] D. Double, Imperfections in lamellar eutectic crystals, Materials Science and Engineering,815
11 (1973), pp. 325 – 335, https://doi.org/https://doi.org/10.1016/0025-5416(73)90123-7,816
http://www.sciencedirect.com/science/article/pii/0025541673901237.817

[15] N. Eber, P. Salamon, and A. Burka, Electrically induced patterns in nematics and818
how to avoid them, Liquid Crystals Reviews, 4 (2016), pp. 101–134, https://doi.org/819
10.1080/21680396.2016.1244020, https://doi.org/10.1080/21680396.2016.1244020, https:820
//arxiv.org/abs/https://doi.org/10.1080/21680396.2016.1244020.821

[16] R. Goh, R. Beekie, D. Matthias, J. Nunley, and A. Scheel, Universal wave-number selec-822
tion laws in apical growth, Phys. Rev. E, 94 (2016), p. 022219, https://doi.org/10.1103/823
PhysRevE.94.022219, https://link.aps.org/doi/10.1103/PhysRevE.94.022219.824

[17] R. Goh and A. Scheel, Triggered fronts in the complex Ginzburg Landau equation, J. Non-825
linear Sci., 24 (2014), pp. 117–144, https://doi.org/10.1007/s00332-013-9186-1, https:826
//doi.org/10.1007/s00332-013-9186-1.827

[18] R. Goh and A. Scheel, Hopf bifurcation from fronts in the Cahn–Hilliard equation, Archive828
for Rational Mechanics and Analysis, 217 (2015), pp. 1219–1263.829

[19] R. Goh and A. Scheel, Pattern-forming fronts in a Swift-Hohenberg equation with directional830
quenching—parallel and oblique stripes, J. Lond. Math. Soc. (2), 98 (2018), pp. 104–831
128, https://doi.org/10.1112/jlms.12122, https://doi-org.ezp2.lib.umn.edu/10.1112/jlms.832

24

This manuscript is for review purposes only.

https://doi.org/10.1103/PhysRevLett.93.175701
https://doi.org/10.1103/PhysRevLett.93.175701
https://doi.org/10.1103/PhysRevLett.93.175701
https://link.aps.org/doi/10.1103/PhysRevLett.93.175701
https://link.aps.org/doi/10.1103/PhysRevLett.93.175701
https://link.aps.org/doi/10.1103/PhysRevLett.93.175701
https://doi.org/10.1137/18M1221989
https://doi.org/10.1137/18M1221989
https://doi.org/10.1137/18M1221989
https://doi-org.ezp2.lib.umn.edu/10.1137/18M1221989
https://doi.org/10.1017/fms.2018.22
https://doi-org.ezp2.lib.umn.edu/10.1017/fms.2018.22
https://doi.org/10.1080/14689360903325071
https://doi.org/10.1080/14689360903325071
https://doi.org/10.1080/14689360903325071
https://doi-org.ezp2.lib.umn.edu/10.1080/14689360903325071
https://doi.org/10.1080/000187300405228
https://doi.org/10.1080/000187300405228
https://doi.org/10.1080/000187300405228
https://doi.org/10.1080/000187300405228
https://arxiv.org/abs/https://doi.org/10.1080/000187300405228
https://arxiv.org/abs/https://doi.org/10.1080/000187300405228
https://arxiv.org/abs/https://doi.org/10.1080/000187300405228
https://doi.org/10.1146/annurev.fluid.32.1.709
https://doi.org/10.1146/annurev.fluid.32.1.709
https://doi.org/10.1146/annurev.fluid.32.1.709
https://doi.org/10.1146/annurev.fluid.32.1.709
https://arxiv.org/abs/https://doi.org/10.1146/annurev.fluid.32.1.709
https://arxiv.org/abs/https://doi.org/10.1146/annurev.fluid.32.1.709
https://arxiv.org/abs/https://doi.org/10.1146/annurev.fluid.32.1.709
https://doi.org/10.1103/PhysRevE.69.066111
https://link.aps.org/doi/10.1103/PhysRevE.69.066111
https://link.aps.org/doi/10.1103/PhysRevE.69.066111
https://link.aps.org/doi/10.1103/PhysRevE.69.066111
https://doi.org/10.1088/0034-4885/41/12/003
https://doi.org/10.1088/0034-4885/41/12/003
https://doi.org/10.1088/0034-4885/41/12/003
https://doi.org/10.1088/0034-4885/41/12/003
https://doi.org/10.2140/apde.2015.8.333
https://doi-org.ezp2.lib.umn.edu/10.2140/apde.2015.8.333
http://stacks.iop.org/1367-2630/15/i=10/a=103012
https://doi.org/https://doi.org/10.1029/2010GL046091
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2010GL046091
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2010GL046091
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2010GL046091
https://arxiv.org/abs/https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2010GL046091
https://arxiv.org/abs/https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2010GL046091
https://arxiv.org/abs/https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2010GL046091
https://doi.org/10.1090/memo/0934
https://doi.org/10.1090/memo/0934
https://doi.org/10.1090/memo/0934
https://doi-org.ezp2.lib.umn.edu/10.1090/memo/0934
https://doi.org/https://doi.org/10.1016/0025-5416(73)90123-7
http://www.sciencedirect.com/science/article/pii/0025541673901237
https://doi.org/10.1080/21680396.2016.1244020
https://doi.org/10.1080/21680396.2016.1244020
https://doi.org/10.1080/21680396.2016.1244020
https://doi.org/10.1080/21680396.2016.1244020
https://arxiv.org/abs/https://doi.org/10.1080/21680396.2016.1244020
https://arxiv.org/abs/https://doi.org/10.1080/21680396.2016.1244020
https://arxiv.org/abs/https://doi.org/10.1080/21680396.2016.1244020
https://doi.org/10.1103/PhysRevE.94.022219
https://doi.org/10.1103/PhysRevE.94.022219
https://doi.org/10.1103/PhysRevE.94.022219
https://link.aps.org/doi/10.1103/PhysRevE.94.022219
https://doi.org/10.1007/s00332-013-9186-1
https://doi.org/10.1007/s00332-013-9186-1
https://doi.org/10.1007/s00332-013-9186-1
https://doi.org/10.1007/s00332-013-9186-1
https://doi.org/10.1112/jlms.12122
https://doi-org.ezp2.lib.umn.edu/10.1112/jlms.12122
https://doi-org.ezp2.lib.umn.edu/10.1112/jlms.12122
https://doi-org.ezp2.lib.umn.edu/10.1112/jlms.12122


12122.833
[20] D. Handwerk, G. Dangelmayr, I. Oprea, and P. D. Shipman, Phase-di↵usion equations for834

the anisotropic complex ginzburg-landau equation, 2020, https://arxiv.org/abs/2009.12945.835
[21] M. Haragus and A. Scheel, Dislocations in an anisotropic Swift-Hohenberg equation, Comm.836

Math. Phys., 315 (2012), pp. 311–335, https://doi.org/10.1007/s00220-012-1569-x, https:837
//doi-org.ezp2.lib.umn.edu/10.1007/s00220-012-1569-x.838

[22] M. Josien, Some mathematical properties of the Weertman equation, Commun. Math. Sci.,839
16 (2018), pp. 1729–1748, https://doi.org/10.4310/CMS.2018.v16.n6.a11, https://doi-org.840
ezp2.lib.umn.edu/10.4310/CMS.2018.v16.n6.a11.841

[23] M. Josien, Y.-P. Pellegrini, F. Legoll, and C. Le Bris, Fourier-based numerical ap-842
proximation of the Weertman equation for moving dislocations, Internat. J. Numer.843
Methods Engrg., 113 (2018), pp. 1827–1850, https://doi.org/10.1002/nme.5723, https:844
//doi-org.ezp2.lib.umn.edu/10.1002/nme.5723.845

[24] C. Kamaga, F. Ibrahim, and M. Dennin, Dislocation dynamics in an anisotropic stripe pat-846
tern, Phys. Rev. E, 69 (2004), p. 066213, https://doi.org/10.1103/PhysRevE.69.066213,847
https://link.aps.org/doi/10.1103/PhysRevE.69.066213.848

[25] L. Kramer and W. Pesch, Convection instabilities in nematic liquid crystals, Annual849
Review of Fluid Mechanics, 27 (1995), pp. 515–539, https://doi.org/10.1146/annurev.850
fl.27.010195.002503, https://doi.org/10.1146/annurev.fl.27.010195.002503, https://arxiv.851
org/abs/https://doi.org/10.1146/annurev.fl.27.010195.002503.852

[26] D. J. B. Lloyd and A. Scheel, Continuation and bifurcation of grain boundaries in the Swift-853
Hohenberg equation, SIAM J. Appl. Dyn. Syst., 16 (2017), pp. 252–293, https://doi.org/854
10.1137/16M1073212, https://doi.org/10.1137/16M1073212.855

[27] A. S. Mikhailov and K. Showalter, Control of waves, patterns and turbulence in856
chemical systems, Physics Reports, 425 (2006), pp. 79 – 194, https://doi.org/https://857
doi.org/10.1016/j.physrep.2005.11.003, http://www.sciencedirect.com/science/article/pii/858
S0370157305004825.859

[28] V. J. Mizel, L. A. Peletier, and W. C. Troy, Periodic phases in second-order ma-860
terials, Arch. Ration. Mech. Anal., 145 (1998), pp. 343–382, https://doi.org/10.1007/861
s002050050133, https://doi-org.ezp2.lib.umn.edu/10.1007/s002050050133.862

[29] S. A. Mollick, D. Ghose, P. D. Shipman, and R. Mark Bradley, Anomalous patterns863
and nearly defect-free ripples produced by bombarding silicon and germanium with a beam864
of gold ions, Applied Physics Letters, 104 (2014), p. 043103, https://doi.org/10.1063/865
1.4863342, https://doi.org/10.1063/1.4863342, https://arxiv.org/abs/https://doi.org/10.866
1063/1.4863342.867

[30] D. Morrissey and A. Scheel, Characterizing the e↵ect of boundary conditions on striped868
phases, SIAM J. Appl. Dyn. Syst., 14 (2015), pp. 1387–1417, https://doi.org/10.1137/869
15M1012554, https://doi-org.ezp2.lib.umn.edu/10.1137/15M1012554.870
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