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Abstract. A Q-system in a C∗ 2-category is a unitary version of a separable Frobenius
algebra object and can be viewed as a unitary version of a higher idempotent. We define a
higher unitary idempotent completion for C∗ 2-categories called Q-system completion and
study its properties. We show that the C∗ 2-category of right correspondences of unital
C∗-algebras is Q-system complete by constructing an inverse realization †-2-functor. We
use this result to construct induced actions of group theoretical unitary fusion categories on
continuous trace C∗-algebras with connected spectra.
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1. Introduction

A Q-system is a unitary version of a Frobenius algebra object in a C∗ tensor category
or C∗ 2-category. Q-systems were first introduced in [Lon94] to characterize the canonical
endomorphism associated to a finite index subfactor of an infinite factor [Lon84, Lon89].
Following [Müg03], a Q-system in a unitary tensor category (a semisimple rigid C∗ tensor
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category with simple unit) is an alternative axiomatization of the standard invariant of a
finite index subfactor [Ocn88, Pop95a, Jon99]. This viewpoint has been fruitful for classi-
fication of small index subfactors [JMS14, Liu15, AMP15] and constructing new subfactors
from existing examples [GS12, GIS18, GMP+18].

Given a unitary tensor category C, an indecomposable Q-system Q ∈ C (EndQ−Q(Q) =
C), and a fully-faithful unitary tensor functor H : C → Bim(N) for some II1 factor N ,
we can perform the realization procedure to reconstruct a II1-factor M containing N as a
generalized crossed product M = N oH Q [JP19, JP20]. Furthermore, every irreducible,
finite index extension of N is of this form. Therefore, this technique splits the problem of
classifying finite index extensions of a II1 factor N into two parts:

(P1) The analytic problem of building and classifying actions H of unitary tensor cate-
gories C on N , and

(P2) The algebraic problem of classifying Q-systems Q in unitary tensor categories C.
The first part (P1) is a generalization of the notoriously difficult problem of classifying

group actions on II1 factors up to cocycle conjugacy [Con75, Con77, Jon80, Ocn80] [IPP08,
PV08, FV08], while the second part (P2) can be viewed as a non-abelian cohomology problem
internal to C. In the case thatN = R is hyperfinite and C is (strongly) amenable, a deep result
of Popa shows that there exists a unique action of C onR [Pop94, Pop95b] (cf. [Tom21]). Thus
finite index extensions of R with amenable standard invariants correspond to Q-systems in
amenable unitary tensor categories. For finite depth, this a fundamentally algebraic problem
which has seen tremendous success in the aforementioned small index subfactor classification
results.

Beyond the hyperfinite and amenable case, little is known about classification of unitary
tensor category actions, with some exceptions [Vae08, Vae09, DV11, FR13]. However, the
algebraic understanding obtained from studying the second part (P2) immediately carries
over to new situations, since it is completely independent from N . Thus whenever a unitary
tensor category C acts on a II1 factor N , we can automatically realize the algebraic theory
internal to C to build finite index extensions of N and bimodules between them. In particular,
we can construct new actions of categories Morita equivalent to C on finite index extensions
of N for free.

Recently there has been significant interest in classifying actions of groups and uni-
tary tensor categories on (unital) C∗-algebras [Izu04, Sza19, BS17, IM19a, IM19b] [Jon20,
EGP21, Ara]. One of the main goals of this article is to perform realization in the C∗ set-
ting to demonstrate how to apply the subfactor techniques discussed above directly to the C∗

context. That is, whenever a unitary tensor category C acts on a unital C∗-algebra A, we can
automatically realize solutions to (P2) to build finite (Watatani [Wat90]) index extensions
of A and bimodules between them.

Realization is not only valuable as a method to construct inclusions of operator algebras,
but it is also inverse to a higher idempotent completion. Idempotents in a category can
replicate freely.
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Densely packing the idempotent e, we see that e behaves like the identity of some new object
in our category. This directly leads to the notion of idempotent splitting.

One level higher, a Q-system is a 1-morphism Q ∈ EndC(c) in a C∗/W∗ 2-category C
equipped with a multiplication m : Q � Q → Q and unit i : 1c → Q which are denoted
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pictorially by a trivalent and univalent vertex respectively.

= m = m† = i = i† = c

These 2-morphisms satisfy certain associativity, Frobenius, and separability relations (and
more)

= = = =

which allow us to change the connectivity of a trivalent graph whose edges are labelled by Q
and whose vertices are labelled by m,m†. The separability condition allows these 2D meshes
to replicate in 2D, so that the trivalent graph depends only on the connectivity, and not on
the genus.

= = = · · · =

Densely packing these strings, we see that Q behaves like an identity 1-morphism and m
behaves like a unitor 2-morphism for a new object in our C∗/W∗ 2-category C. This directly
leads to the notion of split higher idempotent. This story is a unitary version of that for
separable monads in [DR18] and unital condensation monads in [GJF19].

Given a C∗/W∗ 2-category C, its Q-system completion is the 2-category QSys(C) of Q-
systems, bimodules, and intertwiners in C, which has been studied previously in [NY16,
BKLR15, GY20], building on algebraic versions in [Yam04a, CR16, DR18, GJF19]. This is
one version of a higher idempotent completion for C∗/W∗ 2-categories in comparison with
2-categories of separable monads in [DR18] and condensation monads in [GJF19]. We have
a canonical inclusion † 2-functor ιC : C ↪→ QSys(C) which is always an equivalence on all hom
categories. We call C Q-system complete if ιC is a †-equivalence of † 2-categories. In Theorem
3.36 below, we show C is Q-system complete if and only if all Q-systems split (cf. [DR18,
Prop. A.4.2]).

After establishing these basic general results for Q-system completion for C∗/W∗ 2-
categories, our first main theorem analyzes C∗Alg, the C∗ 2-category of unital C∗-algebras,
right correspondences, and intertwiners.

Theorem A. The C∗ 2-category C∗Alg is Q-system complete.

Essentially, C∗Alg being Q-system complete allows for the straightforward adaptation of
subfactor results to the C∗ setting. This theorem also holds for the 2-categories W∗Alg of W∗-
correspondences and vNA of von Neumann algebras, but we focus on C∗Alg to streamline the
exposition and to make subfactor results more easily adapted to C∗-algebraists. These ideas
have been implicit in subfactor theory since Q-systems were introduced, and one purpose of
this paper is to make these implicit techniques explicit and easily accessible for applications.

To prove that C∗Alg is Q-system complete, we extend realization to a 2-functor taking
values in C∗Alg, and prove it is inverse to Q-system completion.

Lemma B. Realization extends to a † 2-functor | · | : QSys(C∗Alg)→ C∗Alg which is inverse
to the inclusion † 2-functor ιC∗Alg : C∗Alg→ QSys(C∗Alg).

For a unital C∗-algebra B and a Q-system Q ∈ C∗Alg(B → B), the realization is fairly
straightforward to describe. Our method follows [LR04], which is expressed diagrammatically
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in [Hen14, §4.1]. We define |Q| := HomC−B(B → CB �B QB) with multiplication, unit, and
∗-structure given by

q1 · q2 :=

q1

q2

, 1|Q| := , and q∗ := q† .
= C
= B

Similarly, we define the realization of a P −Q bimodule using the hom spaces in C∗Alg, along
with the realization of a P −Q bimodule map. We refer the reader to §4 for more details.

In future work, we will prove that Q-system completion is a 3-endofunctor on the 3-
category (algebraic tricategory [Gur13]) of C∗/W∗ 2-categories [CP]. For the purposes of
this article, we show that any † 2-functor F : C → D between C∗/W∗ 2-categories induces
a † 2-functor QSys(F ) : QSys(C) → QSys(D). Using Theorem A, we get the following
immediate corollary.

Corollary C. Suppose C is a unitary tensor category, A is a unital C∗-algebra, and F : C →
C∗Alg(A→ A) is a †-tensor functor. We have a composite † 2-functor

QSys(C) QSys(F )−−−−→ QSys(C∗Alg(A→ A))
| · |−→ C∗Alg.

Moreover, when F is fully faithful, then so is our composite 2-functor on 2-morphisms (see
Remark 3.30).

We remark that the same strategy as Corollary C was recently used to induce actions
of unitary multitensor categories on II1 multifactors in [GY20]. (The multifactors there are
hyperfinite when the categories are multifusion.)

There are natural K-theory obstructions to the existence of fusion category actions on
C∗-algebras. In particular, in Corollary 5.3, we show that if a fusion category C admits an
action on a continuous trace C∗-algebra with compact connected spectrum X, then C must
be integral, i.e., all objects of C have integral Frobenius-Perron dimension. This naturally
leads to the question: which integral fusion categories admit such actions? It is a priori
plausible (but not the case) that such a fusion category might necessarily admit a fiber
functor, where the space X is a point.

We use Corollary C to address the question in the previous paragraph. A large class
integral fusion categories are the group theoretical fusion categories, which are unitary fusion
categories Morita equivalent to Hilbfd(G,ω) for a finite group G and ω ∈ Z3(G,ω). In general,
these fusion categories do not admit fiber functors. In [Jon20] it was shown that the unitary
fusion categories Hilbfd(G,ω) always admit an action on some C(X) for a closed connected
manifold X. Combining this fact with the above Corollary C, we obtain the following result.

Corollary D. Let C be a group theoretical fusion category and n ≥ 2. There exists a closed,
connected manifold X of dimension n and an action of C on a unital continuous trace C∗-
algebra with spectrum X.

Acknowledgements. We would like to thank Marcel Bischoff, Luca Giorgetti, André Hen-
riques, David Reutter, Jan Steinebrunner, and Christoph Weis for helpful discussions. Quan
Chen, Roberto Hernández Palomares, and David Penneys were supported by NSF grants
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2. Background

In this section, we recall the notions of C∗/W∗ 2-category, and we define the particular
examples most relevant to this article, i.e., C∗Alg, W∗Alg, and vNA.

2.1. C∗-2-categories and unitary tensor categories.

Notation 2.1. In this article, 2-category means a weak 2-category, also known as a bicate-
gory. We refer the reader to [JY20] for background on 2-categories.

Given a 2-category C, the objects are denoted by lower case letters a, b, c, . . . , 1-morphisms
a → b are denoted using notation aXb similar to bimodules, and 2-morphisms are denoted
by f, g, h, . . . . We write 1-composition � from left to right, e.g. aX�b Yc, and 2-composition
◦ from right to left. This notation is consistent with the tensor product of bimodules and
composition of intertwiners in the examples in this article.

To the best of our knowledge, the notion of a C∗ 2-category first appeared in [LR97]
building on the notion of C∗ tensor category, and the notions of W∗ 2-category and W∗

tensor category first appeared in [Yam07]. We refer the reader to [Zit07], [GL19], and [SY17]
for further discussion and applications. The notion of W∗ category was studied in detail in
[GLR85].

Definition 2.2. A dagger structure on a 2-category C consists of an anti-linear map † :
C(aXb ⇒ aYb) → C(aYb ⇒ aXb) for all 1-morphisms aXb, aYb ∈ C(a → b) for all objects
a, b ∈ C satisfying the following conditions:

(†1) For all f ∈ C(aXb ⇒ aYb), f
†† = f .

(†2) For all f ∈ C(aXb ⇒ aYb) and g ∈ C(aYb ⇒ aZb), (g ◦ f)† = f † ◦ g†.
(†3) For all f ∈ C(aWb ⇒ aXb) and g ∈ C(bYc ⇒ bZc), (f �b g)† = f † �b g†.
(†4) All unitors and associators in C are unitary (u† = u−1).

A † 2-category is a 2-category equipped with a dagger structure.
We call a † 2-category C a C∗ 2-category if every hom 1-category is a C∗ category. This

means:

(C∗1) For all f ∈ C(aXb ⇒ aYb), there is a g ∈ C(aXb ⇒ aXb) such that f † ◦ f = g† ◦ g.
(C∗2) For each aXb, aYb ∈ C(a→ b), the function ‖ · ‖ : C(aXb ⇒ aYb)→ [0,∞] given by

‖f‖2 := sup
{
|λ| ≥ 0

∣∣ f † ◦ f − λ idX is not invertible
}

gives a complete norm on C(aXb ⇒ aYb) which is:
• (sub-multiplicative) For all f ∈ C(aXb ⇒ aYb) and g ∈ C(aYb ⇒ aZb), ‖g ◦ f‖ ≤
‖g‖ · ‖f‖, and
• (C∗) For all f ∈ C(aXb ⇒ aYb), ‖f † ◦ f‖ = ‖f‖2.

If C admits direct sums of 1-morphisms, then by Roberts’ 2 × 2 trick [GLR85, Lem. 2.6],
(C∗1) and (C∗2) are equivalent to:

(C∗) For all aXb, aYb, EndC(aXb ⊕ aYb) is a C∗ algebra.

We call a C∗ 2-category a W∗ 2-category if
5



(W∗1) each hom 1-category is a W∗ category, i.e., for each aXb, aYb ∈ C(a→ b), the Banach
space C(aXb ⇒ aYb) has a predual, and

(W∗2) 1-composition � is separately normal (weak* continuous) in each variable.

Lemma 2.3. Suppose C is a C∗ 2-category, aXb, aY b, aZb are 1-morphisms in C, and f ∈
C(aY b ⇒ aZb). The map

f ◦ − : C(aXb ⇒ aYb) −→ C(aXb ⇒ aZb)

is norm continuous. If C is W∗, then f ◦ − is normal (weak*-continuous).

Proof. Norm continuity follows from submultiplicativity of the norm. When C is W∗, com-
position is multiplication in the 3 × 3 W∗ linking algebra EndC(a(X ⊕ Y ⊕ Z)b), which is
separately weak*-continuous. �

Proposition 2.4. Suppose C is a C∗ 2-category that satisfies (W∗1). Condition (W∗2) is
equivalent to:

(W∗2′) For every aWb, aXb, bYc, bZc, the following maps are normal (weak* continuous):
• idX �− : Hom(bYc ⇒ bZc)→ Hom(aX �b Yc ⇒ aX �b Zc) given by f 7→ idX �f
• −� idZ : Hom(aWb ⇒ aXb)→ Hom(aW�bZc ⇒ aX�bZc) given by f 7→ f� idZ

Proof. It is immediate that (W∗2) implies (W∗2′). The converse follows immediately from
Lemma 2.3. �

Remark 2.5. Observe that for a C∗ 2-category C, the analogous norm continuous version
of (W∗2′) follows automatically from (C∗). For example, the map

idX �− : Hom(bYc ⇒ bZc) −→ Hom(aX �b Yc ⇒ aX �b Zc) f 7→ idX �f

is a unital ∗-homomorphism on the 2×2 C∗ linking algebra EndC(b(Y ⊕Z)c), and thus norm
contractive.

The following counter-example shows that (C∗) and (W∗1) do not imply (W∗2′).

Counter-Example 2.6. Let A = L∞[0, 1] with Lebesgue measure, and consider the dagger
tensor category End(A) whose objects are (not necessarily normal) unital ∗-endomorphisms
of A and whose morphisms

Hom(σ → τ) := {a ∈ A|aσ(b) = τ(b)a for all b ∈ A} .
For σ, τ ∈ End(A), we define σ�τ := σ◦τ and for a ∈ Hom(σ1 → σ2) and b ∈ Hom(τ1 → τ2),
we set

a� b := aσ1(b) = σ2(b)a. (1)

Now End(A) is a dagger category with a† := a∗, and the underlying dagger category is W∗

as every 2× 2 linking algebra is a von Neumann algebra:(
Hom(σ → σ) Hom(τ → σ)
Hom(σ → τ) Hom(τ → τ)

)
=

{(
σ(a) 0

0 τ(a)

)∣∣∣∣a ∈ A}′ ∩M2(A).

By [Tak02, Thm. 1.18], A ∼= C(X) for some hyperstonean space X, and point evaluation
evx : A → C ⊂ A is a non-normal unital ∗-endomorphism. (Indeed, the kernel projection
p of a normal unital ∗-homomorphism A → C must satisfy 1 − p is minimal, and A has no
minimal projections.) Observe that by (1), the map

evx�− : Hom(id→ id) = A→ Hom(evx → evx) = A

is exactly evx, which is not normal.
6



Assumption 2.7. We will further assume all hom 1-categories in our C∗/W∗ 2-categories
are unitarily Cauchy complete, i.e., for each a, b ∈ C, the C∗/W∗ category C(a → b) admits
all orthogonal direct sums, and all orthogonal projections split via an isometry. We provide
the definitions of the relevant terms below.

• An object
⊕n

i=1 Xi is the orthogonal direct sum of X1, . . . , Xn if there are isometries

vj : Xj ⇒
⊕

Xi such that
∑

j vjv
†
j = id.

• An orthogonal splitting of an orthogonal projection p ∈ End(aXb) is a 1-morphism

aYb and an isometry v : Y ⇒ X such that vv† = p.

Remark 2.8. In a C∗ 1-category, two objects X, Y are isomorphic if and only if they are
unitarily isomorphic. Indeed, if f : X → Y is an isomorphism, then f †f : X → X is
invertible, and thus so is |f | :=

√
f †f . Setting u := f |f |−1 : X → Y , we calculate that u is

a unitary isomorphism:

u†u = |f |−1f †f |f |−1 = |f |−1|f |2|f |−1 = idX

uu† = f |f |−2f † = f(f †f)−1f † = ff−1(f †)−1f † = idY .

In this article we will make heavy use of the graphical calculus of string diagrams for
2-categories [HV19, §8.1.2], which are dual to pasting diagrams. In a pasting diagram, one
represents objects as vertices, 1-morphisms as arrows, and 2-morphisms as 2-cells. In the
string diagram calculus, we represent objects by shaded regions, 1-morphisms by (oriented)
strands between these regions, and 2-morphisms by coupons.

f : aX �b Yc ⇒ aZc  a c

b

Z

X

f

Y

 

Z

X Y

fa c

b

Horizontal 1-composition is read from left to right, and vertical 2-composition is read from
bottom to top.

Definition 2.9. A 2-category C is called rigid if for every 1-morphism aXb ∈ C(a → b),
there is a bX

∨
a ∈ C(b → a) together with maps evX ∈ C(bX∨ �a Xb ⇒ 1b) and coevX ∈

C(1a ⇒ aX �b X∨a ) satisfying the zig-zag/snake equations, which are best depicted in the
graphical calculus for 2-categories:

= = .

Moreover, we assume for each 1-morphism aXb ∈ C(a→ b), there is a predual object b(X∨)a ∈
C(b → a) such that (X∨)

∨ ∼= X in C(a → b). Observe that being rigid is a property of C,
and not extra structure.

Now suppose C is C∗/W∗. A unitary dual functor [Pen20] on C consists of a choice of
dual (bX

∨
a , evX , coevX) for each 1-morphism aXb ∈ C(a→ b) such that

7



(∨1) For each aXb, bYc, the canonical tensorator

νX,Y :=

Y ∨

(Y �X)∨

X∨

=
(evX � id(Y �X)∨) ◦ (idX∨ � evY � idX � id(Y �X)∨)

◦ (idX∨�Y ∨ � coevY �X)

is a unitary 2-morphism, and

(∨2) for each f ∈ C(aXb ⇒ aYb), we have f∨† = f †∨ where f∨ := f .

In contrast to rigidity being a property, a unitary dual functor is extra structure.

Remark 2.10. It is well known that (C∗) tensor categories are equivalent to (C∗) 2-categories
with exactly one object [BS10, Delooping Hypothesis 22]; in the graphical calculus, this
object is represented by the empty (lack of) shading. Starting with a tensor category T ,
we take its delooping BT to get a 2-category with one object ∗ whose endomorphism tensor
category is T . Conversely, given a 2-category C with one object we take the so-called loop
space ΩC which ignores the object and considers 1-morphisms as objects and 2-morphisms
as 1-morphisms. (In fact, more is true; while 2-categories form a 3-category and tensor
categories form a 2-category, 2-categories with one object considered as pointed 2-categories
actually form a 2-category which is equivalent to the 2-category of tensor categories. See
[BS10, §5.6] or [JPR20, §1.2] for more details.)

Definition 2.11. A unitary multitensor category is a semisimple rigid C∗-tensor category.
A unitary tensor category is a unitary multitensor category with simple unit object.

2.2. Receptacles for actions. In this section, we define several C∗ and W∗ 2-categories
which admit tensor functors from unitary tensor categories; we call such 2-categories recep-
tacles for actions of unitary tensor categories. One of the main results of this article is that
all these receptacles are Q-system complete, a notion we define in §3.4 below. We will only
prove this result in detail for the first C∗ 2-category C∗Alg defined below, but we will include
many remarks along the way on how to adapt our proof to the other 2-categories defined
here.

Our treatment below of right C∗/W∗-correspondences follows [BLM04, §8]. Other earlier
references include [Pas73, Rie74].

Definition 2.12 (Right C∗-correspondences). The C∗-2-category C∗Alg of right correspon-
dences has objects unital C∗-algebras, 1-morphisms AXB are right correspondences, and
2-morphisms AXB ⇒ AYB are adjointable A−B bimodular maps.

For unital C∗-algebras A,B, a right correspondence AXB ∈ C∗Alg(A→ B) is a C-vector
space X equipped with commuting left A- and right B-actions, and a right B-valued inner
product 〈 · | · 〉B : X ×X → B which is:

• right B-linear: 〈ξ1|ξ2 C b+ ξ3〉B = 〈ξ1|ξ2〉Bb+ 〈ξ1|ξ3〉B,
• left conjugate B-linear: 〈ξ1 C b+ ξ2|ξ3〉B = b∗〈ξ1|ξ2〉B + 〈ξ2|ξ3〉B
• positive: 〈ξ|ξ〉B ≥ 0 in B, and
• definite: 〈ξ|ξ〉B = 0 implies ξ = 0.

8



Observe that 〈η|ξ〉∗B = 〈ξ|η〉B by the polarization identity, and we have the Cauchy-Schwarz
inequality :

〈η|ξ〉B〈ξ|η〉B ≤ ‖〈ξ|ξ〉B‖B · 〈η|η〉B ∀ η, ξ ∈ X.
This identity implies that

‖ξ‖2
X := ‖〈ξ|ξ〉B‖B

gives a well-defined norm on X. We require that X is complete with respect to the metric
induced by this norm.

Moreover, we require the left A-action on X is by adjointable operators. A right B-linear
map T : XB → YB between right B-modules is adjointable if there is a right B-linear map
T † : YB → XB such that

〈η|Tξ〉B = 〈T †η|ξ〉B ∀ ξ ∈ X, ∀ η ∈ Y.
Observe that adjointable maps are necessarily bounded by the Closed Graph Theorem.

Suppose A,B,C are unital C∗-algebras and AXB and BYC are right correspondences.
The composition of 1-morphisms is given by the relative tensor product X �B Y , which is
defined as follows. First, we take the algebraic tensor product X⊗CY and consider the right
C-valued sesquilinear form

〈ξ1 ⊗ η1|ξ2 ⊗ η2〉C := 〈η1|〈ξ1|ξ2〉XB B η2〉YC .
We let N denote the left kernel of this form, i.e.,

N = {ζ ∈ X ⊗C Y |〈ζ|ζ〉C = 0} ,
which is an algebraic A− C sub-bimodule of X ⊗C Y , and note

spanC{(ξ C b)⊗C η − ξ ⊗C (bB η)} ⊂ N.

Observe that 〈 · | · 〉C descends to a well-defined C-valued inner product on (X⊗C Y )/N . We
define X �B Y to be the completion of (X ⊗C Y )/N under the norm ‖ξ‖2

X�BY
:= ‖〈ξ|ξ〉X‖C .

The unit A − A correspondence is given by AAA with 〈a1|a2〉A := a∗1a2, and the unitors
are given by the obvious unitary maps

λAX : A�A X → X

a� ξ 7→ aξ

ρBX : X �B B → X

ξ � b 7→ ξb

To construct the associator αX,Y,Z : A(X �B Y ) �C ZD → AX �B (Y �C Z)D, we observe
the map (ξ ⊗C η)⊗C ζ 7→ ξ ⊗C (η ⊗C ζ) on the algebraic tensor product preserves D-valued
inner products, and thus descends to a unitary isomorphism.

Example 2.13 (Creation/Annihilation operators). Suppose AXB, BYC are right correspon-
dences. Every ξ ∈ X gives rise to a right C-linear adjointable operator Lξ : Y → X �B Y
given by η 7→ ξ � η with adjoint L†ξ(ξ

′ � η) = 〈ξ|ξ′〉B B η.

Remark 2.14. For any right Hilbert C∗ B-module XB, the maps T 7→ 〈η|Tξ〉B for η, ξ ∈ X
separate points of End(XB). Indeed, observe that if S, T ∈ End(XB), then 〈η|(S−T )ξ〉B = 0
for all η, ξ ∈ X implies 〈(S − T )ξ|(S − T )ξ〉B = 0 for all ξ ∈ X. Thus (S − T )ξ = 0 for all
ξ ∈ X and S = T .

Definition 2.15 (Right W∗-correspondences). The W∗ 2-category of right W∗-correspondences
W∗Alg has objects von Neumann algebras and 1-morphisms AXB are right C∗-correspondences

AXB such that
9



(1) one of the following two equivalent conditions holds [BLM04, Lem. 8.5.4]:

• (self-dual) the map X → Hom(XB → BB) given by ξ 7→ L†ξ is an isometric
isomorphism, or
• (predual) AXB has a predual, and the B-valued inner product 〈 · | · 〉B is sepa-

rately weak*-continuous.
Under these equivalent conditions, all operators in End(XB) are adjointable, and
End(XB) is a von Neumann algebra.

(2) The left action map A→ End(XB) is normal.

The 2-morphisms AXB ⇒ AYB are normal bounded A − B bimodular maps. Composition
of 1-morphisms and coheretors are defined as in C∗Alg.

It is easy to see that W∗Alg admits direct sums of 1-morphisms, and every endomorphism
algebra of a 1-morphism is a W∗-algebra. Thus W∗Alg is C∗ by (C∗) and (W∗1) holds. To
prove W∗Alg is W∗, we use the following lemma.

Lemma 2.16. For all η, ξ ∈ X, the map A → B given by a 7→ 〈η|aξ〉B is normal (weak*
continuous).1

Proof. Let ϕ : A → End(XB) denote the normal left action unital ∗-homomorphism. By
[BLM04, Cor. 8.5.5] a bounded net (Ti) ⊂ End(XB) converges to T weak* if and only if
Tiξ → Tξ weak* for all ξ ∈ X. Hence if (ai) ⊂ A+ is an increasing net with ai ↗ a, then
(ai) is bounded, and thus so is (ϕ(ai)). Then ϕ(ai)ξ → ϕ(a)ξ weak*, and thus 〈ξ|ϕ(ai)ξ〉B ↗
〈ξ|ϕ(a)ξ〉B by [BLM04, Lem. 8.5.4], so a 7→ 〈ξ|ϕ(a)ξ〉B is normal. Finally, a 7→ 〈η|ϕ(a)ξ〉B
is normal by polarization. �

Proposition 2.17. The C∗ 2-category W∗Alg is W∗.

Proof. It remains to show (W∗2′). It suffices to consider the case BYC = BZC by Roberts’
2× 2 trick [GLR85, Lem. 2.6], i.e., we need to prove that the unital ∗-algebra map idX �− :
EndB−C(Y )→ EndA−C(X�BY ) between von Neumann algebras is normal. Suppose fi ↗ f
in EndB−C(Y )+. We can conclude idX �fi ↗ idX �f in EndA−C(X �B Y ) if we can show
ϕ(idX �fi)→ ϕ(idX �f) for all ϕ in a dense subspace D∗ ⊂ EndA−C(X�BY )∗ (for example,
see [Pen13, Lem. A.2]). Define

D∗ := span
{
g 7→ φ(〈η � ξ|g(η � ξ)〉C)

∣∣ η ∈ X, ξ ∈ Y, φ ∈ C+
∗
}
.

Claim. D∗ is dense in EndA−C(X �B Y )∗.

Proof of Claim. By Lemma 2.16, for all η ∈ AXB, ξ ∈ BYC , and ϕ ∈ C+
∗ , the map g 7→

ϕ(〈η � ξ|g(η � ξ)〉C) is normal, i.e., D∗ ⊂ EndA−C(X �B Y )∗. By polarization and taking
linear combinations, every map of the form

g 7→
n∑
i=1

φi

〈 p∑
j=1

ηj � ξj

∣∣∣∣∣g
q∑

k=1

(ηk � ξk)

〉
C

 φi ∈ C∗, ηj, ηk ∈ X, ξj, ξk ∈ Y

is in D∗. It remains to show that D∗ separates points of EndA−C(X �B Y ). This follows
by Remark 2.14, approximating arbitrary vectors in X �B Y by finite sums of elementary
tensors, and the fact that C∗ separates points of C. �

1This condition appears in Rieffel’s definition of a normal B-rigged A-module in [Rie74, Def. 5.1].
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Now observe that for all b ∈ B, b∗fib ↗ bfb in End(YC). Hence for every η ∈ X and
ξ ∈ Y ,

〈η � ξ|(id�fi)η � ξ〉C = 〈η � ξ|η � fiξ〉C = 〈ξ|〈η|η〉Bfiξ〉C = 〈ξ|〈η|η〉1/2B fi〈η|η〉1/2B ξ〉C
↗ 〈ξ|〈η|η〉1/2B f〈η|η〉1/2B ξ〉C = · · · = 〈η � ξ|(id�f)η � ξ〉C .

Hence for all φ ∈ C+
∗ ,

φ(〈η � ξ|(id�fi)η � ξ〉C)↗ φ(〈η � ξ|(id�f)η � ξ〉C).

This completes the proof. �

Remark 2.18. There are variants of right C∗/W∗ correspondences which equip AXB simul-
taneously with a left A-valued inner product. One can perform the same analysis in this
article with these 2-categories, but we will not comment further.

Definition 2.19 (von Neumann algebras). The W∗ 2-category vNA of von Neumann algebras
has objects von Neumann algebras, 1-morphisms AHB are Hilbert spaces with commuting
normal actions of A and Bop, and 2-morphisms bounded intertwiners. Composition of 1-
morphisms is given by Connes’ fusion relative tensor product. One proves vNA is a W∗

2-category similar to Proposition 2.17, but the result is easier as 1-morphisms are honest
Hilbert spaces. We refer the reader to [Yam07] for an alternative proof. Yet another proof
follows from the fact that vNA is † 2-equivalent to W∗Alg; we refer the reader to [BLM04,
8.5.39] for more details.

Remark 2.20. For the C∗/W∗ 2-categories defined above, the sub 2-category of dual-
izble 1-morphisms is equivalent to the 2-category of finitely generated projective bimodules
(equipped with the appropriate number of inner products) with the algebraic relative tensor
product; references are as follows:

• right C∗-correspondences: [KW00, Lem 1.11, Lem 1.12]
• right W∗-correspondences and von Neumann algebras: [Tho11] (see also [Jon08])

This offers the advantage that while the analytic relative tensor product � does not in
general satisfy a universal property, the algebraic relative tensor product does.

The most important step in the proof of this fact is to show that the left kernel N of the
right C-valued inner product on X ⊗C Y is equal to

spanC{(ξ C b)⊗C η − ξ ⊗C (bB η)}.

(For vNA, we must replaceX with the bounded vectors X0 := {ξ ∈ X|Lξ ∈ Hom(BB → XB)}.)
Here is a sketch which works simultaneously for all the examples above. In what follows, �
denotes the algebraic relative tensor product over B.

Step 1: First, every element of X �B Y can be written as a finite sum
∑n

i=1 ξi �B ηi using

finite bases for XB and YC . (For vNA, we may assume each ξi ∈ X0, i.e., is right
B-bounded.)

Step 2: The space X �B X is a unital algebra which acts unitally on X �B Y :

(ξ1 � ξ2) · (ξ3 � ξ4) := ξ1 � 〈ξ2|ξ3〉B B ξ4 (ξ1 � ξ2)B (ξ3 � η) := ξ1 � 〈ξ2|ξ3〉B B η

The unit 1X�BX
=
∑

β β � β is given by summing over a finite XB-basis {β}. (For

vNA, we replace X with X0, and observe the XB-basis lies in X0
B.)
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Step 3: If
∑n

i=1 ξi �B ηi = 0 in X �B Y (again, for vNA, replace X with X0), then applying

the adjointable map L†β : X �B Y → Y given by ξ �B η 7→ 〈β|ξ〉Bη yields

n∑
i=1

〈β|ξi〉B B ηi = 0 ∀ β ∈ XB.

We conclude that
n∑
i=1

ξi �B ηi =

(∑
β

β �B β

)
B

(
n∑
i=1

ξi �B ηi

)
=
∑
β

n∑
i=1

β � 〈β|ξi〉B B ηi = 0.

Remark 2.21. While we do not need it for our purposes here, observe all the C∗/W∗ 2-
categories defined above are actually symmetric monoidal 2-categories.

Remark 2.22. The W∗ 2-category vNA has an extra involution given by complex con-
jugation, which is a 2-functor C → C which is the identity on objects, contravariant on
1-morphisms, and anti-linear and involtutive on 2-morphisms. In more detail, for AHB ∈
vNA(A → B), H is the complex conjugate Hilbert space with left B-action and right A-
action given by b B η C a := a∗ B η C b∗. For a map T : AHB → AKB, we get the complex
conjugate map T : BHA → BKA by T (η) := Tη.

3. Q-system completion

Q-systems were first introduced in [Lon94] to characterize the canonical endomorphism
associated to a subfactor of an infinite factor [Lon84, Lon89]. Since, they have been studied in
many articles, including [LR97, Müg03, Zit07, BKLR15, GY20]. In this section, we define the
notion of Q-system completion, which is a unitary version of the (co)unital higher idempotent
completion for 2-categories discussed in [CR16] and [DR18]. To do so, we first introduce the
C∗/W∗ 2-category structure on Q-systems following [Yam04a, CR16, NY16, DR18, GJF19].
We then introduce a graphical calculus for working with Q-systems.

3.1. Q-systems. For this section, we fix a C∗/W∗ 2-category C.

Definition 3.1. A Q-system in C is a 1-endomorphism Q ∈ C(b→ b) with a multiplication
and unit that satisfy certain properties best represented graphically. We typically represent
the object b ∈ C by a shaded region and Q ∈ C(b → b) by a black strand which is b-shaded
on either side

= b = bQb.

We denote the multiplication m and the unit i by trivalent and univalent vertices respectively,
and m† and i† are given by the vertical reflections

= m = m† = i = i†.

We call Q a Q-system if (Q,m, i) satisfies:

(Q1) (associativity) =

(Q2) (unitality) = =

(Q3) (Frobenius) = =

12



(Q4) (separable) =

If (Q,m, i) satisfies (Q1), (Q2), and (Q3), we call Q a C∗ Frobenius algebra. If (Q,m) satisfies
(Q1), (Q3), and (Q4), we call Q a unitary condensation algebra.

Remark 3.2. One can view a Q-system in a C∗ tensor category as a C∗-algebra object
internal to C, with a choice of state. We refer the reader to [JP17, JP20] for a comparison
between C∗-algebra objects and Q-systems in the connected/irreducible setting, where there
is a unique choice of state.

Definition 3.3. Given a Q-system or C∗-Frobenius algebra (Q,m, i), we define

dQ := ∈ EndC(1b)
+. (2)

• If dQ is invertible, we call Q non-degenerate or an extension of 1b.
• If dQ is an idempotent, we call Q a summand of 1b.

Facts 3.4. We have the following dependencies amongst the Q-system axioms:

• By [LR97, Eq. (d) p.148], [Zit07, Prop. 5.17], or [BKLR15, Lem. 3.7] (Q1)+(Q2)+(Q4)
⇒ (Q3).
• By [Zit07, Prop. 5.17], (Q2)+(Q4)+(Q3) ⇒ (Q1).

Facts 3.5. We have the following facts about a C∗ Frobenius algebra bQb ∈ C.
(Z1) Q is dualizble with evQ := and coevQ := .

(Z2) By (Z1) and [Zit07, Lem. 1.16], ≤ ≤ ‖dQ‖ · .

(Z3) By [Zit07, Cor. 1.19], either dQ is invertible, or zero is an isolated point in Spec(dQ).
By a slight abuse of notation, set d−1

Q := f(dQ) via the continuous functional calculus
where f : Spec(dQ)→ C is given by

f(x) :=

{
0 if x = 0

x−1 if x 6= 0,

and set sQ := dQd
−1
Q . Then d−1

Q = sQ = .

Remark 3.6. While [Zit07, Cor. 5.18] states that each Frobenius algebra in a tensor C∗-
category is equivalent to a Q-system satisfying (Q1)-(Q4), the proof (which is omitted and
inferred from [Zit07, Pf. of (5.8)+(5.9)⇒(5.7) in Prop. 5.17]) only applies to C∗ Frobenius
algebras, and not arbitrary Frobenius algebras.

Question 3.7. Is every arbitrary Frobenius algebra in a unitary tensor category equivalent
to a Q-system?

Remark 3.8. When End(1b) is not finite dimensional, there may not be a good notion of
quantum dimension in the monoidal category End(b), which may even fail to be rigid. We
refer the reader to [Zit07] for a discussion of rigid C∗ tensor categories T where End(1T )
is not finite dimensional, where it is not clear how to define a quantum dimension. For
example, it is an open question whether C∗Alg(A→ A) for A abelian has a unitary spherical
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structure. For the purposes of this article, dQ for a Q-system defined in (2) is a suitable
replacement.

When End(1b) is finite dimensional and all 1-morphisms in End(b) are dualizable, then
there are various notions of quantum dimension in End(b), depending on whether End(1b) is
one dimensional [LR97, Yam04b] or finite dimensional [BDH14, GL19, Pen20]. One may then
consider normalized non-degenerate Q-systems for which dQ equals this quantum dimension.

Example 3.9. Suppose C is a C∗/W∗ 2-category and aXb ∈ C(a→ b). A unitarily separable

left dual for aXb is a dual (bX
∨
a , evX , coevX) such that evX ◦ ev†X = id1b .

2 There is a similar
notion of a unitarily separable right dual.

Given a unitarily separable left dual for aXb, aX �b X∨a ∈ C(a → a) is a Q-system with
multiplication and unit given by

m := = idX � evX � idX∨ i := = coevX .

Example 3.10. Suppose now that A is a unital C∗-algebra and A ⊂ B is a unital inclusion of
C∗-algebras equipped with a faithful A−A bimodular unital completely positive (ucp) map
(a.k.a. a faithful conditional expectation) EA : B → A. We can endow B with the structure
of a right correspondence in C∗Alg(A → A) by setting 〈b1|b2〉A := EA(b∗1b2). Observe that
the inclusion iB : AAA ⇒ ABA is then an adjointable operator in C∗Alg(AAA ⇒ ABA) with
adjoint EA : B ⇒ A.

The (Pimsner-Popa) index of EA : B → A is

ind(EA) := inf {λ ∈ [1,∞)|λ · EA(b) ≥ b for all b ∈ B+} ,

with the convention that inf ∅ = ∞. If ind(EA) < ∞, then the B − B bimodular multipli-
cation map m : B �A B → B given by the extension of b1 � b2 7→ b1b2 is bounded

〈b1b2|b1b2〉B = b∗2b
∗
1b1b2

≤ ind(EA) · b∗2EA(b∗1b1)b2

= ind(EA) · 〈b2|〈b1|b1〉A B b2〉B
= ind(EA) · 〈b1 � b2|b1 � b2〉B�AB.

The following lemma characterizes exactly when m is adjointable and m† is a B−B bimodule
map.

Lemma 3.11. Suppose A ⊂ B is a unital inclusion of C∗-algebras and EA : B → A is a
faithful conditional expectation. The following are equivalent.

(1) BA is finitely generated projective,
(2) m is adjointable, and m† is a B −B bimodule map.
(3) (B,m, i) is a C∗ Frobenius algebra in C∗Alg(A→ A), and
(4) ABA ∈ C∗Alg(A→ A) is dualizable.

Proof.
(1)⇒ (2): Let {b} ⊂ B be a finite BA-basis, so

∑
β β〈β|x〉A = b for all b ∈ B. By [KW00,

§4, p3462] (see also [Wat90, Props. 1.2.6 and 1.2.8]), the element
∑

β β � β
∗ ∈ B �A B is

2For a 1-morphism aXb in a 2-category C, X dualizable does not necessarily imply X has a separable left
dual cf. [DR18, §A.3].
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independent of the choice of BA-basis. We claim that the map m† : b 7→
∑

β β � β
∗b is the

adjoint of m. One calculates for all b1, b2, b3 ∈ B,

〈m†(b3)|b1 � b2〉B =
∑
β

〈β � β∗b3|b1 � b2〉B

=
∑
β

〈β∗b3|〈β|b1〉Ab2〉B

=
∑
β

〈b3|β〈β|b1〉Ab2〉B

= 〈b3|b1b2〉B
= 〈b3|m(b1 � b2)〉B.

To see that m† is B − B bilinear, we observe that given any unitary u ∈ U(B), {uβ} is
another finite BA-basis, and thus

u

(∑
β

β � β∗
)

=
∑
β

uβ � β∗ =
∑
β

uβ � (uβ)∗u =

(∑
β

β � β∗
)
u.

Since B is linearly spanned by its unitaries, for all b1, b2 ∈ B,

b1(m†(b2)) = b1

(∑
β

β � β∗
)
b2 =

(∑
β

β � β∗
)
b1b2 = m†(b1b2) = m†(b1)b2.

(2)⇒ (3): The straightforward verification of the algebra and Frobenius relations is left to
the reader.

(3)⇒ (4): This is (Z1).

(4)⇒ (1): By [KPW04, Thm 4.13], we have ABA can be endowed with a finite index bi-
Hilbertian structure which is dualizable in the 2 C∗-category of bi-Hilbertian correspon-
dences. By [KPW04, Ex. 2.31], ABA dualizable implies BA is finitely generated projec-
tive. �

Suppose now the equivalent conditions of Lemma 3.11 hold. The Watatani index [B :
A] :=

∑
β ββ

∗ ∈ Z(B)×+ is independent of the choice of basis [Wat90, Prop. 1.2.8]. We may

renormalize m and i so that (B,m, i) is a Q-system. Indeed, [B : A]−1/2 is a B−B bimodular
map, so we may replace m by [B : A]−1/2m and i by [B : A]1/2i.

Example 3.12. Building on Example 3.10, Suppose A ⊂ B is a unital inclusion of C∗-
algebras equipped with a faithful surjective cp A− A bimodular map E : B → A such that
BA is finitely generated projective.3 For any auxiliary unital C∗-algebra A′, we may view
B as an A ⊕ A′ − A ⊕ A′ bimodule, where A′ acts by zero. Using the A ⊕ A′-valued inner
product 〈b1|b2〉A⊕A′ := E(b∗1b2), we may modify the multiplication and unit of B to make it
a Q-system in C∗Alg(A⊕ A′ → A⊕ A′).

Remark 3.13. When C is a bi-involutive C∗/W∗ 2-category and End(1b) is finite dimen-
sional, the tensor subcategory of dualizable endomorphisms Endd(b) is a unitary multitensor

3It follows that E(1B) is invertible. Indeed, since E is surjective, there is a b ∈ B such that E(b) = 1A.
Replacing b with (b + b∗)/2, we may may assume b is self-adjoint. Then b ≤ ‖b‖1B , so E(1B) ≥ ‖b‖−11A.
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category with canonical involutive structure · . By [BDH14], there is a unique balanced uni-
tary dual functor which gives the unique unitary spherical structure, and there is a canonical
unitary isomorphism X∨ ∼= X. (Such a canonical isomorphism exists for all unitary dual
functors by [Pen20, Cor. B].)

Suppose now that b is simple so that End(1b) = C, Endd(b) is a unitary tensor category.
In this setting, we can ask for an additional axiom for a (non-degenerate) Q-system bQb ∈
Endd(b):

• (normalized) evQ, coevQ from (Z1) are standard solutions to the conjugate equations,
i.e., (Q, evQ, coevQ) is a balanced dual for Q.

This axiom was required for the definition of a Q-system in [BKLR15, Def. 3.2 and 3.8]. In
this setting, by [NT13, Prop. 2.2.13], (see also [LR97, §6], [Vic11, §3], [JP20, Lem. 2.9]), Q
is a real (symmetrically self-dual) object in Endd(b) via the unitary isomorphism

Q

Q
= (i∗ ◦m)� idQ) ◦ (idQ� coevQ) ∈ C(bQb ⇒ bQb).

3.2. Bimodules.

Definition 3.14. Given two Q-systems P ∈ C(a → a) and Q ∈ C(b → b), a P − Q
bimodule consists of a triple (X,λ, ρ) where X ∈ C(a → b) and λ ∈ C(P � X ⇒ X) and
ρ ∈ C(X �Q⇒ X) satisfy certain axioms. We denote aXb by a red colored strand which is
a-shaded on the left and b-shaded on the right

= a = b = aXb.

The maps λ, ρ are denoted trivalent vertices respectively, and λ†, ρ† are denoted by the
vertical reflections

= λ = ρ = λ† = ρ†.

Here, P,Q are both denoted by black strands as their type may be inferred from the side of
the red strand on which they lie.

These maps must satisfy the following axioms:

(B1) (associativity) = , = , and =

(B2) (unitality) = and =

(B3) (Frobenius) = = and = =

(B4) (separable) = =

We leave it to the reader to define the notions of left and right modules by removing one of
these actions (or replacing it with an identity Q-system).

Facts 3.15. We collect some additional well-known facts about modules for Q-systems below.
For these statements below, P ∈ C(a → a) is a Q-system and aXb, aYb ∈ C(a → b) are left
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P -modules. (We ignore any right action, which can be taken to be 1b if needed.) We denote
a and b by shaded regions and aXb, aYb by colored strands.

= a = b = aXb = aYb

(MM1) The adjoint λ† of the left P -action λ : P �X → X is given by

= .

Proof. This is immediate from (B2) and (B3). �

(MM2) Given a left P -module map f : PX → PY , f † : Y → X is also a left P -module map.

Proof. Apply † to
f

=
(MM1) f

= f =
f

=
(MM1)

f
. �

Facts 3.16. We again have the following dependencies amongst the relations.

• (B1)+(B4)⇒(B2)
• By [BKLR15, Lem. 3.23], (B1)+(B4)⇒(B3)
• Using (MM1), we have (B1)+(B2)+(B3) ⇒ (B4)
• (MM2) follows from (B1), (B3), and (B4) without even assuming (Q2). This fact is

useful when one defines the C∗/W∗ 2-category Kar†(C) of unitary condensation alge-
bras, unitary condensation bimodules, and intertwiners in C in the spirit of [GJF19].
Indeed, take † of

f
=

(B4)

f =
f

=
(B3)

f =
(B1)†

f =

f

=
(B4)

f
.

Definition 3.17. Let C be a C∗/W∗ 2-category. We define the C∗/W∗ 2-category QSys(C)
as follows:

• objects are Q-systems (Q,m, i) ∈ C(b→ b),
• 1-morphisms between Q-systems P ∈ C(a → a) and Q ∈ C(b → b) are (unital

Frobenius) bimodules (aXb, λ, ρ) ∈ C(a→ b), and
• 2-morphisms are bimodule intertwiners. That is, if P ∈ C(a → a) and Q ∈
C(b → b) are Q-systems and aXb, aYb ∈ C(a → b) are P − Q bimodules, we de-
fine QSys(C)(PXQ ⇒ PYQ) as the set of f ∈ C(aXb ⇒ aYb) such that

f
=

f
and

f
=

f
. (3)

By (MM2), every hom 1-category in QSys(C) is a † 2-category. Combining Remark
2.5 and Lemma 2.3, we see (3) is a norm-closed condition. When C is W∗, (3) is a
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weak*-closed (normal) condition by replacing Remark 2.5 with (W∗2′). Thus every
hom 1-category in QSys(C) is C∗/W∗ respectively.

We now define composition of 1-morphisms and the associator of QSys(C).

Definition 3.18 (Composition of 1-morphisms). Let P ∈ C(a → a), Q ∈ C(b → b), and
R ∈ C(c→ c) be Q-systems. Let aXb ∈ QSys(C)(P → Q) and bYc ∈ QSys(C)(Q→ R). Since
C is unitarily idempotent complete, and QSys(C)(P → R) is a C∗/W∗ subcategory of C, it
is straightforward to show that QSys(C)(P → R) is also unitarily idempotent complete. We
define the P −R bimodule aX ⊗Q Yb ∈ QSys(C)(P → R) by unitarily splitting the canonical
separability projector

pX,Y := := = (4)

in the C∗/W∗ category QSys(C)(P → R). That is, there is an object aX⊗QYb ∈ QSys(C)(P →
R) and a P−R bimodular coisometry uX,Y : X�bY → X⊗QY such that pX,Y = u†X,Y ◦uX,Y .
Since uX,Y is a coisometry, we have uX,Y ◦ pX,Y = uX,Y . Graphically, we denote

= X ⊗Q Y u = uX,Y .

The dots between the red and orange strands are meant to evoke the separability projector.
The pair (aX ⊗Q Yb, uX,Y ) is unique up to canonical unitary isomorphism.

We now define the horizontal composition ⊗Q of bimodule intertwiners. It suffices to
define horizontal composition with an identity 2-morphism on both sides and prove the
exchange relation. Suppose P ∈ C(a→ a), Q ∈ C(b→ b), and R ∈ C(c→ c) are Q-systems
and PWQ ∈ C(a → b), PXQ ∈ C(a → b) and QYR,QZR ∈ C(b → c) are bimodules. For
f ∈ QSys(C)(PWQ ⇒ PXQ), we define

f ⊗Q idY := uX,Y ◦ (f �b idY ) ◦ u†W,Y ∈ QSys(C)(PW ⊗Q YR ⇒ PX ⊗Q YR) (5)

For g ∈ QSys(C)(QYR ⇒ QZR), we define

idX ⊗Qg := uX,Z ◦ (idX �bg) ◦ u†X,Y ∈ QSys(C)(PX ⊗Q YR ⇒ PX ⊗Q ZR). (6)

The interchange relation now follows immediately by the fact that

pX,Y ◦ (f �b idY ) = (f �b idY ) ◦ pW,Y and pX,Z ◦ (idX �bg) = (idX �bg) ◦ pX,Y
as f, g are bimodule maps.

Remark 3.19. Observe that (X ⊗Q Y, uX,Y ) is the coequalizer

X �Q� Y X � Y X ⊗Q Y.

Z

idX �λY

ρX�idY

uX,Y

T

u†X,Y

∃ ! T̃
(7)

Indeed, any map T ∈ HomP−R(X �Q Y → Z) which coequalizes the two maps on the left of
(7) satisfies

T ◦ pX,Y = T ◦ (idX �λY ) ◦ (ρ†X � idY ) = T ◦ (ρX � idY ) ◦ (ρ†X � idY ) = T.
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Since pX,Y = u†X,Y uX,Y and uX,Y is a coisometry, the unique map T̃ : X⊗Q Y → Z such that

T̃ ◦ pX,Y = T must be given by T̃ := T ◦ u†X,Y .

Definition 3.20 (Unitor and associator). For each Q-system Q ∈ C(b → b), Q is also the
unit 1-morphism in QSys(C)(Q → Q). Given a Q − R bimodule bYc ∈ C(b → c), the unitor

natural isomorphism λQY : Q ⊗Q Y → Y is given by λY ◦ u†Q,Y . Similarly, given a P − Q

bimodule aXb ∈ C(a → b), the unitor natural isomorphisms ρQX : X ⊗Q Q → X is given by

ρX ◦ u†X,Q.
The associator for QSys is also built from the uX,Y . Suppose a, b, c, d ∈ C, denoted by

the following shaded regions:

= a = b = c = d

Suppose we have 1-morphism aXb, bYc, cZd which we denote graphically by

= aXb = bYc = cZd

Assume these are P −Q, Q−R, and R− S bimodule objects for Q-systems P ∈ C(a→ a),
Q ∈ C(b→ b), R ∈ C(c→ c), and S ∈ C(d→ d) respectively. We define

αQSys
X,Y,Z :=

u

u

αC

u†

u†

: (X ⊗Q Y )⊗R Z ⇒ X ⊗Q (Y ⊗R Z). (8)

Here, we write the associator in C for clarity, but we usually suppress it whenever possible.
While we use the same string type for both the source and target, the label may be inferred
from the strings from the nearest u or u†. It is a straightforward and enjoyable exercise to
prove the pentagon relation using the relation u†X,Y ◦ uX,Y = pX,Y and the fact that the u

and u† are bimodule maps.

Remark 3.21. One can show using (7) that αQSys, αC and u satisfy the following associativity
relation [NY16, p. 27]:

u

u

αQSys

=

u

u

αC

: (X � Y )� Z ⇒ X ⊗Q (Y ⊗R Z).

One can also prove the pentagon relation for αQSys(C) using this relation.
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Proposition 3.22. If C is a C∗/W∗ 2-category, then QSys(C) is a C∗/W∗-2-category respec-
tively.

Proof. It remains to check (W∗2′) in the W∗ case. Recall that tensoring with an identity
2-morphism on the right and left are given respectively by (5) and (6). The result now
follows as idX �b− as − �b idY are normal by (W∗2′) for C, as is pre-composition with u†

and post-composition with u. �

Notation 3.23. Suppose C,D are 2-categories. We use the following coherence conventions
for a 2-functor F = (F, F 2, F 1) : C → D:

F 2
X,Y ∈ D(F (X)�F (b) F (Y )⇒ F (X �b Y )) and F 1

a ∈ D(1F (a) ⇒ F (1a)).

Construction 3.24. Suppose C is a C∗/W∗-2-category. We have a canonical inclusion †
2-functor ιC : C ↪→ QSys(C) given as follows.

• For an object c ∈ C, we map c to 1c ∈ C(c→ c) with its obvious Q-system structure
as the tensor unit of C(c→ c).
• For a 1-morphism aXb ∈ C(a → b), X itself is a unital Frobenius 1a − 1b bimodule

object, so we map X to itself.
• For a 2-morphism f ∈ C(X ⇒ Y ), we see that f is 1a − 1b bimodular, so we map f

to itself.

Recall that the associator in QSys(C) is built from the associator in C using a unitary splitting
of the canonical separability projector as in (8). But the canonical separability projector for
X ⊗1b Y is the identity, so the associator on the image of ι in QSys(C) is the same as the
associator in C. We may thus take the tensorator and unitor of ι to be identity morphisms.
That is, ι is a strict † 2-functor.

Example 3.25. Continuing Example 3.10, suppose A ⊂ B is a unital inclusion of C∗-
algebras together with a finite index faithful ucp conditional expectation EA : B → A
such that BA is finitely generated projective. As before, we can renormalize m, i so that
(ABA,m, i) is a Q-system. Let 1B denote the trivial Q-system B ∈ C∗Alg(B → B).

We claim that ABA and 1B are equivalent as Q-systems in QSys(C∗Alg). Set X :=

ABB with right B-valued inner product 〈b1|b2〉B := b∗1b2, and set X∨ := BBA with right
A-valued inner product 〈b1|b2〉A := EA(b∗1b2). Let the evaluation evX : X∨ �A X → B
be the renormalized multiplication, and the coevaluation coevX : A → X �B X∨ be the
renormalized inclusion. Then (X∨, evX , coevX) is a unitarily separable left dual for X, and
(X, evX∨ := i†[B : A]−1/2, coevX∨ := m†[B : A]1/2) is a unitarily separable left dual for X∨.
The Q-system structures on on X ⊗1B X

∨ and X∨ ⊗
ABA

X are given by Example 3.9.
It is clear that X ⊗1B X

∨ = X �B X∨ ∼= ABA as Q-systems. We now calculate that
X∨ ⊗

ABA
X ∼= 1B, and this isomorphism intertwines the canonical Q-system structure on

X∨⊗
ABA

X with the unitor on 1B. Denote A,B and X by the following shaded regions and
strand respectively:

= A = B = AXB

Using the previous calculation, it is straightforward to see that the separability idempotent
in EndB−B(X∨ �A X) onto X∨ ⊗

ABA
X is given by

pX∨,X = ev†X ◦ evX = .
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We see now that the coisometry uX∨,X := evX : X∨�AX → B unitarily splits the separability

idempotent pX∨,X . Moreover, u†X∨,X : B = 1B → X∨ �A X is clearly an isomorphism of
Q-systems:

= .

The claim now follows from the following lemma, whose straightforward proof is left to the
reader.

Lemma 3.26. Let C be a C∗/W∗ 2-category. Suppose aXb has unitarily separable dual
(bX

∨
a , evX , coevX) such that X is also a unitarily separable dual for X∨ via evX∨ , coevX∨.

Then the canonical Q-systems X �b X∨ and X∨ �a X are equivalent in QSys(C) via the
X �b X∨ −X∨ �a X bimodule X whose left and right actions are given by

X∨ XX

= idX �b evX

X X∨X

= evX∨ � idX

Example 3.27. Continuing Example 3.12, suppose A ⊂ B is a unital inclusion of C∗-
algebras equipped with a faithful cp A − A bimodular map (non-normalized conditional
expectation) E : B → A, and suppose A′ is any auxiliary unital C∗-algebra. We can
renormalize the multiplication on B so that ABA is a Q-system, and so that A⊕A′BA⊕A′ is a
Q-system.

We claim that ABA and A⊕A′BA⊕A′ are equivalent as Q-systems. Indeed, define AXA⊕A′ :=

ABA⊕A′ as a unitarily separable ABA − A⊕A′BA⊕A′ bimodule with the obvious left and right
actions. It is straightforward to adapt the previous Example 3.25 to show that X⊗

A⊕A′BA⊕A′

X∨ ∼= ABA and X∨ ⊗
ABA

X ∼= A⊕A′BA⊕A′ as Q-systems.

Remark 3.28. In followup work [CP], we will prove that QSys is a 3-endofunctor on the
3-category (algebraic tricategory [Gur13]) of 2 C∗/W∗ categories. For the purposes of this
article, in order to induce actions of C∗-algebras, we need only the construction below at the
level of † 2-functors. The following construction is similar to [DR18, §A.6].

Construction 3.29. A † 2-functor F : C → D between C∗/W∗ 2-categories induces a †
2-functor QSys(F ) : QSys(C)→ QSys(D).

Objects: Given a Q-system (Q,m, i) ∈ C(b → b), QSys(F ) maps (Q,m, i) to (F (Q), F (m) ◦
F 2
Q,Q, F (i) ◦ F 1

b ) ∈ D(F (b)→ F (b)).
1-morphisms: Given Q-systems P ∈ C(a → a) and Q ∈ C(b → b) and a P − Q bimodule

(aXb, λ, ρ) ∈ C(a → b), QSys(F ) maps (aXb, λ, ρ) to (F (X), F (λ) ◦ F 2
P,X , F (ρ) ◦ F 2

X,Q) ∈
D(F (a)→ F (b)).

2-morphisms: Given Q-systems P ∈ C(a → a) and Q ∈ C(b → b), P − Q bimodules

aXb, aYb ∈ C(a → b), and an intertwiner f ∈ C(aXb ⇒ aYb), QSys(F ) maps f to F (f) ∈
D(F (a)F (X)F (b) ⇒ F (a)F (Y )F (b)).

Coheretors: For PXQ ∈ QSys(C)(P → Q) and QYR ∈ QSys(C)(Q→ R), we define QSys(F )2
X,Y ∈

QSys(D)(F (X)⊗F (Q)F (Y )⇒ F (X⊗QY )) as the unique map given by the universal property
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of the coequalizer:

F (X)� F (Q)� F (Y ) F (X)� F (Y ) F (X)⊗F (Q) F (Y ).

F (X � Y ) F (X ⊗Q Y )

idF (X) �−B−

−C−�idF (Y )

uF (X),F (Y )

F 2
X,Y ∃ !QSys(F )2X,Y

F (uX,Y )

Observe we have the following direct formula for QSys(F )2
X,Y :

QSys(F )2
X,Y := F (uX,Y ) ◦ F 2

X,Y ◦ u
†
F (X),F (Y ). (9)

By definition of the separability projector (4) for F (X)⊗F (Q) F (Y ), we have

pF (X),F (Y ) = (idF (X)�F (b)λF (Y )) ◦ (ρ†F (X) �F (b) idF (Y ))

= (F (idX)�F (b) (F (λY ) ◦ F 2
Q,Y )) ◦ ((F (ρX) ◦ F 2

X,Q)† �F (b) F (idY ))

= (F 2
X,Y )† ◦ F (pX,Y ) ◦ F 2

X,Y .

This formula for pF (X),F (Y ) immediately implies QSys(F )2
X,Y is unitary:

(QSys(F )2
X,Y )† ◦ QSys(F )2

X,Y = (F (uX,Y ) ◦ F 2
X,Y ◦ u

†
F (X),F (Y ))

† ◦ (F (uX,Y ) ◦ F 2
X,Y ◦ u

†
F (X),F (Y ))

= uF (X),F (Y ) ◦ (F 2
X,Y )† ◦ F (pX,Y ) ◦ F 2

X,Y ◦ u
†
F (X),F (Y )

= uF (X),F (Y ) ◦ (F 2
X,Y )† ◦ F 2

X,Y ◦ pF (X),F (Y ) ◦ u†F (X),F (Y )

= idF (X)⊗F (Q)F (Y )

QSys(F )2
X,Y ◦ (QSys(F )2

X,Y )† = (F (uX,Y ) ◦ F 2
X,Y ◦ u

†
F (X),F (Y )) ◦ (F (uX,Y ) ◦ F 2

X,Y ◦ u
†
F (X),F (Y ))

†

= F (uX,Y ) ◦ F 2
X,Y ◦ pF (X),F (Y ) ◦ (F 2

X,Y )† ◦ F (u†X,Y )

= F (uX,Y ) ◦ F (pX,Y ) ◦ F 2
X,Y ◦ (F 2

X,Y )† ◦ F (u†X,Y )

= F (idX⊗QY ) = idF (X⊗QY ) .

We get the following two relations from (9) using unitarity of QSys(F )2 and that u is a
coisometry:

QSys(F )2
X,Y ◦ uF (X),F (Y ) = F (uX,Y ) ◦ F 2

X,Y (10)

F (u†X,Y ) ◦ QSys(F )2
X,Y = F 2

X,Y ◦ u
†
F (X),F (Y ) (11)
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In turn, these identities are used to prove the associativity of QSys(F )2:

F (X)⊗F (Q) (F (Y )⊗F (R) F (Z)) F (X)⊗F (Q) F (Y ⊗R Z) F (X ⊗Q (Y ⊗R Z))

F (X)� (F (Y )⊗F (R) F (Z)) F (X)� F (Y ⊗R Z) F (X � (Y ⊗R Z))

F (X)� (F (Y )� F (Z)) F (X)� F (Y � Z) F (X � (Y � Z))

(F (X)� F (Y ))� F (Z) F (X � Y )� F (Z) F ((X � Y )� Z)

(F (X)⊗F (Q) F (Y ))� F (Z) F (X ⊗Q Y )� F (Z) F ((X ⊗Q Y )� Z)

(F (X)⊗F (Q) F (Y ))⊗F (R) F (Z) F (X ⊗Q Y )⊗F (R) F (Z) F ((X ⊗Q Y )⊗R Z)

(10)

(11)

(11)

(10)

(8) F (8)

id⊗QSys(F )2 QSys(F )2

id�QSys(F )2 F 2

id�F 2 F 2

F 2�id F 2

QSys(F )2�id F 2

QSys(F )2⊗id QSys(F )2

αQSys(D)

u†

u†�id

αD

id�u

u

u†

F (u†)�id

id�F (u)

u

F (αQSys(C))

F (u†)

F (u†�id)

F (αC)

F (id�u)

F (u)

Finally, for a Q-system Q ∈ C(b → b), we define QSys(F )1
Q ∈ QSys(D)(1F (Q) = F (Q) ⇒

F (Q)) to be the identity. The diagram on the left below commutes as

QSys(F )(ρQX) ◦ QSys(F )2
X,Q = F (ρQX) ◦ F (uX,Q) ◦ F 2

X,Q ◦ u
†
F (X),F (Q)

= F (ρX) ◦ F 2
X,Q ◦ u

†
F (X),F (Q) = ρF (X) ◦ u†F (X),F (Q) = ρ

F (Q)
F (X).

The one on the right is similar.

F (X)⊗F (Q) 1F (Q) F (X)

F (X)⊗F (Q) F (Q) F (X ⊗Q Q)

ρ
F (Q)
F (X)

id⊗QSys(F )1Q

QSys(F )2X,Q

QSys(F )(ρQX)

1F (Q) ⊗F (Q) F (Y ) F (Y )

F (Q)⊗F (Q) F (Y ) F (Q⊗Q Y )

λ
F (Q)
F (Y )

QSys(F )1Q⊗id

QSys(F )2Q,Y

QSys(F )(λQY )

Remark 3.30. Observe that if our † 2-functor F : C → D is fully faithful on 2-morphisms,
then QSys(F ) : QSys(C)→ QSys(D) is as well.

3.3. Graphical calculus for QSys(C). We now expand the graphical calculus for C to
a graphical calculus for QSys(C) which is compatible with the canonical embedding ιC :
C ↪→ QSys(C). As before, objects c ∈ C, which are now the Q-systems 1c ∈ QSys(C), are
represented by shaded regions, which we still denote in gray-scale:

= 1a = 1b = 1c.

Given Q-systems P ∈ C(a → a), Q ∈ C(b → b), R ∈ C(c → c), we represent these objects in
QSys(C) by colored regions as follows:

= P = Q = R.

Suppose PXQ ∈ C(a→ b) is a unital Frobenius P −Q bimodule. Depending on whether we
view X as a 1-morphism in C(a→ b) = QSys(C)(1a → 1b), QSys(C)(1a → Q), QSys(C)(P →
1b), or X ∈ QSys(P → Q), we represent it by a colored strand with the appropriate left and
right shadings:

= 1aX1b = 1aXQ = PX1b = PXQ.
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We denote the Q-system as a bimodule over itself by a string of similar, but slightly darker
color. Again, the shadings on the left and right designate over which Q-systems we are
considering the bimodule. For example:

= 1aP1a = 1bQQ = RR1c = PPP (12)

As before, the 1-composite of two separable bimodules in QSys(C) (i.e., relative tensor prod-
uct) is denoted by horizontal juxtaposition with the appropriate shading in between. For
example, given separable bimodules PXQ ∈ C(a → b) and QYR ∈ C(b → c), we denote their
1-composition by

= PX ⊗Q YR where = PXQ = QYR.

The coisometry uQX,Y : X �b Y → X ⊗Q Y from Definition 3.18 is P −R bimodular and can
be represented graphically by

uQX,Y := : X �b Y → X ⊗Q Y and (uQX,Y )† = .

Here, we suppress the external shading, which can be taken to be any of the four combinations
given above in (12). We have the following relations for uQX,Y and its adjoint:

uQX,Y ◦ (uQX,Y )† = = = idX⊗QY (uQX,Y )† ◦ uQX,Y = = = pQX,Y

We define

λPX = := = λX ◦ (uPP,X)† and ρQX = := = ρX ◦ (uQX,Q)†.

Observe that

= = = and = = = ,

and thus λPX is unitary. Similarly, ρQX is unitary.
The unitor λX : P �aX → X may be represented as a P − 1b bimodular map in QSys(C)

by introducing a shading on the left. Similarly, we may introduce a shading on the right to
see ρX as a 1a −Q bimodular map.

λX = ρX =

These maps are partial isometries as aXb is unitarily separable:

= and =

Facts 3.31. We have the following easily verified relations amongst the separability coisome-
tries and trivalent vertices.

(1) = = = and = .
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(2) Considering Q as a bimodule over itself, is a unitary, and = .

(3) uQX,Y = = =

(4) For a bimodule map f : PXQ → PZQ,
f

=
f

and
f

=
f

.

Lemma 3.32.

(1) Suppose Q ∈ C(b→ b) is a Q-system, then bQb
∼= bQ⊗QQb as Q-systems in QSys(C).

(2) Suppose (R,mR
b , i

R
b ) ∈ C(b→ b) is a Q-system in C and (Q,mQ

R, i
Q
R) ∈ QSys(C)(R→

R) is a Q-system in QSys(C). Then Q ∈ C(b→ b) is a Q-system in C with multipli-
cation and unit given by

mQ
b := = iQb := =

Here, we use the same notation for b,Q,R as in the beginning of this section, and
the 4-valent vertex is defined as

:= := = .

Proof.
(1) Note that

= : 1bQ1b → 1bQ⊗Q Q1b

is a unitary from Facts 3.31(2). Moreover, this unitary intertwines the Q-system structures
as

= = and = = .

(2) We verify that (Q,mQ
b , i

Q
b ) ∈ C(b→ b) is a Q-system by using Facts 3.31.

(Q1): = = =

(Q2): = = = = · · · =
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(Q3): = = = = · · · =

(Q4): = = =

�

Remark 3.33. In Lemma 3.32(2), if (R,mR
b , i

R
b ) and (Q,mQ

R, i
Q
R) are non-degenerate, then

so is (Q,mQ
b , i

Q
b ). Indeed, (iRb )† ◦ iRb is positive and invertible and thus bounded below. Hence

there is some c > 0 such that

= ≥ c · ∈ End(1b)
×.

3.4. Q-system completion. We now present the notion of Q-system completeness for a
C∗/W∗ 2-category. The following presentation is motivated by [DR18, §A.5] and [GJF19].
Similar results to those in this section were proved for particular W∗ 2-subcategories of vNA
in [GY20, §3.2] (see Example 3.38 below).

Definition 3.34. We say that a C∗-2-category C is Q-system complete if the inclusion
ιC : C ↪→ QSys(C) is a † 2-equivalence.

Remark 3.35 (cf. [DR18, Prop. A.5.4]). Observe that by construction, the inclusion †
2-functor ιC : C → QSys(C) is

(ι1) unitarily essentially surjective on 1-morphisms between trivial Q-systems (those of
the form 1c for c ∈ C), since the unital Frobenius 1a−1b bimodule objects are exactly
the 1-morphisms aXb ∈ C(a→ b),4 and

(ι2) fully faithful on 2-morphisms, since the 1a−1b bimodule maps aXb ⇒ aYb are exactly
the 2-morphisms f ∈ C(aXb ⇒ aYb).

This means that by a dagger version of [JY20, Thm. 7.4.1], C is Q-system complete if and
only if ιC is unitarily essentially surjective on objects. By Remark 2.8, it suffices to prove ιC
is (algebraically) essentially surjective on objects.

Various results related to the next theorem for Q-systems have appeared in the subfactor
literature; for example, see [BKLR15, Thm. 3.11] and [Müg03].

Theorem 3.36 (cf. [DR18, Prop. A.4.2]). A C∗/W∗ 2-category C is Q-system complete if
and only if every Q-system Q ∈ C(b→ b) splits, i.e., there is an object c ∈ C and a dualizable
1-morphism bXc ∈ C(b → c) which admits a unitarily separable dual (X∨, evX , coevX) such
that (Q,m, i) is isomorphic to X �cX∨ with its usual multiplication and unit from Example
3.9.

4For a unital 1a − 1b bimodule aXb ∈ C(a→ b), the left 1a- and right 1b-actions must be unitors in C.
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Proof.
⇒: Suppose Q ∈ C(b→ b) is a Q-system. Since C ↪→ QSys(C) is an equivalence, it is unitarily
essentially surjective on objects. This means there is an object c ∈ C and an invertible

(which implies dualizable) separable bimodule QY1c = ∈ QSys(C)(Q→ 1c) together with
unitaries

ε := : QY ⊗1c Y
∨
Q

∼=−→ QQQ. and δ := : 1c1c1c
∼=−→ 1cY

∨ ⊗Q Y1c ,

which satisfy the zigzag conditions. Since ε and δ are unitaries, we see that Y ∨ is a unitarily
separable dual for Y , and Y is a unitarily separable dual for Y ∨.

Now consider 1bQQ = as a 1b −Q bimodule, and set X := 1bQ⊗Q Y1c = . Then

clearly 1bX⊗1c X
∨
1b

= is isomorphic to bQ⊗QQb as Q-systems via the isomorphism

u := =⇒ = = .

By Lemma 3.32(1), 1bX ⊗1a X
∨
1b
∼= bQ ⊗Q Qb

∼= bQb as Q-systems. Hence Q splits as
desired.
⇐: Suppose every Q-system Q ∈ C(b → b) splits. To show C is Q-system complete, by
Remark 3.35, it suffices to show that every Q-system bQb is equivalent to a trivial Q-system.
Let bYc be a dualizable 1-morphism with unitarily separable dual (cY

∨
b , evY , coevY ) such that

bQb
∼= bY �c Y ∨b as Q-systems. This isomorphism intertwines the Q−Q bimodule structure

on bQb with the bY �c Y ∨b − bY �c Y ∨b bimodule structure on bY �c Y ∨b . The rest of the proof
is now similar to Example 3.25. Observe that under the above isomorphism, the canonical
separability projector pY ∨,Y ∈ End(cY

∨ �b Yc) onto cY
∨ ⊗Q Y c

∼= cY
∨ ⊗Y �bY ∨ Yc is given as

in (4) by

pY,Y ∨ = = = = ev†Y ◦ evY .

Thus evY is a coisometry which splits pY ∨,Y . Since the image of evY is 1c, we see that QYc
is an invertible Q− 1c bimodule in QSys(C)(Q→ 1c), as desired. �

The following example of Q-system splitting will be useful in our proof of Theorem A,
which says that C∗Alg is Q-system complete.

Corollary 3.37 (cf. [CR16, Prop. 4.2] and [DR18, Prop. A.5.3]). QSys(C) is Q-system
complete.

Proof. By Theorem 3.36, it suffices to prove every Q-system P ∈ QSys(C)(Q → Q) splits,
where Q ∈ C(b → b) is a Q-system in C. According to Lemma 3.32(2), P ∈ C(b → b) is a
Q-system in C, QPQ ∼= QP ⊗P PQ as Q-systems, where QPP ∈ QSys(C)(Q→ P ) is a unitarily
separable dualizable 1-morphism. �

Example 3.38 ([GY20]). Let vNAfactor
II1

denote the W∗ 2-category whose objects are type II1

factors. Then QSys(vNAfactor
II1

) = vNAmultifactor
II1

, whose objects are II1 multifactors, i.e., finite
direct sums of II1 factors. For R the hyperfinite II1 factor, the objects of QSys(Bim(R)) are
exactly the hyperfinite II1 multifactors, i.e., finite direct sums of R.
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Example 3.39. Let C be a unitary fusion category. Recall from Remark 2.10 that BC is
the delooping of C, which is C considered as a C∗ 2-category with one object.

The C∗ 2-category Mod†(C) has

• objects finitely semisimple left C-module C∗-categories,
• 1-morphisms † C-module functors, and
• 2-morphisms C-module natural transformations.

By the unitary version of the Barr-Beck/Ostrik theorem [Ost03a, Thm. 3.1], [BZBJ18, §4]
for unitary fusion categories, Mod†(C) is unitarily 2-equivalent to the Q-system completion
QSys(BC). We sketch a proof below for the reader’s convenience.

It is straightforward to prove that the map

Q 7→ Mod†C(Q) PXQ 7→ (−⊗P X : Mod†C(P )→ Mod†C(Q)) (13)

defines a † 2-functor QSys(BC)→ Mod†(C). Here, Mod†C(Q) is the category of unitarily sep-
arable right Q-module objects in C with right Q-module maps, which is C∗ by the analogous
version of (MM2).

One checks that for all unital P −Q bimodules PXQ, PYQ,

HomP−Q(X ⇒ Y ) 3 θ 7−→ (−⊗ θ : −⊗P XQ ⇒ −⊗P YQ)

is an isomorphism. Indeed, every C-module natural transformation θ : −⊗P XQ ⇒ −⊗P XQ

is completely determined by θP using that Mod†C(P ) is the unitary Cauchy completion of
FreeModC(P ).

Thus to show our 2-functor (13) is fully faithful, we need to prove the hom functors are

essentially surjective. Suppose F : Mod†C(P ) → Mod†C(Q) is a C-module †-functor. Then

F(P ) ∈ Mod†C(Q) carries a unitarily separable right Q-action be definition, and a left P -
action using the modulator λP := F(mP ) ◦ F2

P,P . Moreover, it is straightforward to see

λPλ
†
P = F(mP ) ◦ F2

P,P ◦ (F2
P,P )† ◦ F(mP )† = F(mP ◦m†P ) = idX ,

so the left P -action on F(P ) is unitarily separable. One then checks that F is unitarily
isomorphic to −⊗P F(P ).

It remains to show the † 2-functor (13) is essentially surjective. This follows by [NY18,
Thm. A.1], which essentially shows that a semisimple left C-module C∗-category M which

admits a pointing is unitarily equivalent to Mod†C(Q) for some Q-system Q.

Remark 3.40. Q-system completion satisfies a universal property similar to [Déc20, §1.2].
We leave this to our future work [CP] as it would take us too far afield.

4. C∗Alg is Q-system complete

In this section we prove the following theorem.

Theorem (Theorem A). C∗Alg is Q-system complete.

To do so, we construct a † 2-functor | · | : QSys(C∗Alg) → C∗Alg called the realization
functor, and show it is inverse to the canonical inclusion ι : C ↪→ QSys(C). Our strategy will
be to adapt the usual subfactor method [LR04], which is clearly expressed diagrammatically
in [Hen14, §4.1]. (This strategy is also similar to that employed to describe the Tannaka
duality for semisimple Hopf algebras in terms of Frobenius algebras [Yam04a, §7].)

We begin with the following important initial observation.
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Construction 4.1. Suppose AXB ∈ C∗Alg(A→ B). Consider the right B-module

HomC−B(CBB → CA�A XB)

with left A-action (aB f)(x) := (a� idX) ◦ f)(x) (here, we identify A = End(AA)), right B-
action (fCb)(x) := f(bx), and right B-valued inner product 〈f |g〉Hom

B := f †◦g ∈ End(BB) =
B. Identifying CXB = CA�A XB, the maps

AXB −→ HomC−B(CBB → CXB)

ξ 7−→ (Lξ : b 7→ ξ C b)
and

HomC−B(CBB → CXB) −→ XB

f 7−→ f(1B)

are mutually inverse linear maps which preserve these B-valued inner products. Indeed, Lξ
is adjointable with adjoint L†ξ(η) := 〈ξ|η〉XB . Thus

〈Lξ|Lη〉Hom
B = L†ξ ◦ Lη = 〈ξ|η〉XB .

Remark 4.2. Observe that while we always have HomC−B(BB → XB) ∼= XB, in general,

HomC−B(XB → BB) � BX. Each ξ ∈ X still gives us an adjointable map L†ξ : XB → BB by

η 7→ 〈ξ|η〉B, but the anti-linear map ξ 7→ L†ξ need not be onto. This map is onto precisely
when XB is a self-dual B-module; see [Pas73, §3] for more details.

4.1. Realization of Q-systems. For this section, we fix a unital C∗-algebra B. In the
graphical calculus for C∗Alg, we denote the algebra B by a shaded region and C by an
unshaded region.

= C = B

Suppose (BQB, µ, i) is a Q-system in C∗Alg(B → B). We denote Q by a black strand shaded
on both sides, and CBB by a dashed strand which is shaded on the right side

BQB = CBB = CB �B QB =

We denote the multiplication and unit of Q by a trivalent and univalent vertex respectively.
Observe that the C − B bimodule CB �B QB which forgets the left B-action is a right
Q-module object in C∗Alg(C→ B).

and  and .

Construction 4.3. Following Construction 4.1, we define |Q| to be the unital ∗-algebra
whose underlying vector space is HomC−B(CBB → CB �B QB), and we denote its elements
by

q ∈ |Q| := HomC−B(CBB → CB �B QB).

We define the multiplication, unit, and adjoint ∗ of |Q| respectively by

q1 · q2 :=

q1

q2

, 1|Q| := , and q∗ := q† .
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Associativity of the multiplication mQ gives associativity of multiplication for |Q|, and uni-
tality of Q gives unitality of |Q|. The Frobenius property for Q and unitality yields q∗∗ = q.
That (q1 · q2)∗ = q∗2 · q∗1 again follows from unitality and the Frobenius properties:

(q1 · q2)∗ =
q†1

q†2

=

q†1

q†2

= q∗2 · q∗1.

To see that |Q| is a C∗-algebra, we show it is ∗-isomorphic to a closed ∗-subalgebra of the
unital C∗-algebra EndC−B(CB �B QB), which has multiplication, unit, and adjoint ∗ given
respectively by

x · y :=
x

y
, 1 := , and x∗ := x† .

Indeed, consider the unital ∗-subalgebra

End−Q(CB �B QB) :=

 x

∣∣∣∣∣∣∣ x
=

x

 , (14)

which is clearly a norm closed unital ∗-subalgebra.5 It is a straightforward and enjoyable
exercise using the graphical calculus that the maps Φ : |Q| → End−Q(CB �B QB) and
Ψ : End−Q(CB �B QB)→ |Q| given by

Φ : q 7→ q Ψ : x 7→ x (15)

are mutually inverse unital ∗-isomorphisms.

Remark 4.4. If we instead work in the W∗ 2-category of W∗-correspondences (or vNA),
observe that the unital C∗-algebra |Q| = HomC−B(C(L2B)B → C(L2B)�BXB) has a predual
as it is a hom space in a W∗ category [GLR85], and is thus a von Neumann algebra. One can
also use that right Q-linearity is a weak* closed condition by combining (W∗2′) and Lemma
2.3.

5Indeed, the map End(CB �B QB) 3 x 7→ x � idQ ∈ End(CB �B Q �B QB) is injective and thus norm-
preserving. Since pre- and post-composition with a morphism in C∗Alg is a norm-continuous operation by
Lemma 2.3, we see that the defining condition of End−Q(CB �B QB) in (14) is a norm-closed condition.
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Definition 4.5. Observe we have a unital ∗-algebra homomorphism ι : B → |Q| given by

B = EndC−B(B) 3 b 7−→ b ∈ |Q|.

This map is adjointable in C∗AlgC−B(B ⇒ |Q|) (equipped with the right B-valued inner
products from Construction 4.1) with adjoint ι† : |Q| ⇒ B given by

|Q| 3 q 7−→ q ∈ EndC−B(B) = B.

We define EB : |Q| → B by

EB(q) := q d−1
Q ,

which is a B−B bimodular map onto sQBsQ where sQ = dQd
−1
Q ∈ B is the support of Q as

in (Z3).

Proposition 4.6. The map EB : |Q| → B is completely positive, faithful and has finite
Pimsner-Popa index, i.e., there is a c > 0 such that for all x ∈ |Q|+, x ≤ c · ι(EB(x)).

Proof. Under the isomorphisms (15) above, the expectation ι ◦EB : |Q| → |Q| is mapped to

EB(x) := x d−1
Q : End−Q(CB �B QB)→ End−Q(CB �B QB),

which is manifestly cp; we conclude that EB is also cp. We compute that EB has finite
Pimsner-Popa index:

x = x ≤
(Z2)
‖dQ‖ · x = ‖dQ‖ · x ≤

(Z3)
‖dQ‖2 · EB(x). (16)

We conclude that the expectation EB : |Q| → B has finite Pimsner-Popa index. Faithfulness
follows immediately from the Pimnser-Popa inequality. �

Remark 4.7. The observant reader may notice that we get the Pimsner-Popa bound ‖dQ‖2

instead of ‖dQ‖; one should expect the latter from subfactor theory. The reason is that we
have secretly embedded |Q| into the Jones/Watatani basic construction EndC−B(CB�BQB)
(where the right Q-action is replaced by B), and noticed that the conditional expectation
down to B restricts to the correct expectation on the image of |Q| ∼= EndC−Q(CB �B QB).
Thus the best bound we can obtain in this way is ‖dQ‖2 rather than ‖dQ‖.
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4.2. Realization of 1-morphisms between Q-systems. Suppose A,B are unital C∗-
algebras and AXB ∈ C∗Alg(A→ B). We denote the algebras A,B by shaded regions and X
by a red string respectively:

= A = B = X.

Suppose now that P ∈ C∗Alg(A→ A) and Q ∈ C∗Alg(B → B) are Q-systems, and X : P →
Q is a 1-morphism in QSys(C∗Alg). We denote the left P - and right Q-action morphisms
graphically by red trivalent vertices:

λX = ρX = .

We suppress the labellings of the P and Q strings, which can be inferred from whether they
act from the left or the right on X.

As above, CA �A XB is the right B-module obtained from X by forgetting the left A-
action. We denote CAA by a dashed string which is shaded by A on the right.

= CAA = CA�A XB = CBB.

Observe that CA�AXB has an obvious right Q-action, but there is no longer an obvious left
P -action.

Construction 4.8. Following Construction 4.1, we define |X| := HomC−B(CBB → CA �A
XB), whose elements are represented graphically by

ξ ∈ |X|.

We endow |X| with a |P |-|Q| bimodule structure by

pB ξ :=
p

ξ

ξ C q :=
ξ

q

∀ f ∈ |P |,
∀ η ∈ |M |, and

∀ g ∈ |Q|.

It is a straightforward exercise using the graphical calculus to prove associativity and uni-
tality for the |P | and |Q| actions.

Lemma 4.9. The |Q|-valued sesquilinear form on |X| given by

〈η|ξ〉|Q| :=
η†

ξ
∈ HomC−B(CBB → CB �B QB) = |Q|

is a |Q|-valued inner product.

Proof. We need to prove right |Q|-linearity, positivity (which implies self-adjointness by
polarization), and definiteness.
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Right |Q|-linear: 〈η|ξ C q〉|Q| =

η†

ξ

q

=
(Q3)

η†

ξ

q

= 〈η|ξ〉|Q| C q

Positive: To show that 〈ξ|ξ〉|Q| ≥ 0 for all ξ ∈ |X|, we use the unital ∗-algebra isomorphism
Φ : |Q| → End−Q(CB �B QB) from (15). For all ξ ∈ |X|,

Φ(〈ξ|ξ〉|Q|) =
ξ†

ξ

=

ξ†

ξ

≥ 0.

Hence 〈ξ|ξ〉|Q| ≥ 0 as Φ is a unital ∗-isomorphism.
Definite: Suppose 〈ξ|ξ〉|Q| = 0. Again applying the isomorphism Φ and using the fact that
C∗Alg is C∗, we have

ξ†

ξ

= 0 =⇒
ξ

= 0 =⇒ ξ =
ξ

= 0. �

Proposition 4.10. The space |X| equipped with its right |Q|-valued inner product is a right
|P | − |Q| correspondence.

Proof. We must check that that the left |P |-action is by adjointable operators and that |X|
is complete in the norm induced from |Q|.

Adjointable |P |-action: Observe that for all η, ξ ∈ |X| and p ∈ |P |,

〈f B η|ξ〉|Q| = p†

η†

ξ

=
(MM2)

p†

η†

ξ

=
(MM1)

p†

η†

ξ

= 〈η|p∗ B ξ〉|Q|.

Complete: By definition, |X| is complete in the norm induced from the right B-valued inner

product given by 〈η|ξ〉|X|B = η† ◦ ξ ∈ EndC−B(B) = B from Construction 4.1. We prove this
norm is equivalent to the norm induced by the right |Q|-valued inner product. Indeed,

〈η|ξ〉|X|B = ι(EB(〈η|ξ〉|X||Q| ))
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where EB : |Q| → B is the finite index conditional expectation from Definition 4.5. This
means that there is a c > 0 such that q ≤ c ·EB(q) for all q ∈ Q+. Since ‖EB(q)‖B ≤ ‖q‖|Q|
for all q ∈ |Q|, for all ξ ∈ |X|,

‖ξ‖|Q| = ‖〈ξ|ξ〉|X||Q|‖
1/2
|Q| ≤ c · ‖EB(〈ξ|ξ〉|X||Q| )‖

1/2
B︸ ︷︷ ︸

=‖ξ‖B

≤ c · ‖〈ξ|ξ〉|X||Q|‖
1/2
|Q| = c · ‖ξ‖|Q|.

This completes the proof. �

4.3. Realization of 2-morphisms. SupposeA,B are unital C∗-algebras and AXB, AYB, AZB ∈
C∗Alg(A→ B). We denote A,B as above by shaded regions and AXB, AYB, AZB by colored
strands:

= A = B. = X = Y = Z.

Construction 4.11. Suppose f ∈ C∗Alg(AXB ⇒ AYB) is a P − Q bimodule intertwiner.
We define |f | : |X| → |Y | by

|f |

 ξ

 :=
ξ

f
∈ |Y |.

Since f is P −Q bimodular, it follows that |f | is |P |-|Q| bimodular.

Lemma 4.12. For f ∈ C∗Alg(AXB ⇒ AYB) and g ∈ C∗Alg(AYB ⇒ AZB) both P − Q
bimodular, |g ◦ f | = |g| ◦ |f |.

Proof. We observe that for all ξ ∈ |X|,

|g ◦ f |

 ξ

 =
ξ

g ◦ f
=

ξ

f

g

= |g|


ξ

f

 = (|g| ◦ |f |)

 ξ

 .

The claim follows. �

Lemma 4.13. For f ∈ C∗Alg(AXB ⇒ AYB) P −Q bimodular, |f | : |X| → |Y | is adjointable
with respect to the right |Q|-valued inner products with |f |∗ = |f †|.

Proof. For all ξ ∈ |X| and η ∈ |Y |, 〈η||f |ξ〉|Y ||Q| =

ξ

f

η†

=
(MM2)

ξ

f

η†

= 〈|f †|η|ξ〉|X||Q| . �
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Remark 4.14. Suppose AXB, AYB ∈ C∗Alg(A→ B). Recall from Construction 4.1 that we
have canonical unitary isomorphisms AXB

∼= A|X|B and AYB ∼= A|Y |B. We claim that for
all f ∈ C∗Alg(AXB ⇒ AYB), the following diagram commutes:

AXB AYB

A|X|B A|Y |B.

f

∼= ∼=
|f |

(17)

This is easily seen from the following calculation. Given ξ ∈ X, going right then down yields
Lfξ : b 7→ 1A�(fξ)Cb, whereas going down then right yields |f |◦Lξ : b 7→ (idA�f)(1A�ξCb),
which are visibly equal maps in |Y | = HomC−B(CBB → CA�A YB).

4.4. Composition of 1-morphisms. Suppose A,B,C are unital C∗-algebras, and AXB ∈
C∗Alg(A → B) and BYC ∈ C∗Alg(B → C). We denote the algebras A,B,C by shaded
regions and X, Y by red and orange strings respectively:

= A = B = C = X = Y.

Suppose now that P ∈ C∗Alg(A → A), Q ∈ C∗Alg(B → B), and R ∈ C∗Alg(C → C) are
Q-systems, and X is a P − Q unital Frobenius bimodule object and Y is a Q − R unital
Frobenius bimodule object. As in Definition 3.18, we denote the separability idempotent
pX,Y ∈ EndA−C(X �B Y ) with respect to Q, the object X ⊗Q Y ∈ C∗Alg(A → C), and the
coisometry uX,Y ∈ HomA−C(X �B Y → X ⊗Q Y ) by

= pX,Y = X ⊗Q Y u = uX,Y .

We now construct the tensorator µ for our 2-functor QSys(C∗Alg)→ C∗Alg, i.e, an asso-
ciative unitary natural isomorphism µ = {µX,Y ∈ Hom|P |−|R|(|X|�|Q| |Y | ⇒ |X ⊗Q Y |)}X,Y .
Before we do so, we make the following remark.

Remark 4.15. Observe that the map

ξ ⊗C η 7−→
ξ

η
.
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descends to a unitary isomorphism TX,Y : |X| �B |Y | → |X �B Y |. Indeed, it is B-middle
linear, it preserves the B-valued inner products

〈ξ1 � η1|ξ2 � η2〉|X�BY |
C =

ξ2

η2

ξ†1

η†1

= 〈η1|〈ξ1|ξ2〉|X|B B η2〉|Y |C ,

and it clearly has dense range as |X|B ∼= XB and B|Y |C ∼= BYC as in Construction 4.1.
Observe that the composite

|X|�B |Y |
TX,Y−−−→ |X �B Y |

|uX,Y |−−−→ |X ⊗Q Y |

is a coisometry as |uX,Y | ∈ HomC−C(|X �B Y | ⇒ |X ⊗Q Y |) is a coisometry.

Proposition 4.16. The realization (|Q|, |m| ◦ TQ,Q, |i|) is a Q-system in C∗Alg(B → B)
which is equivalent to (Q,m, i) in QSys(C∗Alg).

Proof. Under the identification |B| = EndC−B(B) = B, the map B → |Q| is given by |i|,
and the multiplication on |Q| is the composite

|Q|�B |Q|
TQ,Q−−−→ |Q�B Q|

|m|−−→ |Q|,

which are both obviously adjointable operators. It follows that the adjoint of multiplication
is given by |m|† ◦ T−1

Q,Q, and that (|Q|, |m| ◦ TQ,Q, |i|) is a Q-system in C∗Alg(B → B), as

(|m| ◦ TQ,Q) ◦ (|m| ◦ TQ,Q)† = |m| ◦ |m|† = id|Q| .

Letting sQ ∈ B be the range projection of dQ as in (Z3), the B−B bimodular map EB : |Q| →
B is a faithful cp map onto B0 := sQBsQ by Proposition 4.6. In particular, |Q|B0 is finitely
generated projective by Lemma 3.11, and thus so is |Q|B as the orthogonal complement of
B0 acts by zero on |Q|.

Moreover, by Construction 4.1, we have that BQB is isomorphic to B|Q|B as 1-morphisms
in C∗Alg(B → B). It is straightforward to show that this isomorphism intertwines the
multiplication and unit, giving an isomorphism of Q-systems. This is seen by analyzing the
following diagrams which commute by (17):

Q�B Q Q

|Q|�B |Q| |Q�B Q| |Q|

∼=�∼=

m

∼= ∼=
TQ,Q

∼=
|m|

B Q

B = |B| |Q|

i

∼=
|i|

This concludes the proof. �

The following corollary is a rephrasing of Proposition 4.16.
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Corollary 4.17. Every Q-system P ∈ C∗Alg(A → A) is equivalent in QSys(C∗Alg) to a
Q-system of the form of Example 3.12. In more detail, there is a direct sum decomposition
A = A0⊕A1 and a surjective faithful cp A0−A0 bimodular map E : |P | → A0 such that the
Q-system built from (A ⊂ |P |, E) as in Example 3.12 is equivalent to APA in QSys(C∗Alg).

Construction 4.18. We define µX,Y : |X| �|Q| |Y | → |X ⊗Q Y | as follows. First, the map
X ⊗C Y → |X ⊗Q Y | given by

ξ ⊗C η 7−→ ξ

η

u

.

is |Q|-middle linear as the left and right hand diagrams below agree:

ξ

q

η

u

7−→ ξ ⊗C q ⊗C η 7−→
ξ

q

η

u

.

Since uX,Y = uX,Y ◦ pX,Y , the left and right hand sides are visibly equal. Next, observe that
for all ξ ∈ X and η ∈ Y ,

〈µX,Y (ξ ⊗ η)|µX,Y (ξ ⊗ η)〉|X⊗QY |
C =

ξ2

η2

ξ†1

η†1

=

ξ2

η2

ξ†1

η†1

=
〈
η1

∣∣∣〈ξ1|ξ2〉|X||Q| B η2

〉|Y |
C

= 〈ξ1 � η1|ξ2 � η2〉
|X|�|Q||Y |
C .

Hence we get a well-defined isometric map µX,Y : |X|�|Q| |Y | → |X ⊗Q Y |. We immediately
see that im(|uX,Y | ◦ TX,Y ) ⊂ im(µX,Y ), so µX,Y is surjective. Finally, it is straightforward to
verify that µX,Y is P −R bimodular.
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While the relative tensor product of right correspondences does not satisfy a universal
property, the following corollary establishes a universal property for changing the fusion by
a finite index over algebra.

Corollary 4.19. Let B ⊂ Q be a unital inclusion of C∗-algebras equipped with a finite index
faithful (completely positive) conditional expectation EB : Q → B as in Example 3.10, so

that i = E†B is the inclusion B ↪→ Q. Suppose that the multiplication m : Q �B Q → Q is
adjointable such that (Q,m, i) is a Q-system in C∗Alg(B → B).

(1) If X ∈ C∗Alg(A → Q) and Y ∈ C∗Alg(Q → C) satisfy (B4), then restricting the
Q-actions to B-actions and endowing XB with the right inner product 〈ξ|η〉XB :=
i†(〈η|ξ〉XQ ), we may view X ∈ C∗Alg(A→ B) and Y ∈ C∗Alg(B → C).

(2) The unitary coequalizer (which exists by Definition 3.18 and Remark 3.19)

X �B Q�B Y X �B Y X ⊗Q Y
uX,Y

is unitarily isomorphic to X �Q Y .

Proof.
(1) This is immediate.
(2) By Construction 4.1, AXB

∼= A|X|B, BYC ∼= B|Y |C , and BX ⊗Q YC ∼= B|X ⊗Q Y |C .
Moreover, observe that Q ∼= |Q| as unital C∗-algebras. This implies

X �Q Y ∼= |X|�|Q| |Y |
µX,Y−−−→ |X ⊗Q Y | ∼= X ⊗Q Y. �

Remark 4.20. By the above corollary, there is a canonical coisometry vX,Y : |X|�B |Y | →
|X|�|Q| |Y | such that the following diagram commutes, where the first line is a coequalizer:

|X|�B |Q|�B |Y | |X|�B |Y | |X|�|Q| |Y |

|X �B Y | |X ⊗Q Y |

vX,Y

TX,Y ∃ !µX,Y

|uX,Y |

(18)

Since |uX,Y | ◦ TX,Y coequalizes the two maps on the left hand side of (18), we see that µX,Y
is then the unique map from the universal property of the coequalizer. We record for later
use the following identity for µX,Y which follows by precomposing with the isometry v†X,Y :

µX,Y = |uX,Y | ◦ TX,Y ◦ v†X,Y . (19)

Proposition 4.21. The collection {µX,Y }X,Y assembles into a unitary natural isomorphism.

Proof. It remains to prove naturality. Consider bimodules PX
′
Q and QY

′
R and a P − Q

bimodular map φ ∈ C∗AlgA−B(X ⇒ X ′) and a Q − R bimodular map ψ ∈ C∗AlgB−C(Y ⇒
Y ′). By naturality of the families of unitary isomorphisms {uX,Y } and {vX,Y } (as they are
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the canonical coequalizer maps), we have

µX′,Y ′ ◦ (|φ|�|Q| |ψ|) ◦ vX,Y = µX′,Y ′ ◦ v|X′|,|Y ′| ◦ (|φ|�B |ψ|)
= |uX′,Y ′ | ◦ TX′,Y ′ ◦ (|φ|�B |ψ|)
= |uX′,Y ′ | ◦ |φ�B ψ| ◦ TX,Y
= |uX′,Y ′ ◦ (φ�B ψ)| ◦ TX,Y
= |(φ⊗Q ψ) ◦ uX,Y | ◦ TX,Y
= |φ⊗Q ψ| ◦ |uX,Y | ◦ TX,Y
= |φ⊗Q ψ| ◦ µX,Y ◦ vX,Y .

We now precompose with the isometry v†X,Y to obtain

|φ⊗Q ψ| ◦ µX,Y = µX′,Y ′ ◦ (|φ|�|Q| |ψ|). �

Finally, we remark that associativity of µ = {µX,Y }X,Y follows similarly to that of
QSys(F )2 from Construction 3.29. Indeed, the formula (19) for µ is entirely similar to
the definition (9) of QSys(F )2. We leave the straightforward details to the reader.

4.5. Equivalence. We now prove that the † 2-functors ι : C∗Alg ↪→ QSys(C∗Alg) and | · | :
QSys(C∗Alg)→ C∗Alg witness a 2-equivalence. First, under the identifications

A = EndC−A(CAA) and AXB
∼=

Const. 4.1
HomC−B(CBB → CA�A XB)

and naturality of the unitary isomorphism on the right hand side above from (17), we see
| · | ◦ ι is unitarily naturally isomorphic to the identity 2-functor on C∗Alg. Thus once we
prove ι is an equivalence, it follows formally that | · | is an inverse † 2-functor. By Remark
3.35, ι is an equivalence if and only if it is essentially surjective on objects.

Proposition 4.22. The † 2-functor ι is essentially surjective on objects.

Proof. Suppose (Q,m, i) in C∗Alg(B → B) is a Q-system. We must show Q is equivalent to
a trivial Q-system. By Prop. 4.16, (Q,m, i) is equivalent to the realized Q-system (|Q|, |m| ◦
TQ,Q, |i|). Let B0 = sQBsQ, where sQ is the range projection of dQ as in (Z3). By Ex. 3.25,
the realized Q-system (|Q|, |m| ◦ TQ,Q, |i|) is equivalent to B0|Q|B0 , the same Q-system, but
considered over B0 rather than B. Finally, by Ex. 3.27, B0|Q|B0 is equivalent to the trivial
Q-system 1|Q| ∈ C∗Alg(|Q| → |Q|). The result follows by concatenating equivalences of
Q-systems in QSys(C∗Alg):

BQB B|Q|B B0|Q|B0 |Q|(1|Q|)|Q|
∼=

Prop. 4.16

∼=
Ex. 3.25

∼=
Ex. 3.27

. �

This concludes the proof of Theorem A. �

5. Induced actions on C∗ algebras

We now describe an application of our constructions above. Recall an action of a unitary
fusion category (UFC) C on a (unital) C∗-algebra A is a unitary tensor functor F : C →
C∗Alg(A → A). Finding actions of UFCs on C∗-algebras is generally a difficult task. Most
known examples use C∗-analogues of subfactor constructions, e.g. [Izu98, HHP20]. In [Jon20],
the author constructed actions of pointed fusion categories Hilb(G,ω)6 on C(X), where X is

6Here, G is a finite group and ω is some normalized representative for a class [ω] ∈ H3(G,U(1)).
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a closed connected manifold. Using these types of constructions as input, we can apply the
general theory we have developed to actions of dual fusion categories on Q-system extensions.
We call such actions induced actions.

We divide this section into two subsections. In §5.1, we observe that an action of a UFC
on a unital, stably finite C∗-algebra A equips the abelian group K0(A) with the structure of
a right module over the fusion ring K0(C). Furthermore, this module structure plays nicely
with the order structure on K0(A), which leads naturally to K-theoretical obstructions for
the existence of actions. Using these properties, we conclude in Corollary 5.3 that non-
integral UFCs do not admit actions on any continuous trace C∗ algebra with connected
spectrum.

In §5.2 we address the existence question of which integral UFCs act on such C∗ alge-
bras. Given a unitary tensor functor F : Hilb(G,ω) → C∗Alg(C(X) → C(X)), Q-system
completion yields induced actions of group theoretical UFCs, a.k.a. UFCs unitarily Morita
equivalent to Hilb(G,ω) (see Definition 5.4), on Q-system extensions of C(X), which are
continuous trace C∗ algebras whose spectrum is some closed connected n-manifold for n ≥ 2
(Corollary D). This construction therefore produces larger families of actions of integral
UFCs on continuous trace C∗ algebras over connected spectra.

5.1. K0-obstructions to actions of unitary fusion categories. Recall that if A is stably
finite (the identities of Mn(A) are not equivalent to proper sub-projections for all n), then
K0(A) naturally acquires the structure of an ordered abelian group, with order unit [1A],
whose positive cone K+

0 (A) is given by the image of [X], where X ∈ C∗Algfgp(C → A) is a
finitely generated projective right Hilbert A-module (e.g. [Bla98, Chapter III.6]). A state is
a homomorphism of ordered groups φ : K0(A)→ (R,+) such that φ([1A]) = 1.

Let C be a unitary tensor category. Given a unitary tensor functor F : C → C∗Algfgp(A→
A), by the universal property of the Grothendieck construction, we may canonically endow
K0(A) with a the structure of a right K0(C) module. If X ∈ C∗Algfgp(C → A) and a ∈ C,
the action is induced by [X] / [a] := X �A F (a). By definition, each [a] acts by a positive
endomorphism, namely K+

0 (A) / [a] ⊆ K+
0 (A).

Now if C is a fusion category, we can take a state on K0 and ‘average it’ over the action
of the fusion category. Using the Perron-Frobenius theorem, this allows us to produce an
‘eigenstate’ for the action. As a consequence, we obtain no-go theorems for actions of fusion
categories on large classes of C∗-algebras.

Lemma 5.1. Let A be a stably finite C∗-algebra and F : C → C∗Algfgp(A → A) an action.
For any object a ∈ C, the endomorphism − / [a] ∈ End(K+

0 (A)) is not the zero operator.

Proof. Suppose for contradiction that [H]/ [a] = 0 for all [H] ∈ K+
0 (A). Then since N1C

a,a = 1,

0 = ([H] / [a]) / [a] = [H] / [a⊗ a] =
∑

b∈Irr(C)

N b
a,a[H] / [b] = [H] +

∑
b6=1C

N b
a,a[H] / [b].

But
∑

b 6=1C
N b
a,a[H] / [b] ≥ 0. Thus [H] ≤ 0, and since this group is ordered, this implies

[H] = 0 for all H, a contradiction. �

The following proposition should be compared with [KW00, Thm. 5.9].

Proposition 5.2. If A is a unital stably finite C∗-algebra, C is a unitary fusion category,
and F : C → C∗Algfgp(A → A) is a unitary tensor functor, there exists a state φ of K0(A)
such that φ(− / [a]) = FPdim(a)φ(−) for all objects a ∈ C.
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Proof. By [GH76, Cor. 3.3], any ordered abelian group with an order unit admits a state ψ.
Consider the linear functional ϕ(−) :=

∑
a∈Irr(C) FPdim(a) · ψ(− / [a]). Then ϕ([H]) ≥ 0.

We compute

ϕ([H] / [b]) =
∑

a∈Irr(C)

FPdim(a)ψ([H] / [b⊗ a])

=
∑

a,c∈Irr(C)

FPdim(a)N c
baψ([H] / [c])

=
∑

c∈Irr(C)

 ∑
a∈Irr(C)

FPdim(a)N ā
c̄b

φ([H] / [c])

=
∑

c∈Irr(C)

FPdim(b) FPdim(c)ψ([H] / [c])

= FPdim(b)ϕ([H])

We claim that ϕ([1A]) 6= 0. To see this, suppose for contradiction that

0 = ϕ([1A]) =
∑

a∈Irr(C)

FPdim(a)ψ([1A] / [a]).

Then by positivity, for all a, FPdim(a)ψ([1A]/[a]) = 0. In particular, for a = 1C, ψ([1A]) = 0,
contradicting the assumption that ψ is a state. Hence the state φ := ϕ([1A])−1 · ϕ satisfies
the desired property. �

Proposition 5.2 provides a particularly useful obstruction to the existence of actions of
fusion categories on stably finite C∗-algebras whose K-theory has a unique state φ. In this
case, the unique state is necessarily an ‘eigenstate’ for the fusion category action in the sense
of the above proposition. Thus for a given fusion category to act on A, it is necessarily the
case that φ(K0(A)) ⊆ R is closed under multiplication by the dimensions of C.

One class of C∗-algebras that are closely related to classical topology are the continuous
trace C∗-algebras. The unital continuous trace algebras are essentially locally trivial bundles
of matrix algebras over their spectrum (which happens to be a compact Hausdorff space). In
particular, unital C∗-algebras Morita equivalent to C(X) are continuous trace, but there are
many examples not of this form. However, unital continuous trace algebras are always stably
finite, nuclear C∗-algebras. It is natural to ask whether fusion categories admit actions on
these algebras, in particular when the spectrum is a ‘nice’ space, for example some sort of
manifold. We have the following corollary, which greatly restricts the possibilities.

Corollary 5.3. If a fusion category contains an object with a non-integral dimension, there
is no action on any unital continuous trace C∗-algebra with connected spectrum.

Proof. Let A be a unital continuous trace C∗-algebra with connected spectrum Â. For a

projection p ∈ M∞(A), the function x 7→ tr(x(p)) ∈ Z for x ∈ Â is continuous, and since Â
is connected, is some constant value we call p̂. Every state on K0(A) arises from a quasitrace
on A [BR92]. Since A is nuclear by [RW98, B.44], all states on K0 arise then arise from
traces on A [Haa14, Thm 5.11]. But since A is continuous trace (hence postliminal), traces

on A correspond to probability measures on the spectrum Â [Dix77, §8.8], and thus any
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trace τ on A will satisfy

τ(p) =
1

1̂A

∫
Â

tr(x(p))dµ =

∫
Â

dµ
p̂

1̂A
=

p̂

1̂A
.

We conclude there is a unique state on K0(A), defined by p 7→ p̂

1̂A
∈ Q. In particular, this

implies that if a fusion category admits an action on A, then FPdim(a) ∈ Q for all objects a.
But these dimensions are algebraic integers, and rational algebraic integers are integers. �

5.2. Group theoretical fusion categories act on continuous trace C∗-algebras.
Corollary 5.3 in the previous section implies that only integral fusion categories admit ac-
tions on continuous trace C∗-algebras. This motivates the question of which integral fusion
categories admit such an action? A large class of integral fusion categories are given by
group-theoretical fusion categories. We recall the definition below.

Definition 5.4. Two unitary fusion categories C,D are called unitarily Morita equivalent
if there exists a connected Q-system Q ∈ C such that D ∼= QSys(BC)(Q → Q).7 A unitary
fusion category C is called group theoretical if it is unitarily Morita equivalent to Hilbfd(G,ω)
for some finite group G and [ω] ∈ H3(G,U(1)).

Using our above results, we can build actions of group theoretical fusion categories on
C∗-algebras by finding actions of Hilbfd(G,ω) on algebras, and inducing actions on the cor-
responding Q-system extensions. By [Jon20], every Hilbfd(G,ω) admits an action on C(X)
where X is a ‘nice’ compact Hausdorff space (e.g. closed connected n-manifold for n ≥ 2).
This implies we can build arbitrary group theoretical fusion category actions on Q-system
extensions of these C(X). We would like to characterize the C∗-algebras that arise this way.

By [Ost03b, Thm. 3.1], an irreducible Q-system in Hilbfd(G,ω) is given by a pair (H,µ)
where H ≤ G and µ : H ×H → U(1) satisfies dµ = ω|H . Equivalently, we have

µ(gh, k)µ(g, h) = ω(g, h, k)µ(g, hk)µ(h, k) ∀ g, h, k ∈ G.
Following [EGP21, Example 5.5], for any (unital) C∗-algebra A and an automorphism

α ∈ Aut(A), we can define a bimodule Aα ∈ C∗Alg(A → A) by setting Aα := A as a vector
space with A actions and A-valued inner product defined by

a . η / b := aηα(b) 〈η | ξ〉A := α−1(η∗ξ).

For any two automorphisms α, β ∈ Aut(A), the intertwiner Jα,β : Aα �Aβ → Aα◦β given by
the extension of ξ � η 7→ ξα(η) is a unitary isomorphism in C∗Alg(A→ A). Furthermore, if

α( · ) = uβ( · )u∗, then the map η 7→ ηu extends to a unitary isomorphism Aα → Aβ in
C∗Alg(A → A). Such unitaries u form a torsor over the U(Z(A)), and comprise all unitary
A− A bimodule isomorphisms Aα → Aβ.

An action Hilb(G,ω) → C∗Alg(A → A) is called automorphic if for each g ∈ G, the
image of the corresponding simple object is isomorphic to Aα for some α ∈ Aut(A). This
yields an assignment g 7→ αg ∈ Aut(A). Combining the observations above, our tensorators
must have the form

mg,h(η ⊗ ξ) := Jαg ,αh
(η ⊗ ξ)ug,h

where the unitaries ug,h satisfy αg◦αh( · ) = ug,hαgh( · )u∗g,h. That this data defines a monoidal
functor is equivalent to the conditions

ug,hαg ◦ αh( · ) = αgh( · )ugh and ug,hkαg(uh,k) = ω(g, h, k)ugh,kug,h.

7This definition is equivalent to the definitions given in [Müg03, HP20] using [NY18, Thm. A.1].
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Taking the ∗ of both sides, this is precisely the same data as an ω-anomalous action of G,
where ω is the complex conjugate 3-cocycle (c.f. [EGP21, Example 5.5, Proposition 5.6],
[Jon20, Remark 2.5]).

Lemma 5.5. Let A be a unital continuous trace C∗-algebra and F an automorphic action

of Hilbfd(G,ω) on A which induces a free action of G on the spectrum Â. Then for any
Q system (H,µ) ∈ Hilbfd(G,ω), the realization |(H,µ)|F is continuous trace, with spectrum
X/H.

Proof. First we claim the realization |(H,µ)|F is isomorphic to a Busby-Smith twisted crossed
product (also called a cocycle crossed product) AoF,uH (see [RSW00] for an overview). To
see this, suppose we have an automorphic action of Hilb(G,ω) with g 7→ αg ∈ Aut(A) and
unitaries ug,h as above. Restricting to H, if we set wg,h = µg,hug,h ∈ A. We notice that wg,h
satisfies the ‘non-anomalous’ cocycle equation, namely

wg,hkαg(wh,k) = (µg,hkµh,k)(ug,hkαg(uh,k)) = ω−1(g, h, k)ω(g, h, k)(µgh,kµg,h)(ugh,kug,h)

= wgh,kwg,h.

The realization of the Q-system (H,µ) as a bimodule can be written

|(H,µ)|F =
⊕
g∈G

Aαg .

Writing an element a ∈ Aαg as aδg, we then see the formula for the product on the realization
is (aδg)(bδh) = aαg(b)wg,hδgh. This is exactly the definition for the product of Fourier
coefficients for the cocycle crossed product with cocycle {wg,h}g,h. Since our groups are
finite, this yields an isomorphism of C∗-algebras.

Now, by the Packer-Raeburn stabilization trick [PR89], |(H,µ)|F ⊗ B(`2(H)) ∼= (A ⊗
B(`2(H))) oβ H, where β is an ordinary (untwisted) action of H on A ⊗ B(`2(H)) which
induces the same action of H on Z(A ⊗ B(`2(H))) ∼= Z(A) (see [PR89, Formula 3.1]), and

thus also on (A⊗B(`2(H)))̂ ∼= Â. Since the action of H is free on the spectrum, by [RR88,

Theorem 1.1], A⊗B(`2(H)) is continuous trace with spectrum Â/H. �

Corollary (Corollary D). Let C be a group theoretical fusion category, and n ≥ 2. Then
there exists a closed, connected manifold X of dimension n and an action of C on a unital
continuous trace C∗-algebra with spectrum X.

Proof. Let C be a group theoretical unitary fusion category Morita equivalent to Hilbfd(G,ω)
via a Q-system (H,µ) ∈ Hilbfd(G,ω). Let n ≥ 2. The proof of [Jon20, Thm. 1.3] shows there
exists an ω-anomalous action on a unital C∗-algebra A which is Morita equivalent to C(M),
where M is a closed, connected n-manifold, which is thus continuous trace. By [EGP21,
Proposition 5.6], this yields an automorphic action of Hilbfd(G,ω) on the continuous trace
C∗-algebra A whose spectrum is M . From the construction it is clear that the action of
G on X is free. Applying the above lemma, |(H,µ)|F is continuous trace with spectrum
X = M/H, which is again a closed connected manifold of dimension n. By Theorem A, C
acts on |(H,µ)|F . �

We end this article by posing some questions about Q-systems, realization, and actions
of UFCs on C∗-algebras.

Question 5.6. Can one replace ‘continuous trace’ with ‘commutative’ in Corollary D?
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Remark 5.7. For pointed fusion categories, we have a positive answer to Question 5.6 by
[Jon20, Thm. 1.3] (indeed we used this result as input to obtain the corollary). In general, the
construction outlined above will produce actions on continuous trace C∗-algebras which have
non-trivial Dixmier-Douady invariant, valued in H3(X,Z). These invariants are precisely
obstructions to being Morita equivalent with C(X). The value of this invariant for |(H,µ)|F
can be computed with the tools developed in [CKRW97].

Question 5.8. What are the Q-systems in C∗Alg(C(X)→ C(X))?

Note that if we look at the full subcategory Mod(C(X)), [HR18] tells us the Q-systems
are bundles of matrix algebras over X.

Question 5.9. What are the connected components of QSys(C∗Alg)?

Question 5.10. Suppose Q is a Q-system in a unitary tensor category C acting on a unital
C∗-algebra A via F : C → C∗Algfgp(A → A). Can one compute the K-theory of |F (Q)| in
terms of the K-theory of A and categorical data from C?
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