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ABSTRACT. In this paper we study Lipschitz regularity of elliptic PDEs on geometric graphs,
constructed from random data points. The data points are sampled from a distribution sup-
ported on a smooth manifold. The family of equations that we study arises in data analysis
in the context of graph-based learning and contains, as important examples, the equations
satisfied by graph Laplacian eigenvectors. In particular, we prove high probability interior
and global Lipschitz estimates for solutions of graph Poisson equations. Our results can be
used to show that graph Laplacian eigenvectors are, with high probability, essentially Lipschitz
regular with constants depending explicitly on their corresponding eigenvalues. Our analysis
relies on a probabilistic coupling argument of suitable random walks at the continuum level,
and an interpolation method for extending functions on random point clouds to the contin-
uum manifold. As a byproduct of our general regularity results, we obtain high probability
L* and approximate C®' convergence rates for the convergence of graph Laplacian eigenvec-
tors towards eigenfunctions of the corresponding weighted Laplace-Beltrami operators. The
convergence rates we obtain scale like the L?-convergence rates established in [13].

CONTENTS
1. Introduction 2
1.1. Estimates for eigenvectors 4
1.2. Literature perspective )
1.3. New tools and arguments )
2. Setup and main results 7
2.1. Main results 8
2.2.  Almost-interpolation maps: lifting the discrete to the continuum 9
2.3. Lipschitz regularity for nonlocal Laplacian 11
2.4. Outline 11
3. Concentration of measure and the discrete degree d. x, 11

J. CALDER: UNIVERSITY OF MINNESOTA, SCHOOL OF MATHEMATICS, 127 VINCENT HALL, 206 CHURCH ST.
S.E., MINNEAPOLIS, MN 55455

N. GARCIA TRILLOS: UNIVERSITY OF WISCONSIN-MADISON, DEPARTMENT OF STATISTICS, 1300 UNIVERSITY
AVENUE, MADIsON, WI 53706

M. LEWICKA: UNIVERSITY OF PITTSBURGH, DEPARTMENT OF MATHEMATICS, 139 UNIVERSITY PLACE,
PrrTsBURGH, PA 15260

E-mail address: jcalder@umn.edu, nicolasgarcia@stat.wisc.edu, lewicka@pitt.edu.

Acknowledgement: Jeff Calder was supported by NSF-DMS grant 1713691. Nicolas Garcia Trillos was
supported by NSF-DMS grant 1912802. Marta Lewicka was supported by NSF-DMS grant 1613153. We thank
the anonymous referee for careful reading of the manuscript and for many useful comments. In particular, we
thank the referee for pointing out an alternative proof for some of our estimates (see Remark 10.3) and for
providing a sketch of a proof to relax some assumptions made in the paper (see Remark 10.4).

1



2 LIPSCHITZ REGULARITY OF GRAPH LAPLACIANS ON RANDOM DATA CLOUDS

3.1. Concentration of measure lemmas 12
3.2. Comparison of the scaled degrees d. x, and d. 15
4. The almost-interpolation operator Z. x, and a proof of Theorem 2.9 17
4.1. The double convolution and a heuristic idea of proof 17
4.2.  Asymptotics of the double convolution kernel in (4.1) 18
4.3. Concluding steps of the proof 20
5. The Levi-Civita quadrilateral 22
6. The averaging operators A, A. and their mean value expansions 26
7. A biased random walk modeled on the averaging operator A, 29
7.1. The local isometry field @ 29
7.2. The probability spaces and the discrete process 31
8. The coupling argument and the first approximate Lipschitz estimate 32
9. The second approximate Lipschitz estimate 38
10. Closing the bounds and proofs of Theorems 2.11 and 2.12 42
10.1.  The global bound and a proof of Theorem 2.11 42
10.2.  The local bound and a proof of Theorem 2.12 43
11. Applications to Lipschitz regularity in graph-based learning 45
11.1.  Graph Poisson equations: proofs of Theorem 2.1, Theorem 2.2 and Corollary

2.10 46
11.2.  Graph Laplacian eigenvectors: proofs of Theorem 2.3 and Corollary 2.5 46
11.3.  C%! convergence rates for graph Laplacian eigenvectors in the large data limit: a

proof Theorem 2.6 47
Appendix A. Riemannian geometry notation 48
A.1. Riemannian geometry and parallel transport 48
A.2. Geodesics and normal coordinates 49
A.3. Formulas in coordinates 49
A.4. The embedded manifold 51
References 51

1. INTRODUCTION

With the aim of expanding the theoretical understanding of graph-based methodologies in
data analysis tasks, in this paper we study the Lipschitz regularity of graph Poisson equations.
Of particular interest to us are fine properties of the spectra of graph Laplacians built from
random data sets. Our main results are used to study the regularity of graph Laplacian
eigenvectors and their strong convergence in the large data limit. Several authors have proposed
the use of graphs to endow data sets with geometric structure, and in particular have utilized
graph Laplacians to understand how information propagates on the graph representing the
data. Spectra of graph Laplacians are fundamental geometric descriptors that can be used to
extract meaningful local and global summarized information from data sets. Graph Laplacians
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and their spectra form the basis of popular algorithms for supervised learning [1, 6, 57, 69],
clustering [45,62], construction of embeddings and dimensionality reduction [4,18,49]. They
are used in non-parametric statistics as local regularizers [51,59, 66], as well as in Bayesian
settings, to define covariance matrices for Gaussian priors [7,38,69].

While a graph Laplacian can be associated to any arbitrary graph, many authors in the
learning community have given particular attention to the important family of geometric graphs
since the 2000’s. Since then, the following theoretical question has been explored from different
points of view: if a data set &X,, = {z1,...,x,} is obtained by sampling a distribution supported
on some manifold M, and a graph representing the similarity between data points is built based
on distance proximity, what can we learn about the manifold M from the data set? The term
manifold learning was coined to capture this general question, which was typically associated
to the study of Laplacians. From a statistical perspective, manifold learning can be rephrased
slightly differently: if an algorithm depends on the input of random data sampled from a
distribution supported on a manifold, what can we say about the outcomes of said algorithm?,
are outcomes consistent in the large data limit, and if so, how many data points are needed
to reach a certain level of accuracy for the approximation of a ground truth defined at the
continuum (manifold) level? Ultimately, an attempt to study a manifold learning question is
an attempt to develop mathematical theory with the hope of providing a better understanding
of a given learning algorithm.

In this paper we study regularity properties of a class of graph PDEs on geometric graphs,
a manifold learning question that has not been studied in the already large literature on graph
Laplacians from random samples. By studying said regularity properties we are able to inves-
tigate strong notions of convergence of graph Laplacian eigenvectors towards eigenvectors of
Laplace-Beltrami operators (or weighted versions thereof) and provide high probability rates
characterizing this convergence. Several other ramifications will be explored elsewhere.

The general type of results that we obtain can be described as follows. Suppose that associ-
ated to our dataset A&},, we have weights w;; which represent the similarity between points z;
and z;. In the manifold learning setting, where &,, = {x1,...,2,} are thought of as samples
from a m-dimensional manifold M embedded in a possibly high dimensional ambient space
RY (i.e., the manifold assumption [17]), the weights are typically determined by proximity be-
tween points. Here, we focus our attention on the special class of e-graphs whose weights (up
to appropriate rescaling) are given by:

Ti— T
WU:U<| ZE ]|>a

and in particular depend on a user-chosen connectivity length-scale € > 0 as well as on a
decreasing kernel 7 (typically chosen to be a Gaussian in applications). The edge weights w;
induce a graph structure on A, as well as an associated graph Laplacian:

|zi — ]

B (o) = sz o0 (2 (1) - £12) (1)

which acts on functions f : A, — R.

If we think of the data points in X}, as samples from some ground-truth distribution, the
question of regularity of solutions to graph Poisson equations:

Ae’an = g?
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becomes a probabilistic question, as the graph Laplacian depends on the random points used
to build it. The main result in our paper essentially says that, provided ¢ is not too small (i.e.,
it satisfies (1.4) below), then with very high probability solutions to graph Poisson equations
satisfy an approzimate Lipschitz estimate:

|[f (i) =f(2))] < CUA 2 Fll oo o) H fllLoe ) - (dm(ziy z) +€) - for all zi, 25 € Xn, (1.2)

where dpq is the geodesic distance on M. We say approximate Lipschitz estimate because,
while at length-scales larger than ¢ (where we recall € determines the connectivity of the
graph), f indeed behaves like a Lipschitz function, it is actually not possible to resolve its level
of regularity within e-neighborhoods, a fact that should not be surprising as geometric graphs
behave like complete graphs at length-scale e. We remark that the constant C' that appears in
(1.2) is independent of f, € or n, and only depends on the underlying distribution (in particular
also on the manifold M) data points are drawn from. We also prove a local version of (1.2).

1.1. Estimates for eigenvectors. The regularity estimates that we obtain in this paper are
quite general and can be used to deduce a variety of results. Here we only use them towards
regularity estimates of eigenvectors of A, x,, as well as to obtain uniform and approximate Co.1
convergence rates of said eigenvectors to continuum (manifold) counterparts. To see how our
results apply to the eigenvector problem:

Ao x, f = A, (1.3)
we first directly apply (1.2) to obtain an estimate of the form:
F(@) = F@) € CO+ DI f ) - [Amlanay) +2) o all a2 € X

Although at first sight it would seem as if the above estimate was only meaningful if a priori
estimates on the L°°-norm of f were available, in fact, we show that it follows from the Lipschitz
estimate above that ||f|lpe(x,) < C(A + 1)™[|fllz1(x,) and so if the eigenvector is properly
normalized, namely: || f||z2(x,) = 1, then we have:

|f(zi) = flzj)] SCA+1)" (dm(xi, z) +¢)  forall x;,x; € &,

Besides obtaining regularity estimates for eigenvectors of A, x, with constants depending ex-
plicitly on \, we also use our general regularity estimates (1.2) to bootstrap the L2-convergence
rates of graph Laplacian eigenvectors towards their continuum counterparts (as studied in [13])
and upgrade them to L> and approximate C%! convergence rates. That is, suppose that f is a
(properly normalized) solution to (1.3), and let f be an eigenfunction of the continuum (local)
Laplacian counterpart of A, x, for which we have error estimates on || f — f| 12(x,) (see [13]).

Applying (1.2) to the difference f — f (where f is interpreted as the restriction of f to X;)
we are able to upgrade the high probability L2-convergence rates of eigenvectors to L> and
approximate C%! convergence rates. It is interesting to notice that the rates that we obtain
using (1.2) are much better than the ones we would have obtained if we had used the fact that

both f and f are Lipschitz, together with an interpolation inequality. Indeed, the standard
m/(m+2) 2/(m+2)
1 Hf H L2(X,)

norm of f, suffers from the curse of dimensionality in its dependence on || f| z2(x,), while our
results show that the L™ rates are the same as the L? rates. We remark that all the above

discussion is meaningful as long as ¢ is in the regime:

(b%m>$H§gg1. (1.4)

interpolation inequality || f[|ze(x,) < C[f] , where [f]; is the Lipschitz semi-
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1.2. Literature perspective. Thus far, our discussion suggests that by studying regularity
properties of graph Laplacians, we are able to deduce a variety of novel results that are of
substantial theoretical importance for the graph-based learning community. To provide some
perspective and to highlight our contributions, it is worth mentioning some of the related exist-
ing literature. Early work on consistency of graph Laplacians focused on pointwise consistency
results for e-graphs (see, for example [5,33,35,36,54,60]). There, as in here, the data is assumed
to be an i.i.d. sample of size n from a ground truth measure, supported on a submanifold M
embedded in a high dimensional Euclidean space R?, where pairs of points that are within
distance € of each other are given high weights. Pointwise consistency results show that as
n — oo and the connectivity parameter ¢ — 0 (at a slow enough rate), the graph Laplacian
applied to a fixed smooth test function converges to the value of a continuum operator, such
as the Laplace-Beltrami. In the past few years, the literature has moved beyond pointwise
consistency and started studying the sequence of solutions to graph-based learning problems
and their continuum limits, using tools like I'-convergence [15,20,28,56], tools from PDE the-
ory [10,11,15,22,25] including the maximum principle and viscosity solutions, and martingale
methods [14], which are related to the techniques used in this paper.

Regarding spectral convergence of graph Laplacians, the regime n — oo and ¢ = const was
studied in [63], and in [55] which analyzed connection Laplacians. Works that have studied
regimes where ¢ — 0 include [27], [52], [9], and [23]. In [13] convergence rates for eigenfunctions
under L2-type distances are deduced, in the same regime for ¢ given in (1.4). Namely, it has
been proved that the rate of convergence of eigenvectors scales linearly in e, matching the
convergence rate of eigenvalues as well as the pointwise convergence rates; these results are to
the best of our knowledge state of the art. As shown in Theorem 2.6, in this paper we are able
to upgrade the results from [13] to L and to almost C%! convergence.

We point out that our work is one of only three very recent papers that obtain L°° con-
vergence rates for graph Laplacian eigenvectors (see [21] and [67]); these three works use very
different approaches. Uniform convergence is an important notion for settings in machine learn-
ing such as semi-supervised learning where it is key to formulate algorithms for which pointwise
evaluations are well posed asymptotically. We notice that convergence rates from [21] are looser
than ours. On the other hand, the rates obtained in [67] hold under restrictive assumptions:
M is assumed to be a flat torus, the probability density is constant, the kernel used to build
the graph is Gaussian. Also, no regularity estimates are deduced from the analysis in [67].

1.3. New tools and arguments. The fact that our paper studies a manifold learning question
that has not been studied in the past, suggests that the methods and techniques employed here
are also novel in the analysis of graph-based learning, and thus of interest on their own right.
Our proofs contrast with those traditionally used to analyze graph Laplacians, that mostly rely
on spectral and variational techniques. We now outline some of these new arguments.

First, in order to study the regularity of graph Laplacians, we analyze a closely related
continuum non-local Laplacian of the form:

8ef@)= i [ 00 () - 1)) AVolay) orall wE M, (15)

€

which acts on functions f: M — R, where daq represents the geodesic distance on M, and p
is the density of the point cloud X,,. The non-local Laplacian A, can be thought of intuitively
as the n — oo, € > 0 fixed counterpart of the graph Laplacian A, x,. Of possibly independent
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interest, we prove a continuum Lipschitz estimate of the form:

|f(x) = FW)] < CIA S ooy + 1f oo my) - (daa(z, ) +€) (1.6)

for functions f : M — R. Our main Lipschitz estimates in the graph setting are proved by
using a novel interpolation map that extends functions on X, to functions on M in such a way
that the non-local Laplacian A, is controlled in an appropriate norm by the graph Laplacian
A x,, and then applying the Lipschitz estimate (1.6) to the interpolated function.

Second, the Lipschitz estimate (1.6) is proved with a probabilistic argument (not related
to the randomness of the data points!: notice that A, is deterministic) which is based on a
coupling for a suitable random walk. The argument goes as follows. For an arbitrary pair
of points z,y € M we consider discrete time random walks { X} }ren and {Yj }ren with state
space M starting at « and y respectively, both of which have as generator an operator closely
related to A.. These walks are coupled to encourage coalescence; we consider a stopping time
7, essentially defined as the first time at which either the walks have gotten sufficiently close
to each other or have drifted apart a certain order-one distance. For the appropriately coupled
walks, we are able to provide basic quantitative estimates for 7, show that 7 is not expected
to be too large, and also that the probability of the walks being close to each other at time 7
is close to one (i.e. the walks do coalesce). We then use martingale techniques to bound the
difference |f(x)— f(y)| in terms of the difference |f(X,)— f(Y+)|, the point being that while z,y
may be of order-one apart, the points X, and Y; will be closer together (with high probability),
thus allowing to estimate | f(z) — f(y)| in terms of |f(Z) — f(y)| for Z, § that are closer together
than the original z,y. From there, we follow an iteration argument to eventually obtain the
desired regularity estimates. All details of the idea outlined above will be given in section 8.

The type of argument described above follows a line of work that has developed probabilistic
techniques to study regularity properties of (continuum) PDEs. In particular, the reflection
coupling method dates back to the work by Lindvall and Rogers on coupling of diffusion pro-
cesses [43], where the Brownian parts of were coupled via a time-dependent field of orthogonal
matrices. The Lindvall-Rogers coupling was used by Cranston [19] to prove gradient estimates
for equations involving the Laplace-Beltrami operator on manifolds. The method has been
significantly generalized and applied to parabolic and elliptic equations [39,40,50,64,65]. Cou-
pling methods in the discrete setting have also been used to establish Holder and Lipschitz
regularity in nonlinear potential theory, and in particular, for the p-Laplacian via the connec-
tion to stochastic two player tug-of-war games [2,3,34,44,47]. There are also recent application
to Holder regularity for the Robin problem [41,42].

In an independent thread, the viscosity solutions community developed methods for proving
Hoélder regularity of degenerate elliptic equations via doubling the variables and utilizing the
comparison principle for semi-continuous functions with an appropriately constructed super-
solution (see, e.g., [37, Section VII]). It was later realized that, at a high level, the analytic
techniques using the comparison principle are roughly equivalent to probabilistic coupling,
with the doubling variables playing the role of coupling of diffusion processes. We refer to the
appendix of [48] for a detailed discussion of the analytic versus probabilistic methods.

When the data density is constant, the coupling used in our paper can be viewed as a discrete
analog of the Lindvall-Rogers coupling [43], adapted to a smooth manifold in [19]. When the
data density is not constant, the corresponding random walk has a small drift component
along the gradient of the density. The drift appears through a lack of symmetry in the random
walk increment, and is not a simple additive drift, as in the Lindvall-Rogers framework. In
order to couple the random walks with drift, we construct the random walks increments by
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probabilistically mixing a symmetric random walk step, to which the reflection coupling is
applied, with a pure drift step, to which a parallel coupling is applied.

2. SETUP AND MAIN RESULTS

Let M be a compact, connected, orientable, smooth, m-dimensional manifold embedded in
R?. We give to M the Riemannian structure induced by the ambient space R?. The geodesic
distance between x,y € M is denoted da(z,y). We write Bag(x,r) for the geodesic ball in
M of radius 7 centered at z, while B(x,r) is used to denote a Euclidean ball in R™ or in R,
depending on context. By dVolp, we denote the volume form on M. Other tools and notation
from Riemannian geometry will be introduced as needed in the sequel. We have compiled a
list of definitions and auxiliary geometric estimates in the Appendix A.

Let u be a probability measure supported on M, with density p : M — (0, 00) (with respect
to dVolpy), which we assume is bounded, bounded away from zero, and at least C?(M). Let
X, = {x1,...,7,} be aset of i.i.d. samples from p. We denote by L?(X},) the space of functions
f: X, — R endowed with the inner product:

<f> Xn) = Z f xz xz

This induces a norm || f||z2(x,) = (f, f > . We also define the L! and L> norms:
1l e Z | (@ 1l ) = max [ ().

Let n: [0,00) — [0, 00) be a non-increasing function with support on the interval [0, 1], whose
restriction to [0, 1] is Lipschitz continuous. Note that 1 may be discontinuous on [0, c0), and
that we allow functions such as n(t) = 1 ;). We assume that:

[l dw =1

7= [ tween?n(ul) du. (2.1)

Let € > 0. A weight between two points x,y € M is defined by:

[z —yl
wzy—n c )

where |z — y| is the Euclidean distance from z to y in R™. The weights w,, endow &, with
the structure of a graph called the random geometric graph. We define the associated graph
Laplacian A; v, : L*(X,) — L?(X,) by the expression in (1.1). We also define the nonlocal
Laplacian A, : L2(M) — L?(M) by (1.5), understood as the n — co and & = const continuum
limit of the graph Laplacian A, x,. In the continuum limit as n — oo and € — 0, the graph
Laplacian A, x, is consistent (see [13,35]) with the weighted Laplace-Beltrami operator:

and we define the constant:

AMf———mWZVﬂ (2.2)
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2.1. Main results. Unless otherwise noted, the constants C,c > 0 in the theorems depend
only on M, p and n. Also, in the statements of our results, as well as in the remainder of the
paper, whenever we write a < 1, we mean that the positive quantity a is assumed to be less
than or equal to a sufficiently small constant that may depend on M, p or 7.

Theorem 2.1 (Global Lipschitz regularity). Let ¢ < 1. Then, with probability at least 1 —
Ce= %M exp (—cn5m+4) we have:
[f(@i) = fla)] < C(1f ooy + 1A, fllLoo ) - (dm(ziy2) +€)),
for all f € L?(X,,) and all T, Tj € Xy
Theorem 2.1 shows that the Lipschitz regularity of f € L?(X,) is controlled by the size of

fand A, x, f in L°°. In particular, solutions of graph Poisson equations A, x, f = g with
bounded f are Lipschitz continuous on the graph A,,, at length scales larger than e.

We also prove a parallel interior estimate:
Theorem 2.2 (Interior Lipschitz regularity). Let ¢ < r < 1. Then, with probability at least
1—Ce % exp (—cn8m+4) we have:

d iy T 1
(@) — fay)] < o2tz ABENY ey

r

er
+ C(”M(%Jj) + @) NAe x, fll oo (200 B s (2,77)) 5

for all f € L*(X,), z € M, r >0, and z;,z; € Bp(x,7) N X,

As a direct application of Theorem 2.1, we observe the following:

Theorem 2.3 (Lipschitz regularity of graph Laplacian eigenvectors). Let A > 0, e < 1, such
thate < 155. Then, with probability at least 1-Ce ™ exp (—cn6m+4) —2nexp (—en(A+1)™™)
we have:

f (i) = f(2)] < COA+ D)™ fll 1) (daa (i, 25) + €),
valid for all non-identically zero f € L*(X,) with Ar <A and all z;,x; € X,. Here:

\ 1 Ac x, fll Lo ()
d 17T 2o ()

Remark 2.4. In Theorem 2.3, if we take f € L?(X,) to be a normalized eigenvector of A, x,
with eigenvalue A, satisfying (1.3) and || f[|z2(x,) = 1, then the result implies:

|f (@:) = f(5)] < O+ )™ (dpa (@i, z5) + ), (2.3)

since || fllz1x,) < I fllz2x,) = 1, and Ay = A\. We also note that in the smallness condition for
¢ and in the right hand side of the inequality, we can take A as a small constant multiple of a
corresponding eigenvalue A of the continuum local Laplacian Ay if X is the k-th eigenvalue
of A x,, then we can let X be the k-th eigenvalue of the weighted Laplace-Beltrami operator
Apq. This is due to the consistency results (with rates) for the eigenvalues of A, x,; see [13].

Theorem 2.3 allows us to estimate the L norm of eigenvectors by their L' norms:

Corollary 2.5. Under the same conditions as in Theorem 2.3 and in the same event where
inequality (2.3) holds, we have:

1f1l Lo () < CA+ D)™ fll L1 ()
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Finally, we use our general regularity estimates from Theorem 2.1 to obtain the following
uniform and approximate C%! convergence rates for the eigenvectors of the graph Laplacian
towards eigenfunctions of the weighted Laplace-Beltrami operator A ys. To make our statement
precise, for § > 0 we define the J-approximate Lipschitz seminorm of f € L?(X,,) by:

B [f(z) — f(y)|
[Flax, = xglgic{n dm(z,y) +6°

Theorem 2.6 (Convergence rates for eigenvectors of the graph Laplacian). Let ¢ < 1 and
suppose that f is a normalized eigenvector of A, x, with eigenvalue A, i.e. it satisfies (1.3) and
I fllz2(x,) = 1. Then, with probability at least 1 — C(n + e 0™) exp (—cne™ 1) there exists a

normalised eigenfunction f of Ay defined in (2.2), i.e. Apf = Af and H}HLZ(M) =1, with:

If— }\’Lw(xn) +[f = flew, < Ce.
where the constant Cin the right hand side above depends additionally on A.

Remark 2.7. Compared to the results reported in [21] (e.g. Theorem 2) which state uniform
convergence of eigenvectors with high probability at the rate n~1/(7+30) when picking the
connectivity parameter as ¢ ~ n~1/#m+15) our results imply uniform convergence with rates

1/(m+4) log(n) | I/ (m+4)
) )

. In particular, choosing & ~ <7

) 1/ (m+4) !

scaling linearly in ¢ for all € > (M

n

we

log(n)

obtain uniform convergence of eigenvectors at the rate (7 . We highlight that our

n
results hold for a stronger almost C%! notion of convergence.

Finally, let us recall that the asymptotic almost sure spectral convergence of graph Laplacians
towards Laplace-Beltrami operators (with eigenvector convergence understood in an L2-sense)

can be guaranteed in the regime:
()" <

n

(see e.g. [13]), and it is not unreasonable to expect that similar L> consistency results can be
obtained in the same regime as well. However, we believe that new ideas are actually needed
in order to enlarge the regimes for £ and provide corresponding quantitative high probability
error estimates. Our work, in particular our regularity estimates in terms of suitable non-local
operators, may be used directly in a future analysis, and the focus for improvement can be put
on the probabilistic estimates relating graph Laplacians with these non-local operators.

Remark 2.8. If we take the length scale required in our main theorems & ~ (M

n 9

) 1/ (m+4)

m+8 _m_
then the number of edges in the resulting graph is n=+1 log(n)=+1. Notice that as the manifold
dimension m increases, the graph has fewer edges and better sparsity properties. For larger m
the number of edges in the graph is slightly larger than linear in the number of nodes.

The proofs of theorems listed so far rely strongly on the intermediate results that are also
of independent interest. We present them in the next sections.

2.2. Almost-interpolation maps: lifting the discrete to the continuum. Several tech-
niques have been developed recently for performing an interpolation of functions defined on
X, in order to extend them to the whole M. For example, in the context of variational
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techniques and I'-convergence, the TL? topology was developed in [29] for precisely this pur-
pose, and has been used numerous times since, for studying discrete to continuum conver-
gence [15,20,23,24,26,30-32,46,56,58]. The TLP topology involves defining measure preserv-
ing transportation maps pushing the discrete probability measure p, = %Z?:l 0z, onto the
continuum probability distribution p, and is useful for controlling energies in a I'-convergence
framework. For problems where a maximum principle is available, which gives very strong dis-
crete stability, interpolation maps are not needed and it is sufficient to consider the restriction
of smooth functions to the graph. We refer to [10,11,53,61,68] for applications of the maximum
principle to discrete to continuum convergence.

Here, we are concerned with passing from a discrete graph problem to a nonlocal equation,
while controlling the values of the graph and nonlocal Laplacians. For this purpose, we develop
a new technique for extending discrete functions on the graph to functions on M. We define
the almost-interpolation operator Z. x, : L?(X,) — L?*(M) and the rescaled degree d. x, ():

Zex, f(z) = dEXl(:c) : %Z ;n(’x;gi'))ﬂxi)

(2.4)

n

dex, () = %Z in(m) for all z € M,

e gm €
=1

where in both formulas above 7 is applied to the scaled Euclidean distance between x, z; € R%.
At this stage, for any = € M for which d. x,(z) = 0, we take Z. y, f(x) = 0. Later on, we will
show that with very high probability d. x, (z) > 0 for all + € M for appropriate scalings of ¢
and n. Also, notice that d. x, is nothing but a kernel density estimator for p.

The following result establishes discrete to nonlocal control for Z. x,. In order to make the
statements precise we introduce the oscillation of a function u over a set A:

ofslcf:sgpf—lgff.

Theorem 2.9 (Discrete to Nonlocal). Let ¢ < 1. With probability at least 1 — Ce~5™ exp ( —
cn€m+4) we have:

|A€(I€,an) (SU)| < C(HAE,an”LOO(XnﬂB(x,s)) + Xnﬂ?;(cz,%) f)

for all f € L*(X,,) and all z € M.

Notice that Theorem 2.1 allows to control the oscillation term in Theorem 2.9, which leads
to the following improved discrete to nonlocal result:

Corollary 2.10 (Improved Discrete to Nonlocal). Let ¢ < 1. With probability at least 1 —
Ce= %M exp (—cn5m+4) we have:

1A (Ze 2, )l oo ) < C (18,2, fll oo ) + €l Fll oo )

for all f € L*(X,).

The proof of Theorem 2.2 combines the discrete to nonlocal control from Theorem 2.9 with
the nonlocal Lipschitz regularity estimates that we discuss next.
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2.3. Lipschitz regularity for nonlocal Laplacian. The results presented in this section are
of independent interest, but here we use them to prove our main results. First we establish the
following global nonlocal Lipschitz regularity estimates towards the proof of Theorem 2.1.

Theorem 2.11 (Global regularity). Let ¢ < 1. Then, for every bounded, Borel function
f: M =R and every z,y € M there holds:

[f(@) = fFW] < O floean) + 1A Fll oo any) - (dm(z,y) +€).
We also have the following interior estimate, used in the proof of Theorem 2.2.

Theorem 2.12 (Interior estimate). Let ¢ < r < 1. Then, for every bounded Borel function
fiM—=R, every g € M and z,y € Byp(xo,7) C M, we have:

d 1
) — 1)l < o202 8Ly o
er

+ C(rdM(:v,y) + ) : ||AsfHL°o(BM(xo,7r))'

|log €|
Remark 2.13. We note that Theorems 2.11 and 2.12 do not require the manifold M to be
embedded in Euclidean space R?, and they hold for an abstract Riemannian manifold.

2.4. Outline. The rest of the paper is organized as follows. In section 3 we discuss properties
of the discrete degree d. x, while in section 4 we deal with the almost-interpolation operator
1. x, which allows us to relate discrete with continuum functions, and graph with nonlocal
Laplacians, as stated in Theorem 2.9. Towards further applications, in Section 5 we present a
result of independent interest, namely a curvature-driven error estimate on geodesic distances
in the Levi-Civita quadrilateral, frequently used in the following analysis on manifolds.

Section 6 discusses the two averaging operators in connection with the weighted Laplace-
Beltrami operator in (2.2). Further, in section 7 we introduce a biased random walk, which is a
discrete process modelled on one of the averaging operators. Sections 8, 9 and 10 are directed
towards the proofs of Theorems 2.11 and 2.12 characterizing the regularity of nonlocal Poisson
equations at the continuum level. We wrap up the paper with the proofs of our main theorems
in section 11 where we use directly the results announced in sections 2.2 and 2.3.

We emphasize that sections 3-4 and sections 6-10 are independent of each other. Readers
who decide to skip one of these sections may be able to do so and jump directly to section 11
without missing the general structure of the proofs of our main results. Throughout the paper
we will use several notions from Riemannian geometry; these are gathered in Appendix A.

PART 1

3. CONCENTRATION OF MEASURE AND THE DISCRETE DEGREE ds,Xn

In this section we work under the following hypotheses:
I (i) (M, g) is a smooth, compact, boundaryless, connected and orientable mani- 1
fold of dimension m, embedded in R¢,
(ii) p € C*(M) is a positive scalar field, normalised to: [, p(x) dVola(z) = 1, (H1)
(iii) » : [0,00) — R is a nonnegative, nonincreasing density function, which is
Lipschitz continuous on [0,1] and satisfies: fB(o,l)cRm n(lw]) dw = 1. We

then denote: n.(s) = ==n(%).
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Remark 3.1. The orientability assumption will not be used until Section 11, which builds on
several previous results in the literature invoking this condition explicitly. We believe that the
orientability assumption can be removed from those previous results as well. For the sake of
transparency we have decided to keep this assumption, which, we should say, is quite mild for
most applications in machine learning.

We denote 1 = p(x) dVoly(z) the probability measure on the Borel subsets of M. For each
n > 1 we consider the following product space, with elements X,:

(M"™, Borel, P,,) = (M, Borel, )"
with M" = {Xn ={z1,...,xn}; x; € M fori= 1n}
Equivalently, &, is simply described as a set of i.i.d. samples from p = Py, while the subscript
n in P, emphasizes the dependence of events on the first n data points {x1,...,z,}.

Recall that to any discrete function f : A,, — R we associate the continuum function Z, x, f :
M — R, defined in (2.4). As we shall see, the event {X,; d. x,(x) > 0 for all x € M} C M",
resulting in the corresponding operator Z. y, being well defined and returning a Borel, bounded
function Z. y, f for every discrete f, occurs with high probability P, (see Corollary 3.7).

In this section, the main point is to focus on d; x, versus d. and develop a series of technical
tools towards the main result in Theorem 2.9 that will be given in section 4. There are two facts
from differential geometry that we will frequently use. These facts, related to the manifold M
being embedded in R? can be found in section A.4, but we also state them presently, for the
sake of clarity. First, there exists a constant C' > 0 depending only on M such that, denoting
|B(0,1)| the volume of the unit ball in R, we have for all r < 1:

|VOZM(BM(.CU, r)) — | B(0, 1)|rm’ < Crmt? for all x € M. (3.1)
Second, for all z,y € M such that |z — y| < g with a sufficiently small R, there holds:

8
|z — y| < dpy(,y) < Il‘—y|+ﬁl$—ylg- (3.2)

3.1. Concentration of measure lemmas. We first state a basic concentration of measure
result, including its self-contained proof that has been sketched in [13, Lemma 3.1].

Lemma 3.2. Given a bounded, Borel function ¥ : M — R and € > 0, for each x € M we
consider the following random variable:

VST (Xy) = Aggai<apb(@)  for all Xy ={z1,...,2,} € M™.
=1

Then, there exists a positive constant C, depending only on M, such that for alle < 1 and t
satisfying €2 <t <1, and all x € M, there holds:

Pa(JU =0 [ w(wply) AVolu)] = Ctnm lples [0t poac)
BM (1‘,8)

. (3.3)
< 2exp (= S pllo )-

Proof. 1. By comparison of the Euclidean and geodesic distances in (3.2), one observes:

Bum(z,e) C B(z,e) N M CBM(.%',E—I—%ES) C Bm(z,2e) (3.4)
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for all x € M and all ¢ < 1. Further, in view of (3.1) and denoting by C' a sufficiently large
constant that depends only on M, it follows that:

Vol (B(m,e)ﬁ./\/l) — Volpm(Bm(z,€)) < Volm (BM (x,a + %63)) — Volpm(Bm(z,e))

(3.5)
<|B(0,1)|((e + C¥)™ — &™) + Ce™F? < Ce™ T2,

2. The argument towards (3.3) relies on applying Bernstein’s inequality [8] to the indepen-

dent random variables {YZ = ]l{|$i,m|§€}w(xi)}?:1 on M"™. By (3.4), these obey the pointwise

bound: |Y;[ < [[9]| oo (B, (x,2¢)) @and the bound on the variance:
B[(vi-E[Y))?] = B2 - BYP <EV?) = [ 0Pel) dVolu(v)
B(z,e)NM
< 1l oo (M) 1110 (8 0y ,200) V Ol (Baa (@, 22)) < Ce™||pll oo (aty 191700 (B0s(.20))
where in the last step we again used (3.1). We conclude that, for every § > 0:
62
2cn5m||p||L°°(M) ||1/}||2°°(BM($725)) + %5||¢||L°°(BM(L25))

B, (|05 — E[05]| > 5) < 2exp ( -

which upon taking § = Ctne™||p| Loo (p) 19| Lo (B oy (2,2¢)) Yields:

IP>n<|‘I’5’I— E[T*7]] > Ctngm”pHLm(/\/{)”w”LO"(BM(x,Qa)))

Ce™nt?|lp| oo (aay (3.6)

2+ 3t

< 2exp ( ) <2exp (= SPneplliean):

Recall now (3.5) and (3.4) to get, in view of €2 < ¢:

e [ v Vo) =nl [ pet) aVolu)

< Cne™ 2| pll oo (M) V170 (B pg w20y < Cre™ 1ol oo () V11700 (5 ,20))-

Together with (3.6), the above implies (3.3) with constants 2C' and %, instead of C' and % in
the left and right hand sides, respectively. The result follows by rescaling the constant C. W

Corollary 3.3. There exist constants C,C’,c > 0, depending on M and p, such that for all
e <1 and all z € M there holds:

n
P, (C'nsm < Z]l{lwi—xléﬁ} < Cnem) >1—2exp(—cne™).
i=1

Proof. Applying Lemma 3.2 to ¢ = 1, yields for all €2 < ¢ < 1 with ¢ < 1, and all z € M:

Pn( Z; Ljos—ai<e) — "/B

ply) AVolu (y)| < Ctne™|jp] o< ()

M(l’,é‘)

Co o
>1—2exp (= <" lpllie () ).
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In view of (3.1) we note that for ¢ < 1:
n/ p(y) dVola(y) € nVol(Bu(z,€)) - [min p, maxp |
Ba(z,e)
= n(|B(O, 1)le™ + O(8m+2)) - [min p, max p |

1
C n|B(0,1)[e™ - [5 min p, 2maxp].

It follows that with probability at least 1 — 2exp (—%tgnemﬂ pllco) there holds:
. 1 m : m
> Ufjui—al<e) € [5"’1’3(0, D)]e™ min p — Ctne™||p|| Loo ().
i=1

9n|B(0,1)[e™ max p + Ctnamupnmw)} .

Taking t appropriately small, in function of m and p, concludes the proof. |

The next result provides another basic property of the random geometric graph, with balls
{|z; — x| < e} in Corollary 3.3 replaced by the annuli {(1 —t)e < |y — x| < (1 + t)e}.

Proposition 3.4. There exist constants C > ¢ > 0, depending on M and p, such that for all
e < 1 and t satisfying €2 <t <1, and all x € M we have:

(i) Volu({y € M; (1= t)e < |y —a| < (1+)e}) < Ctem,

(7,7,) ]P)n ( Z ]l{(lft)€§|zifx|§(1+t)s} < Ctnem) >1-— exp (—ctnem) .
=1

Proof. 1. Given z and ¢, denote the closed annulus, where ¢ € [¢2,1]:
Ap={yeM; (1-t)e <ly—a| < (1+t)}.
Using (3.2) and similarly as in (3.4), we obtain for ¢ < 1:
Bu(z, (1+t)e) \ Bm(z, (1 —t)e + Ce®) € Ay C Bp(z, (14 t)e + C*) \ Bu(z, (1 — t)e).
Hence, for t € [£, 1] there follows in virtue of (3.2):

Volp(Ar) < Vol (Bum(z, 26 + Ce?)) < Ce™ < Cte™
Volpm(As) = Vol (Bm(z, ge)) — Voly (Bm(z,€)) = ce™ > cte™,
For t < % we estimate more precisely, using the mean value property of the m-th power:
Volu(As) > |B(0,1)] ((1 M — (1= t)e + 053)’”) + O )
— |B(0, 1)]e™ - ((1 L 052)7") Ot

> cte™ — Ce™ 2,

valid when ¢ < 1. Similarly, we get the upper bound:
Volapm(Ay) < |B(0,1)] - (((1 +t)e+ 053)m - (1- t)mem) + O(e™?)

<Ce™((1+t+C)" — (1 —)™) 4+ Ce™t2 < Ote™.
(¢ (1-1)



LIPSCHITZ REGULARITY OF GRAPH LAPLACIANS ON RANDOM DATA CLOUDS 15

Both bounds allow to conclude the following estimate:
2C
cte™ < Volp(Ar) < Cte™ when t € [—82, 1}. (3.7)
c

Finally, when €2 < t < %62, we simply note that with ¢ = %62 > t there holds the

inclusion: A; C A; and hence:
- m t n  40s
Volp(Ar) < Volm(Ap) < Cte™ < C - 1™ = ——t™,

proving (i) in this last case.

2. To show (ii), we use Chernoff’s bound [8] to the i.i.d. (Bernoulli) random variables
{Y' =1,,ea,3 1y We first consider the case t € [29£2,1], indicated in (3.7). Denote:

p =BV = [ ply) dVoluu(y) € Volu(Ar) - fmin . maxcp] € [cte", Cte"),
Ay
so that the version of additive Chernoft’s bound in [12][Theorem 5.7] yields:
Po( YV > 20p) <exp (= Snp) < exp (- ctne™),
; > 2np) < exp 3" <exp (— ctne™)
We thus obtain (ii) in this particular case:
Pn<zn:Yi < C’tnsm) >1—exp ( - ctnsm) when t € [§62, 1}.
i - ¢

2C

c

2C

To complete the argument when 2 < t < 29¢2, we set t = 752 as in step 1 and note that:

P zn; Tizean < 422tnsm) > P zn; Lirca < Clne™) = By zn; s ey < Clne™)

>1—exp ( — cfnem) >1—exp ( — ctnem).

The proof is done. |

3.2. Comparison of the scaled degrees d. y, and d.. We now check that d. x, approxi-
mates, with high probability, its continuum version, given by:

1
de(x) = / —mn<w>p(y) dVola(y) for all x € M. (3.8)
BM(ac,a) € €

Using normal coordinates centered at the point x (see Appendix A and the proof of Theorem
6.1 in section 6), together with the Taylor expansion of p around x, we may rewrite d.(x) as:

de(z) = / n(jw)) (p(z) + £V p(a), w) + O) (1 + O(2)) duw
B(0,1)CTy M

= p(z) + O(e?).
Proposition 3.5. For each h > 0 there exists a finite set M, C M such that, with a constant
C > 0 depending only on M, one has:

#Mp <Ch™ and sup min dy(z,y) < h.
zeMYEMp

(3.9)
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Proof. The proof follows by localizing and reducing to the flat case in which M is replaced by
a ball B(0,d) C R™. In this case, a subset of the cubical grid hZ™ C R™ fulfills the desired
properties. |

Lemma 3.6. There exist constants C,c > 0 depending only on M, p and n, such that for all
e < 1 and all t satisfying €2 <t < 1, there holds:

]Pn( sup |dz,x, () — de(2)| < Ct) >1—C(te) ™exp (—ctham) .
reEM

Proof. 1. Applying Lemma 3.2 to the functions ¢ (y) = n(‘yﬂ"'), it follows that:

£
IP’n(

for all x € M, with constants C' and ¢ independent of x. By monotonicity of n and its Lipschitz
continuity on [0, 1], for every y € Bag(x, ) we have:

Ne(dp(, ) < nely — ]) < me(dm(z,y) — C®) < ne(dp(x,y)) + Ce*™ - Lip,,  (3.11)
in view of (3.2). Thus, for every x € M there holds:

de x, (z) — /B ( )775(|y —z|)p(y) dVolM(y)) < Ct) >1-—2exp (—cthsm) . (3.10)

d- () —/B ( )ns(ly — z[)p(y) dVolM(y)) < CLip, - &™||pl| e (my Vola(x, €) < Ce* < Ct,
m(z,e

and we see that the estimate in (3.10) is still valid after replacing the integral term by the
degree d.(z), and possibly changing the uniform constant C.

Recalling Corollary 3.3 and Proposition 3.4, we further conclude that each of the following
events (where ¢, ¢,z are fixed):

’d&Xn (33) - d5($)| < Ct, Z]l\mf:dgs < Cn€m7 Z ]l(lft)5§|xifx|§(l+t)5 < Ctngmv (312)
i=1 =1

hold with probability P,, at least 1 — 2exp (—cthsm), in view of t < 1. Let M;. C M be the
discrete set provided by Proposition 3.5, By the union bound, the event that all conditions in
(3.12) hold for all z € M., has probability at least 1 — C(te)™ exp (—ct?ne™). For the rest of
the proof we assume this event holds.

2. Let x € M and y € My with dy(z,y) < te. We write:
|de.x,, (%) = de(2)] < |de 0, () — de 2, (Y)] + |de 3, (y) — de(y)] + [de(y) — de(@)]. (3.13)

We will show that each term in the right hand side above is bounded by Ct. This is true for
the second term, directly by (3.12), because y € My.. The third term bound follows by (6.1):

|de(x) = de(y)] = |p(x) = p(y)| + O(e?) < Lip,, - dm(x,y) + O(e?) < Ct.

To treat the first term in (3.13), denote sets of indices I, = {i; |x; — x| < e} and I, =
{i; |x; —y| <e}. Then:

e<|ri—y| <l|zi—z|+ |z —y|l <et+dm(z,y) < (1+t)e for all i € I, \ I, -

e>|wi—yl >z —x| — |z —y| >e—dm(z,y) > (1 —t)e for all i € I\ L. (3:.14)

In conclusion:
(1—-te<|x;—y|l <1+t for all i e I,AI.
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It thus follows that:

1 n
[de 2, (2) = e, )] < =D el = il) = ey — i)
i=1

! Il <&
<= 30 [nelle = mil) = mely = )] + S > e vl
i€lzNIy pt
Lip,, |z — x| |y — a4 C
Snng‘ - — +Ct§n€m+12’x—y|+0t
ey 1€y
n
= WdM(x’y) ’ Z ]1{|95¢*y\§€} + Ct < Ct,

=1

where we applied conditions guaranteed in (3.12). Thus, (3.13) becomes: |d; x, (z)—d:(z)| < Ct

for all € M on the event indicated in (3.12). This ends the proof. [ |

From Lemma 3.6 and in view of (3.9), the operator Z. x, is well defined with high probability:

Corollary 3.7. There exist constants C,c > 0 depending on M, p and n, such that for all
e < 1 and all t satisfying €? < t < 1, there holds:

]P’n( sup ’ds,Xn (x) — p(x)’ < C’t) >1-C(te) ™exp(— ct?ne™).
zeM

In particular, taking t < 1, we get:
1
P, (d57Xn (x) € [5 min p, 2maxp| for all z € ./\/l) >1—Ce ™exp (—cne™).

Remark 3.8. Applying the second claim of Corollary 3.7 to n = 19 1}, results in the following
improvement on Corollary 3.3, with constants C, C’, ¢ > 0 depending only on M and p:

P, (C"nsm < Z Lfjgi—al<e) < Cne™ forall x € M) >1—Ce Mexp ( — cnsm).

=1

4. THE ALMOST-INTERPOLATION OPERATOR Z. y,, AND A PROOF OF THEOREM 2.9

In this section we work under hypothesis (H1). Let us first give a heuristic explanation of
the ideas behind the new interpolation technique. When extending a function f € L?(X},) to
the manifold M, the function f may a prior: have no regularity. Even though f is defined on
a point cloud, and could be extended to a smooth function on M, there is no way to do this
while uniformly controlling any of the derivatives of the interpolation. Thus, when extending
from X, to M, it is important to keep in mind that we must make no assumptions about the
regularity of f, and our probabilistic estimates must be applied to the graph X, directly and
be independent of the function we are extending.

In this section, we prove Theorem 2.9 which allows to control the nonlocal Laplacian A, of
the almost-interpolation Z x, f, in terms of f and its graph Laplacian A, x,.

4.1. The double convolution and a heuristic idea of proof. Let us first indicate a heuris-
tic idea behind the proof of Theorem 2.9, via the introduced interpolation technique.
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Given X,, € M™ and f : X, = R, denote F' = f — 7. x, f and express the operator Z. y, as:

Tonn (@) = ———— S nella — 25) ()

nde x, ()

j=1
1 n
= W;ngﬂx—le)(zs,xnf(xj)+F<xj>) N
= : Y 775(|$—33j\) T;— X x Tr—x; '
= (@ 2 nde v () Ne(|zj — zkl) f(zk) + ndg e Zna (| SV (x5)

n

_ 1() 3 nelles =kl o 2i)) | flan) + Tox, F(2).

nde x, () £ st nde x, ()

The term in square brackets above depends only on the random point cloud &}, and the choice
of . In particular, it is independent of the function f and of any of its regularity properties.
The asymptotics of this expression can be easily controlled with concentration of measure
inequalities; this is done in Lemma 4.1 below, similarly to Lemma 3.6. Consequently, the
operator 7. y, is proved to be compatible with the continuum averaging operator A, in (4.4),
and this is the core idea behind the proof of Theorem 2.9.

4.2. Asymptotics of the double convolution kernel in (4.1). We have the following:

Lemma 4.1. There exists C,c > 0 depending on M, p and n, such that for all e < 1 and all
t satisfying €2 <t < 1, there holds:

pal s 33 i -

Ct)
z,yeEM Bpa(z,e)

ne(12 = al)n.(1z = ) Vol ()| < =
>1-0C(t 5) ™ exp (—ct2n€ ) .

Proof. 1. For convenience, define the expressions:
Ne(|x; — x
gn e, ) Z )y~ ). swy)= [ nellz = ahna(lz ~ yl) dVolu(a)
p(@i) Ba(z.e)

Applying Lemma 3.2 to functions ¢ (z) = %&('Z*y‘) for each z,y € M, so that ¥&* =

gn.e(z,y), it follows that:

Po(|gne(2:9) = 9(@, )| = Cte™ 0l agy) < 2ex0 ( — ct?ne™).

By Corollary 3.3 and Proposition 3.4 (ii), we conclude that each of the three types of events:

n
‘gn,g(l',y) (‘T y)| < Z ]1|x —z|<e < Cne™ Z ]1(17t)5§|:1:¢7x|§(1+t)5 < Ctne™ (42)
i=1 i=1
where x,y,¢,t are fixed, hold with probability P,, at least 1 — 2exp ( — cthem). As in the
proof of Lemma 3.6, let now My, C M be the discrete set provided by Proposition 3.5. Apply
the union bound to obtain that the event in which all conditions listed in (4.2) holds for all
x,3 € M., has probability at least 1 — C(te) ™2™ exp ( — cthem). For the rest of the proof we
assume this event holds.
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2. Let x,y € M and %,y € My with da(z, %) < te and dpa(y,y) < te. Then we have:

|gne(@,9) = 9(2,9)| < |gne(@,y) = gne (@, 9)| + |gne(@,9) — 9(2, 9)| + |9(2,9) — 9(z,y)|- (4.3)

We will estimate each term in the right hand side above. Firstly, by the assumed (4.2), there

holds: |gn.«(&,9) — g(2,9)| < g—,,f For the third term, we observe that:

l9(2,9) — g(z,y)]
|

(IZ—D?“D%(\Z—Z?/!)dVolM(Z)—/B ( )%(!Z-iﬂl)m(lz—yl)dVOIM(Z)

Bam(de)

IN

ne(|2 = 2[)ne(lz = 91) — n=(lz — z[)n-(|z — y[) | dVolr(2)

qE{z 9,z,yNM q’ )

+f 171 0t
((B(2:2)NB(5,€)) A (B(z.2)NB(y.)) ) "M

The second integration domain above is included in:
(B, 2)AB(.2) U (B(@,6)AB(y,€)) "M C Ay U Ay
where we define A; ; below (and A, is defined analogously):
Az ={zeM; 1—-t)e<|z—2| < (1+t)e}

The indicated inclusion follows from the simple set-theoretical fact that: (B1NB2)A(BsNBy) C
(B1AB3) U (BeABy), valid for any four sets {B;}4_ ;.

Estimating volumes of the annuli A;; and A;; by Proposition 3.4 (i), we further obtain:

l9(&,9) — g(z,y)| < Lip,, - [1nellpoe vy (|2 = 2 + |y = 91) - Vol (Bum(x, €))
el Zoo vy - (Volm(Arz) + Volam(Arg))

Ct Ct
< 5—gtee"+—<
c m+1 5m sm

Finally, we now bound the first term in the right hand side of (4.3). Define the set of indices
I, = {i; |x; — x| < e} and the corresponding sets I3, I, and Iy. Similarly to (3.14), we note:

(I—-t)e<|x;—z| < (1+t)e for all i € I,AI,
(I—-t)e<|z; =9 < (14t for all 7 € I,AI.
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This implies, in virtue of (4.2) and since, as above, (I, N Iy)A(Iz N 1) C (I,AL;) U (I,ALy):
o C <
|ne (@) = gne(@,9)| < —

i=1
C

i€l,NIyNIzNIy

c
+ n Z HnaH%w(M)

C_. . .
< —Lipy, - nellz= D (Jr = & + |y~ 3)
i€l;

ne(lzi — x)ne(|lzi = yl) — ne(lwi — &)n-(l; — @I)‘

el = al)ne (o = yl) = ne (s — @)l — 1))

c
+ 7(2 Lia—tye<izi—a|<(1+t)e} T Z Lia—tye<izi— y|<(1+t)s}>

nem —
c ct _ct
< Sort S s + <
=1

As a result, (4.3) becomes: |gnc(z,y) — g(z,y)| < % The proof is done. [ |

4.3. Concluding steps of the proof. We are now equipped to prove Theorem 2.9. We first
state an alternative form of the theorem that may be of independent interest.

Given a bounded, Borel function g : M — R, define the averaging operator:

1 1 sdm(z,y)
Ao = i [ () otot) dvolu(w), (1.4

where the local scaled degree d.(x) has been introduced in (3.8).

Theorem 4.2. There exists constants C,c > 0 depending on M, p, n, such that for alle,t < 1
which satisfy €2 < t, there holds:

Pn( T x, f(z) — A(Z sxnf)(l’)‘ < C(tfll Lo (xnBaze)) + 1 = Ze,x, fll oo (xunB )

forallz € M and allf:Xn—HR)
> 1—C(te) ™ exp (—ct*ne™).

Proof. 1. Let €2 <t <1 with ¢ < 1. By Remark 3.8, Lemma 3.6 and Lemma 4.1 it follows
that the event:

sup Lfizi—aj<2er < Cne™  and  sup |de x, de(x)| < Ct,
I 1060
' . (4.5)
xz— t
sup fzns neos =)~ [ e = alndlz — y) aVolu2)| < S
z,yeM Bpa(z,e) €

holds with probability at least 1 — C(te)~?" exp ( — cthem). For the rest of the proof, we
assume that this event occurs. As in Corollary 3.7, the above imply for ¢ < 1, that both d. x,



LIPSCHITZ REGULARITY OF GRAPH LAPLACIANS ON RANDOM DATA CLOUDS 21

and d. are bounded away from 0 by %min p, and also:

sup |de,x, (z) — p(z)| < Ct. (4.6)
reM

2. To estimate |Z. x, f(z) — A<(Zc x, f) ()|, we introduce an intermediate quantity:
o1
M= s [ e ) e, () T £ (2) AVol().
dE(x) Bp(z,e)

By the first and second conditions in (4.5) we get:

Alten @) | <0 [ i)

e, (2)p(@)| - |Ze 0, £ ()] dVoLua(2)

4.7
< UL, fll 1 By o) /B e da,2) Vol () (47)
M (z,e

< CH|Ze x, fll Lo By (2,6)) -
Further, we may replace the quantity A; with:

1
[ ol = e, (), (2) Vol ()
BM(Z‘,E)

Az = d-(z)

n

1
-t [ el 2Dl — 2D Vol (2),

nd.(x) Pt

at the expense of the following error, controlled with the help of (3.11):

A — Al <C

Ne(|z — 2]) = ne(dm(z, 2))| dVolm(2) - |1 Ze 2, fll Lo By (2,e))
Bmize) (4.8)

C .
< S Lipy - EVolp(x,€) - | e fll Lo (Bra () < CUZe 2 1l Lo (B ps () -

Next, we replace A by the following new quantity:

1 - ne(lz — ;)
Az = e (log — 2i)) £ (),
P R
using the first property in (4.5):
n

Ct
Z |f(21)] - Ly —a)<2e < O/ flLoo (2B (z,2¢))- (4.9)

|Ag — A3 < om
k=1

3. Finally, the error between the quantity Az and Z. y, f(x) is estimated by (4.1):

1 o 1 1
_ < s — ). _
I&an(x) A3’ =2 e ’f($k)|776(‘37 x]’)né(’wk m]‘) ds,Xn (x)ds,/\’n (xj) dg(x)da(x]) ’
+ ‘I&-’Xn (f - IS,an) (x>|
Ct d 2
< W”f“LOO(XnﬂB(z,%)) ' (Z]l|xi—z\§2€) + | Zex, (f — Lo, f) (2)]

=1
< CH|f | oo (eunBa2e)) + [ Lo (f — Zeox, f) ()],



22 LIPSCHITZ REGULARITY OF GRAPH LAPLACIANS ON RANDOM DATA CLOUDS

where the difference of the inverses of products of degrees is bounded by C't, in virtue of (4.5)
and (4.6). Together with (4.7), (4.8) and (4.9), the above estimate yields:

Tox, f(x) — Ae(Ia,an)(l’)‘ < Ct(HIE,an”L‘”(BM(x,s)) + HfHLoo(xnt(x,zs)))
+ | Lo, (f = Lo, f) ()]

Noting the following two estimates, similar to the bounds obtained above:

1 n
1 Ze, 2, | Lo (B () < mﬁ”f”LOO(&mB@,k)) Y p—ajzoe < Cllfl o (unBaze)
i=1
Zex, (f = Zex, /) (@)| S ONf = Lo x, fll oo (0B 2se)
the proof is done. |
A proof of Theorem 2.9.
One directly checks that:
2
fxi) — Lo x, fz) = EiAg’an(xi) foralli=1,...,n, (4.10)
de x, ()
and also:
2
€
T x, f(x) = Ac(Zox, f) () = mﬁa (Zex f)(x)  forall ze€ M.

Assume that X, is an element of the event with probability estimated in Theorem 4.2, where
we set t = ¢2. Given f : X, = R, we let a € R and apply Theorem 4.2 to f — a, so that:

|A(Ze a0, £)(@)] < C(If = all oo (unBa2e)) + 18e,2, fll oo (unBaey))  for all z € M.

The first term in the right hand side above may be bounded by oscy, p(z,2¢) J, upon choosing
a = u(x;) for some z; € B(z,2¢). Since the said event occurs with probability at least
1—C(e%) " exp (— c£™*?), the proof is done. |

PART 2

5. THE LEVI-CIVITA QUADRILATERAL

In this section, (M, g) is a smooth, compact, boundaryless, connected and orientable mani-
fold of dimension m. Towards further applications, we derive a curvature-driven error estimate
on geodesic distances in the Levi-Civita quadrilateral (see Figure 1), named so in connection
with the Levi-Civita parallelogram.

Recall that daq denotes the geodesic distance, FExp, is the exponential map and ¢ > 0 is the
radius of injectivity (see section A.2). Given x # y € M with dy(z,y) < 5, and two tangent
vectors v € Tp M, w € TyM satisfying |v[., |w|, < §, we consider the quantity:

L(s) = dp(Exps(sv), Ea:py(sw))2 for all s € [0, 1],

which keeps track of the squared distance between points along two geodesics emanating from
the points = and y with directions v and w respectively—see Figure 1 below. Denote ty =
distpm(z,y) and define the flow of geodesics 7 : [0, 1] x [0,%9] — M as follows. Namely, we set:
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v(s,0) = Exp,(sv), v(s,tg) = E:Epy(sw) and request that [0, ] > ¢ — (s, t) is a geodesic, for
every s € [0,1]. This implies that V a4 ., 4~ =0 and further:

A, = L u(1(5,0), (s, 1)) for all (s,¢) € [0, 1] x [0, to]- (5.1)

‘ % v(s,t) to

X

y = Expy(toz)

FI1GURE 1. The quadrilateral in Lemma 5.1, defined by its two vertices z,y and
the corresponding tangent vectors v, w.

In the following result we verify that the geodesic distance between Exp,(v) and Exp,(w),
which may be interpreted as the length of one of the sides in a curvlinear quadrilateral on M
(with other two vertices x and y, see Figure 1), deviates from the corresponding length of the
side in a quadrilateral in T, M, only by controlled quadratic error terms:

Lemma 5.1. In the above context, for every s € [0,1] there holds:

L’(s)=2to<<i7(3 to), i (S’t0)>»7(s7t0) <;s (5,0), jt (s 0)>v(s,0)>

(5.2)
L//(S) = 2‘P’y(s,O),’y(s,to)Px,'y(s,O)U - Py,'y(s,to)w‘ + O(t(% + 82(‘1}’2 + |w|§))7

where P, denotes the parallel transport along the unique geodesic connecting points a,b € M
with daq(a,b) < . In particular, writing y = Expy(toz) for some z € TyM with |z|, = 1, we
have the following expansion, valid for s € [0,1]:

L(s) = t% + 2tps(Pyw — v, 2)g + szle@w — ’U|92c + O(szt% + 54(]1)|g2C + \wlz))
= [toz + s(Pyaw = v)[2 + O(s°6 + 5* (0l + [w]})).-
The Landau symbol O above is uniform with respect to x,y,v,w and depends only on (M, g).
Proof. 1. Note first that by (5.1), we have:

L(s) = dp(7(s,0),7(s, t0)) /0 Z’Y(S’t)‘dt:to/oo :iit

We now differentiate in s, use the symmetry lemma in V 4 d, d57 =V 4 7%7, and the equation

(5.3)

(s, t)‘ at.

of geodesic V%,y%v =0, to find that:
o, d d o, d d
L'(s) = 2 < >dt:2t/ < —>dt
(s) 0/0 dt%vfﬂdt o/ dt%vf%ls

wd,d d d d i—to
—ot | {8 LN ar = 20 Lns,t), Lr(s, t ’
0/0 dt<dﬂ’ d37> °<dt7<3’ ) g5 )> =0’
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as claimed in (5.2). To compute the second derivative of L, we observe that V 4 7%’y(s, 0)=0
ds

and Vi,yd%fy(s,to) =0, so that:
ds

t=to t=to

d d d d
[// v i \/ _
(5) 2t0< ” 7dtv(8’t)’ d ’Y(S’t)>‘ 2t0< : st’y(s, ), d V(S’t)>‘ ’

ds S t=0 dt S t=0

again in view of the symmetry lemma. Define the auxiliary vector field:

t t
Vis,t) = (1 - 5)Pv(s,om(s,wpm(s,ow + 3o Pt a6 Puas o € ToanM

for all (s,t) € [0,1] x [0,¢o]. Properties of parallel transport yield:

1
Va,Vist) =+ (Pv(s,toxw(s,t)Pyn(s,to)w - Pv(s,oxv(s,t)Pm(s,ow)v

and since V' (s,0) = P, y(5,0)v = d%fy(s,O) and V (s, t9) = P,

d .
wy(sito)W = 757(8,t0), we obtain:

Y

o q d
" o
L (S) = 2t0/0 %<V%7%’7,V(S,t)> dt

dt

+ 2to /Oto <(V%7)2%% V(s t)> dt (5.4)

o g/ d
= 2/ a<£% Py (s t0) 1(s,6) Py y(s,to) W — P”/(s,O)w(s,t)Pwﬁ(&O)U> dt
0

+ 2t /Oto <R(%% %’y) %7, V(s, t)> dt
=2A+2B.

to d
= 2A <v d ’Y%ry’ P’y(s,to),’y(s,t)Py;y(&to)w - P’Y(S,O),"/(S,t)PJ),’Y(S,O)U> dt

In the last step of (5.4), we used the fact that d%v(s,t) is a Jacobi field along the geodesic
t — 7(s,t). Below, we estimate separately the two terms A and B.

2. For the first term in the right hand side of (5.4), we write:

A= <%7(3, to), Py (s, to)yw — P’y(s,O),’y(s,to)Px,»y(s’())v>
a <d%7(5’ 0)s Pr(s,10) (5. Py (s o)W — Pﬂc,v(s,(])v>
- <P b2 (5,t0) s Py y(s,10)W = Pw(s,oxv(s,to)Px,w(s,o>”>
B <P7(s70)77(37t0)PIN(&O)”? By (sto)W — P’Y(s70)v’Y(S,to)P:L‘,’Y(S,O)v>
= ‘P977(87t0)w - P’Y(S,O),W(S,to)Px;y(gy())U‘2
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For the second term, we observe that:

d d d
B| < Ctf sup |R(—v,—-7) = s,t)‘- Vi(s,t
. ® tel0.to] <dt ds >dt ( [V (s, 1)]
d 2 1 d
< Ct2 sup ‘—'y s,t’ .‘7,}, s,t‘- Vst
Ote[o,m(d (0] - | 0]- )\)
? d
< Cdar(7(5,0),7(5,10))" - (ol + [wl) - s |5(s,1)]
te[0,to),s€[0.1] ' &S

< C(jv] + [w]) + Cs?(Jv] + w])®,
because:
dp(7(s,0),7(s,t0)) < daa(y(s,0), ) + dpg(z, y) + daa(y,v(s,t0)) = to + s(Jvle + [wly),

and because ‘%’y(s,t)‘ < C for all (s,t) € [0,1] x [0,tp]. This last assertion, following from
general properties of the exponential map, will be justified in Proposition 5.2. The proof of
(5.2) is complete.

3. To show (5.3), we Taylor expand L at 0 to get:
2
L(s) = L(0) + sL'(0) + %L"(E) for some s € [0, s],

where we noted that L(0) = to and L'(0) = 2to((w, Py y2) — (v, 2)) = 2to(Py,w —v, 2) by (5.2).
On the other hand:

Bya(st0)W — Py(5,0)1G.t0) LeaG0)? (5.5)
= Pysi0) (0 = Pogt) + (Pya(so) Prat = Prs0)a(st0) Pers0)- '

The first vector in the right hand side above has length |w — P, yv|, = |Pysw —v|;. The second
vector compares the parallel transport of v from x to (s, tg) by two different routes, and has
length equal to:

|0 = PyaPys.t0) w Pr.0)2(5t0) Praoyv ], < C (8 +5°(J0l7 + [wl})),

as easily seen, for example, from equations of parallel transport written in normal coordinates
centered at x (see section A.3). By (5.2) and (5.5), for every 5 € [0, s] we thus get:

1 B 2
SL() = | Py = Prsotsin Peaeo| + O+ s2 (v + [wl?))
= |Pyaw —vf* + O(t5 + s*(Jofz + [wl})),
which ends the proof of (5.3) and of the Lemma. [ |

In the argument above we used the following observation:

Proposition 5.2. In the above context, there holds:
d
st =00)  or all (s,1) € [0,1] x [0, o],
where the bound O depends only on (M, g).

Proof. Recall (see section A.2) that given z € M and v € T, M with |v], < ¢, we have
Y(x,v) = (;E, Empm(v)) € M x M, and that the mapping 1) is a smooth diffeomorphism onto



26 LIPSCHITZ REGULARITY OF GRAPH LAPLACIANS ON RANDOM DATA CLOUDS

its image. For x,y, v, w as in the definition of the Levi-Civita quadrilateral, and for all s € [0, 1],
t € [0,dar(x,y)], we observe that the following composite mapping;:

t
(z,y,v,w,s,t) — <Expx(sv), Ezp,(sw), m)

—1id _ t
(¢._> )(Expx(sv), Ea:pEipz(sv) (Empy(sw)), m)
t _
—> <E$px(8’l)), mEl’pEalcpl(sv) (Ea:py(sw)))

t _
£> (Empx(sv), Expgap, (sv) <WE$pEipm(sv) (Expy(sw)) ) >

= (E:I?pz(sv), 7(57 t))

is smooth in s, independently of x,y,v,w and of the scaled parameter m € [0,1]. In

particular, d%’y(s, t) is uniformly bounded, as claimed. [ |

6. THE AVERAGING OPERATORS A., A. AND THEIR MEAN VALUE EXPANSIONS

In this section, we work under the following hypothesis, that are less restrictive than (H1):

(i) (M, g) is a smooth, compact, boundaryless, connected and orientable mani- |
fold of dimension m,

(ii) p € C%(M) is a positive scalar field, (H2)
(iii) n : [0,1] — R is Borel regular, nonnegative, satisfying fB(O,l)CRm n(lw]) dw =

1. It yields the positive coefficient: o, = fB(o 1)(w, e1)2n(jw|) dw.

We consider the differential operator (see section A.3):
Af = ?Dw(pQV f)=Af+2(Vf,V*(l0g p))a,

where A is the unweighted Laplace-Beltrami operator. In turn, A is a scaled version of A, as
defined in (2.2). The purpose of this section is to discuss two families of “averaging” operators,
relative to the chosen 7, that approximate A when the domains of averaging shrink to a point.

For a bounded, Borel function f: M — R and ¢ < 1, the first averaging operator (already
encountered in section 4.3) is given via integrating on the geodesic ball Bay(z,¢):

At = i [ (M) et) Vol

d.(x) € 3
1
where d.(x) = / —mn(w)p(y) dVoly(y) for all z € M.
BM($,6) € €

The second operator involves integrating on the unit ball B(0,1) C T, M ~ R™ and interpreting
the integrated quantities in the normal coordinates centered at a given point z:

A f(z) = /3(071)17(|w|)<1 +ew, Vlog p)(0))) F(ew) duw for all 2 € M.
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It is not hard to observe that both functions A.f, A.f : M — R are continuous and bounded
by C'sup,caq |f(z)| where the constant C' depends only on p. The relation of A., A. to A is
revealed in the next result, which may be also deduced from the proof of [13, Lemma 3.5].

Theorem 6.1. For every f € C3(M) there holds:

A f(z), A-f(x) = f(x) + 1017{-:214]”(%) + (’)(53)||Vf||cz(M) forall z € M,

2

where the Landau symbol O depends only on (M, g) and p, and where o, is as in (H2).

Proof. 1. We fix x € M and calculate in normal coordinates centered at = (recall that in these
coordinates Exp,(cw) € M corresponds to ew € B(0,¢) € T, M ~ R™):

dm(x
At@) 1@ = i [ (D) (70 - f)ots) aVolaaty
= T Jo, 1D Ew) — SO plew) ety ()] e
where the last integration is on the Euclidean ball B(0,1) C R™. Similarly, we have: d. ( ) =

fB 0.1) n(|w|)p(ew)/det[g;j(ew)] dw. Since in normal coordinates g;j(sw) = &; + O(e?), it
immediately follows that: y/det[g;j(cw)] = 1+ O(e?). Taylor expanding p o Exp,, we now get:

de () =/ n([w]) (p(0) + &(Vp,w) + O(e?)) (1 + O(e?)) dw = p(0) + O(*), (6.1
B(0,1)

and thus ﬁ@) = ﬁ + O(e?). Similarly, Taylor expanding f o Exp, we obtain:

2
de(2) (A (@) = [ () = /B oy MIED (H(TFO) 0+ VH(0): 0) + OV Fleoian)
- (p(0) + &(Vp(0), w) + (9(52)) (14 0(£?)) dw

— 2p(0) / n(jw]) (V£(0), w) duw
B(0,1)

2

€ , Vp(0)
#5000 [ ) ((927(0) ) + 29500 ) (S w) ) dw
+ OE) IV £lleomy + IV Flleomy + 11IV2 Fllcoany)
= 2p(0)(V2(0) +2V1(0) © V(ogp)0) 5 [l duw) + O Sl
B(0,1)

Since fB(O N n(|lw))w®? dw = o, Idy, it follows that:

Af(2) = () = 3% (AF +2(V£(0), V10g p)0))) + O ez

proving the claim.
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2. For the averaging operator A., we likewise expand and calculate in normal coordinates:

Act@) @)= [l (1<, Vitoz ) 0)
2
(£, 0) + S (V2F(0) : 02) + OV flleoag ) du
2
= 0(0) /B o () ((727(0) : w®) + 2(V f(0), w) - (V(log p)(0),w) ) dw + O() |V f

= 2200 (A + 2V 7(0), V108 ) (0))) + OV Fler v

The proof is complete. |

Remark 6.2. (i) When n = m, then o, = fB(O,1)<w, e1)? dw = m, so that:

62

2(m+2)

1
JB (e PY) dVolu(y)

This observation is consistent with the mean-value expansion, valid for p = C' and A = A:

62

1, J0) aVolaty) = @) + A fa) + O

The above expansion is, in turn, the quantitative version of one of the equivalent properties of
harmonic functions defined on & C R™, namely: f(z fB(x " f(y) dy for all B(z,r) C U.

Af(z)+0(?) ase— 0.

- / F@)p(y) dVola(y) = f(x)+
Bm(we)

(ii) The relation of the averaging operator A. to Aa defined in (1.5) is:

A f(z) = —d(z) - M

o2
We may directly estimate the difference of the two studied averages:

Lemma 6.3. For every Borel, bounded function f: M — R there holds:

| A f(2) = Ao f(@)] = OE) | fll oo (Brs () for all x € M.
When f is continuous, with the modulus of contmuzty w(f,-), then:
| A f () — (z)] = w(f,e) for all x € M.

In both bounds, the quantity O depends only on (M,g) and p.

Proof. 1. For a fixed x € M, we compute in normal coordinates centered at x:

»Asf(x) - -/Ztsf(x)

1

e /B(O’I) n(|lw]) f(ew) (ﬂ(ﬁw) det[gs;(ew)] — de(2) (1 + e(w, V(log p)(o)>)> dw.

We recall that [g;;]i j—1..m denotes the Grammian matrix in normal coordinates and that, as
before, ew is identified with Exp,(ew). Observe that by (A.5) we get:

e k, s 3
3 js (0w w® + O(e )]i,jzl...m

82 2

= 1- SR, (0w’ + O =1 - %qmczj(m] L w®?) + 0(e%),

(6.2)

det[gij(ew)] = det [6;; —
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where Ric denotes the Ricci curvature tensor, here computed at x. Consequently:
g2 ®2 3
det[g;j(ew)] =1 — €<[chij(0)] Tw > + O(e?),

allowing to improve (6.1) to a more precise expansion:

e o ®2 2
() = /B a0y 0D (P0) + £V, 0)+ 5 (720(0) s w) + 0fe?))

: (1 - i<[Rici-(0)] L w®?) 4 0(53)) dw
0 ’ X (6.3)
= p(0)+5%(3 /B oy M) dw: 920(0) = 2p(0)[Ricy (0)]) + of)
= p(0) + 5oue* (8p(0) — 2p(0)R(0)) +of).
Here, R(0) denotes the scalar curvature at x and A is the unweighted Laplacian.
2. In conclusion, the integration factor in (6.2) is:
plew)y/det[gij(ew)] — de(2) (1 + (w, V(log p)(0)))
2 2
_ (p(o) + £(Vp(0), w) + %<V2p(0) L w®2) 0(52)) : (1 . %([Ricij(O)] L w®?) + 0(53))
— (9(0) + 5y (89(0) = Sp(O)R(0) +0(c2)) - (1 +<(uw, V(log )(0)))
2
= Z(V0(0) ~ Sp(O)[Ricij(0)]: ) ~ Loy (Bp(0) ~ Sp(O)R(0)) + of).

Since the e%-order term above integrates to 0, against n(|w|) on B(0,1), we see that for con-
tinuous f, the difference in (6.2) becomes:

-Asf(x) - -/zlsf(x)

e2

~ d(x) /B(O,l) b {ftew) = 70)
1 1

1/ 1 e (0)]: w2 — & 1
- (3(920(0) = 5p(0) [Ricy; (0)] : w®?) = 03 Ap(0) = Z0,p(0)RI(0) +0(1) ) duw
= O(2) - w(f.e).
The estimate for bounded f is a consequence of the first equality above and of (6.3). |

7. A BIASED RANDOM WALK MODELED ON THE AVERAGING OPERATOR .Ztg

In this section, we work under hypothesis (H2). We introduce a discrete, M-valued process
whose dynamic programming principle reflects the averaging operation in A.. Ultimately, this
process { X0 }°° ; will serve for tracking the values of a solution f in function of its average.

7.1. The local isometry field ). We start by the following easy observation:

Lemma 7.1. For a given x € M, let Q be a linear isometry of T, M, such that for some
e € Ty M with |e|y = 1 there holds:

|V(log p)(z)].Qe = V(log p)(x). (7.1)
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Then, for every bounded, Borel f : M — R we have:

A.f(z) = (1— €[V (log p) (0)]) / n(jwl) f (ew) duw

B(0,1)

+£|V(log p)(0)| / D) (1 + (w, €)) f(eQu) du

where the formula above is written in the normal coordinates centered at x, and the integration

is on B(0,1) C R™ ~ T, M.

Proof. We change the variable in the second term, to obtain:

€[V (l0g p) (0) / B(w)(1 + (w, &) f(cQu) duw
— |V (log ) (0)| / n(wl) (1 + (w, Qe)) f(ew) du
— |V (log ) (0)| / () feQu) dw e [ n(fulw, V(iogp)(0) f(ew) du.
B(0,1)
Summing with (1 — [V (log p)(0)|) fB 0.1) n(Jw|) f(ew) dw, we get A.f(z), as claimed. [ |

In what follows, we will define a specific field of isometries () on a small geodesic ball
Ba(xo, ). The field @ will be Borel-regular and will satisfy (7.1) for the chosen unit vectors
e1(z) = Ppyoe1 € Ty M. More precisely, given the normal coordinates on Bag(zo,t) centered
at zg € M, we write {ei =2 } for the orthonormal frame that spans 7, , M ~ R™.

ozt |zo
Then, at each = € Byy(xo,t) we con81der the parallel transported orthonormal frame {eZ =
P:Co,:cei}:il in T,M ~R™.
Define the spherical cups (interpreted as subsets of Ty, M):

8
S = {w eR™; |w| =1 and (w,+e1) > cos jﬂ}

DSt = {w € R™; |w| =1 and (w, £e;) > cos5—7r},
9
and fix one rotation Qp € SO(m) satisfying:
Qo(S;y) =S forj=0,1  with Qo(—e1) = er.
Let Q : Sy — SO(m) be a smooth map such that:
Qe)er = e for all e € ;.
V (log p(x)

For x € Baq(xo,t), using the notation £(z) = S (o p(y; Whenever defined, we set Q(x) €
SO(TyM) as follows:

xo,on( Py 2o&(x ))Omeo if Pyaoé() € Sfr
Qz) = Py z0Qp Q(QO e 0 (T )) Py g if Pﬂc,mof(x) €Sy \ 51+ (7.2)
Idr, m otherwise.

Clearly, property (7.1) holds for each z, with e = e1(z) = Py, z€1.
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7.2. The probability spaces and the discrete process. We denote the following proba-
bility spaces on the collection of Borel subsets of B(0,1) C R™:

O = (B(o, 1), Borel, n(|w]) dw), 0 = (B(o, 1), Borel, (1+ (, e1))n(|]) dfu),

together with the probability space ((0, 1), Borel, db). The product measure on €1 x Q1 x (0,1)
will be denoted v1. We also consider the infinite product measure space ({2, F,v):

Q= (2 x Q1 x (0,1))"
= {w = (w;, w;, b;);2; with w;, w; € B(0,1) and b; € (0,1) foralli=1... oo}.

The product o-algebra F has the natural filtration by {F,}°2,, each generated by finite prod-

n=0"
ucts (identified as subsets of F) of n Borel subsets of B(0,1)?x (0, 1). We also write Fo = {0, Q}.
Equivalently, {w;}2,, {w;}2, are collections of independent random variables sampled
from the distributions on Ty M ~ R™ with respective densities: (nljq))(Jw|) and (1 +
(w, e1))(nlpq)(lw]), while {b;}32, are i.i.d. samples uniformly distributed on the interval (0,1).

Fix 2o € M, ¢ € (0, §), and some sufficiently small radius r < §. We introduce the sequence
of random variables { X, : Q — M}°° . via the recursive formula:

XO = X0

Xnt1 =13 FEzpx, (ePry,x, Wn+1) otherwise and if b,11 > €|V (log p)(X,)|x,,
Ezxpx, (eQ(Xy) - Py x,Wn+1) otherwise and if by41 < €|V(log p)(Xyn)|x,

where the isometry field @ is defined in (7.2). As explained in section 7.1, we identify each
Wpt1 € B(0,e) € R™ with: Y " (wni1,ei)ei(x) € TpyM. Consequently, whenever X,, €
Ba(zo,r) and b1 < €|V (log p)(Xn)|x,,, then the updated process position X, 11 equals the
exponential map Expyx, applied on the following tangent vector v € T'x, M:

€Pr.x, Q (P, 00&(Xn)) Wit if Py, 20&(Xn) € S
v =1 Py x,Q0 Q(Qo - Px,2p&(Xn))Wns1 if Px, 406(Xn) € ST\ 57
0 otherwise.

By a further restriction on the smallness of the parameter ¢, so that €|V (log p)(z)|, < 3 for
all z € Bay(xo,t/2), we ensure that the update X,+1 = Expx,, (€Pyy, x,Wn+1) occurs with
probability at least % at each step before exiting Baq(xo,7). More precisely, defining the

transition probability:
vi = n(Jw|) (1 + (w,e1))n(|@|) dw dw db,
there holds: 1 (Xn+1 = Expx, (6P$O,ann+1)) > % whenever X,, € Ba(zo, 7).

Above, as in (7.3) and in the sequel, we omit the superscripts ©*° and write X,, instead of
X" when no ambiguity arises. By Lemma 7.1 and a change of variable we directly obtain:

Proposition 7.2. Given a bounded, Borel function f: M — R, there holds for all n > 0:
leef(Xn) if X € BM(x()?T)
E X, Fn) = :
(f ° +1 ‘ ) { f(Xn) if Xn & BM(x()?T)'

We close this section by noting a bound related to stopping times. The specific stopping
time that we use will be chosen in the next section.
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Lemma 7.3. In the above context, let T be a stopping time with respect to the filtration
{Fn}oy. Assume that:
7 <min{n > 0; X,, € Bapm(xo,7)}.

Then, if only r < 1 is sufficiently small (depending on (M, g) and p,n), and € K r, it follows
that:

E[dm(X7, xo)ﬂ < gman52E[T].

Proof. Fix n > 0. On the event {7 > n}, Proposition 7.2 yields:

E(dat(Xns1,0) = dut (X 20)? | Fi)
_ / n([w]) (1+ & (w, V(108 p)(0))) (daa( Bapx, (ew), Xa)? = daa(Xn,0)? ) do,
B(0,1)

where the integration on B(0,1) C Tx, M is written in the normal coordinates centered at X,.
We now apply Lemma 5.1 with s = ¢, x = 29, y = X,,, v = 0 and the vector w appropriately
scaled, to get by (5.3):

dpm(Ezpx, (ew), X,)? = dm(Xn, x0)? + 26(Px,, 20w, Ezpy (X5))
+ 2 w|? + O(e%r? + £4).

zo

Observe that fB(O 1 n(|w|)(w, e) dw = 0 for any fixed vector e, so consequently:
E(dw (Xnt1,20)? = dan(Xns 20)? | Fi)

_ 2 whlwl? dw 2 wh)w . Y du 5. 202
= /B(o,l)”“ el dw +2¢ /3(071)77(| (1, V(10g 9)(0))O(r) dwo + O(e + £2r?)

= maye? + O(e? + e%r?),

where the symbol O depends only on (M, g) and p.

It thus follows that for r sufficiently small, the above quantity is bounded from above by
3mky,, implying that the sequence of random variables:

. 9 3 2 &0
{Mn = dm(Xran, xo)” — imans (T A n)}

n=0
is a supermartingale with respect to the filtration {F,}5°,. By Doob’s optional stopping
theorem and in view of the stopping time 7 being integrable, we obtain:

0 = E[Mo] > E[M] = E[dm(X-, 70)?] — ;man€2E[T],

as claimed. [ |

8. THE COUPLING ARGUMENT AND THE FIRST APPROXIMATE LIPSCHITZ ESTIMATE

In this section, we work under hypothesis (H2). We derive a weaker estimate than that
announced in Theorem 2.11, valid for the pairs of points whose distance is bounded away from
0 at the scale €. This restriction will be removed by the complementary estimate in section
9, whereas the main bounds in Theorems 2.11 and 2.12, will be closed in section 10. For the
proofs, we use the probabilistic interpretation of the averaging operator A, developed in section
7.2; we trace the value of f along the biased random walk {X;}°, started at zo and its
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coupled walk {Y,}5°  started at a given yg. We choose a stopping time when the two processes
almost coalesce (at the scale €) or drift apart (at the scale r).

Theorem 8.1. Let e < r < 1. Then, for every bounded, Borel function f : M — R and every
x0,Y0 € M satisfying da(xo,y0) € (3¢,r), there holds:

[F(a0) = fwo)l < sup {|£(@) = FW); @ € Bu(wo,r +2), dm(w,y) < 3¢}

n <6(m +1) 4r M f = fll= (Buteo2r))

2

)dm(l’o,yo).

£l oo (B s (o,2r+3¢))

Proof. 1. Fix xg,90,€ as in the statement and recall the process {X;*°}2° introduced in
section 7.2, relative to zg,e,r7. We now define a coupled process {Y,, : M — R}>°, by the
following recursive construction:

Yo = o
(Y, or dag(Xp, Yy) < 3¢ and da( Xy, Yy) > 7
or X,, & Bym(zo, 1)
v . ) By, (ePx, v, Refly(Pyy x, wnt1))  otherwise (8.1)
n and if b, 1 > €|V (log p)(Ya)ly,
Ezxpy, ({:‘QX” (Yn) . PXn,YanO,Xn'UJn—H) otherwise
and if b,11 < €|V (log p)(Yn)lv,

\

Here, the linear map Refl,, : Tx, M — T, M denotes the Householder projection, namely
the reflection across the hyperplane in Tx, M which is perpendicular to the tangent vector
Exp)}i(Yn). Note that this vector is well-defined and nonzero in the indicated sub-case of
(8.1). More precisely, we put:

2<w7 Eacp)_(i (Yn)>

Refl,, (w) = w — (X, V)2

E:z:p)_(i(Yn) for all w € Tx, M.

The rotation field QX» is defined for every y € B(zo,¢) similarly to (7.2), by means of Qg
and () that have been introduced in section 7.1:

( Px,, v, Pro, X © Q(Px, .20 Py, x,£(Y)) © Pxnao Py x,,
if: Px, 2,6(Xy) € S7 and Px, 2, Py, x,£(y) € Sg
or if: mexoﬁ(x) S Sl_ \ Sf_ and PXn,JJOPYn,Xng(y) S Sa_ \ SO_
or if: Px, z,&(z) not defined and Py, 4, Py, x,&(y) € Sf
an (y) = PXn,Yano,Xn o Q(Z;Q(QO : PXn,xOPy,Xng(y)) o f)XnaUOPy,Xn (82)
if: Py, 206(Xy) € S7\ S{ and Px, Py, x,£(y) € Sy
or if: PXn,mof(x) € Sf and PXn,moPYn,an(y) € S(; \ SO+
or if: Py, z,&(z) not defined and Px,, 4, Py, x,&(y) € S; \ S
IdTyM if Panmopyn’an(y) not defined.

We observe that Q*» is Borel-regular and that each QX (y) € S O(T, M) satisfies the property
(71) with e = PmePJ;anel.

Define now the random variable:

757080 = min {dap(Xn, Yn) < 36 or dm(Xp, Yn) =7 or Xn & Bu(wo,r)},
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which is a stopping time relative to the filtration {F,}>2,. In particular v(7 < co) =1, as in
view of the definitions (7.3), (8.1) and the assumed smallness ¢ it follows that:

1
141 (Xn+1 = E(Ean (gpl'()aann""l)) > 5

1
and 14 (Yn+1 = El‘pyn (EPmenReﬂn(Pm,ann_;,_l))) > 5 forn < 7.

Similarly to Proposition 7.2, we apply the change of variable Py, ., Py, x, to conclude:

E(f oYyt | fn) = { }él(gyfrf)yn) EZ ; : (8.3)

2. We now observe that the sequence of random variables:
{M = |f o Xran — fo T/\n| + 2||“zl€f - f”LOO(BM(mO,Qr)) ’ (T A n)}zo:()
is a submartingale with respect to the filtration {F,}5, in virtue of the following bound:
E(|fOXn+l —foYau|—|foX,— foY,| |]:n)
> }E(foXn—H_fOYn—&-l ’fn)l —|foXy— foY,]
}-;taf(Xn) - Asf(yn)l —[foX,— foY,
Z _(‘;lsf(Xn) - f(Xn)‘ + ’-;lsf(yn) - f(Yn)‘)
> =2[|Acf — fll oo (Bai(wo,2r))

valid on the event {7 > n} by Proposition 7.2 and (8.3). On the other hand, when {n > 7},
it trivially follows that: E(|f o Xontme) = F o Yonmen| = [f o Xoan — f o Yopnl | Fn) =02>

—2[| A f - fll oo (Bai(wo,2r))- Consequently:
£(20) = F(u0)] = EDMo) < B =E[If 0 X, = £ Y, ] + 214 = fli(aeney - BT

< / |f(XT) - f(YT)| dv + 2||f||L°°(BM(ac0,27‘+3e)) : V(dM(XTv YT) > 35)
{dm(X7,Y7)<3e}
+ 2HA€f - f”L‘X’(BM(xQ,Zr)) ' E[T]7
(8.4)
by Doob’s optional stopping theorem. We further write:

v(dm (X7, Yr) > 3¢) < v(dm (X7, Yr) = 1) + v(dm(Xr,z0) > 7). (8.5)

In the remaining part of the proof, we will estimate the three quantities:
v(dm(X-,Y:) > 1), v(dm(Xr, o) > 1), E[r], (8.6)

and derive the almost Lipschitz estimate claimed in the Theorem, from (8.4).
3. We start by estimating the following conditional expectation, on the event {7 > n}:
E(dm(Xnt1, Yni1)® = da(Xn, Yo)? | )
= (1 — emax {|V(log p)(Xn)|x,. |V (log p) (Ya)lv,, })-

~/( )n(\w|)<dM (E:prn(sw),Ea:pyn(ePmenReﬂnw))Q — dM(Xn,Yn)2> dw (8.7)
B

)

T e[V (log )l et - /

oy |drm(Ezpx, (eq1), Expy, (£2))* — dam(Xn, Yy)?| din
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where both integrations on B(0,1) C Tx, M are written in normal coordinates centered at
Xp,. In the second integrand above, vectors ¢1 € T'x, M, q2 € Ty, M satisty |¢1]x, ,|q2]y, < 1.
Thus, it follows by (5.3) that the error quantity in (8.7) is bounded by:

19108 )| o (e (a2r)) - O da (X, Yo + %) < [V (log p)l ey - OEr + %)

The first term in the right hand side of (8.7) may be estimated through applying Lemma

5.1 toz = X,, y =Y,, s =¢, and the corresponding variation vectors w € Tx, M and
Px, v, (Refl,w) € Ty, M. We obtain:

dm(Expx, (sw), Expy, (EPmenReﬂn’u}))2 — dpm(Xn, Yy)?
= 2¢(Reflw — w,Exp;(i(Yn)>X + e2Refl,w — wlk, + O(e*r? + &%)

Eprn (Y,) >2

= —de(w, Expt (Yn)), + 4€2<w, —r—
< Xn n >Xn |E:ijX}L(Yn>| Xn

+ O(e%r? + &%),

and thus (8.7) becomes, provided that r and e are sufficiently small:
E(dM(Xn—I—la Yn+1)2 —dm (Xna Yn)2 ’ fn)

oy (a2 ) (o, ZPX O N2 o,
= (1-0()) - (1 /B(OJ)n(I ){ "E$p;(}l(Yn)!> du+ O(e?r? + &) (8.8)

+ O(*r + &%)
= 4?0, + O(e*r? + %) > 3e%0,,.

4. We continue by estimating another conditional expectation on the event {7 > n}:

E(dM(Xn+1,Yn+1) —dm(Xn, V) | ]:n)
< (1 — gmax{]V(logp)(XnﬂXn, |V (log P)(Yn)|Yn})'

'/( )77(|w|)‘dM(E$an(€w),EfﬂpYn(é?PXn,YnReﬂnw)) —dpm(Xn, Ya)
B(0,1

)

dw

+ ||V 10 p) (X2)\x, — [V (10g p) (Ya) vy | - O(=?)
+ e min {9 (log p)(Xa) x,, [V (10g ) (Va) Iy, }
/ 01)‘dM Eapx, (Q(X.)®), Expy, (6Q*" (V) Px, v, ) — dpt(Xn, )

= A+ O(e*r) + B,

(@)

(8.9)

where the integration on B(0,1) C Tx,, M is written in the normal coordinates centered at X,,.

To estimate the term A, we first rewrite the expansion (5.3) in the following form:

L(e) = |toz + (P pw — v) |2 4+ O(*% + &%).
When to > 3¢ and |vl,, |w], < 1, which imply: [toz + £(Pyew — v)| > to — 26 > 2, Taylor
expanding the square root function yields:
1

Dltos + e(Byaw — )|
= |toz + (P, pw — v)| + O(%ty + £%).

L(s)l/2 = |toz + e(Pyw —v)| +

Ot 4 &Y
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Hence, for all w € B(0,1) C Tx, M we obtain:
dm(Ezpx, (sw), Expy, (ePx, v, Reflw)) — dpm (X, Yn)
= L(e)"/? — |toz]
2e(w, E:I:p)_(}Z (Yo))
A (X, Yn)?

= |Bapxl (v) - Bapy, (Ya)| = |Bepx! (Vo) + O + 7).

Using once more the fact that: eRefl,w — w| < 2e|w| < 2e < \Exp;(i (Y2)], we conclude that
the the difference of the first two terms in the right hand side above is symmetric in w, and
hence integrates to 0 on B(0,1). This yields the bound on A:

A< O +&%). (8.10)

5. Similarly, we now estimate the quantity B in (8.9) by:
B < emin {|V(log p)(Xn)|x,, [V (log p)(Ya)ly;, }-
o B 020 (P, @ (0P, 3~ @)
— |Bap3 (Ya) || + O() dw (@)
< e?min {|V(log p)(Xa)|x,,, |V (log p) (Ya) v, }-

sup ’PYn,XnQX" (Y,)Px, yv,w — Q(Xp)w
EB(0,1)CTx, M Xn

+0(e?).

Clearly, the supremum in the above expression is bounded by 2. This implies:

1 .
B< 552077 + (’)(53) when mln{]V(logp)( n)|x., |V (log p)(Y, ‘Yn} >

In the opposite case, when min {|V(log p)(X,)|x,, |V (log p)(Ya)|y, } > G, we get:

\P % V(log p) (Yy) — V(log p) (Xn)|

2- Lipv(

| Py, x,€(Yn) — £(X5)| <2
(8.11)

log p)
< X dM (Xna Yn)v
min {|V(log p)(X»)|x,., |V (log p)(Yn)ly, }

where Lipy( denotes the Lipschitz constant of V(logp) on M. In particular, for r suf-

log p)
8-Li

ficiently small there holds: |Py, x,&(Y) — £(X,)| € ~—x%2y < 1. In conclusion, cither

Px, 20€(Xy) € ST and Px, 4, Py, x,£(Ys) € S so that:

Py, x,Q%" (Y,)Px, v, ® — Q(X,)®
= Px, x, (Q (P, 20 Py x, € (Yn)) — Q(Pxn,xoﬁ(Xn)))PXn,xO@,
or else Px, +,&(X,) € S7 \ S and Py, Py, x,£(Ys) € Sy, so that:
Py, x, Q%" (Yo) Px,, v, @ — Q(Xn)@
= Px,.x, °Q} (Q( - Px,, w0 Py, x,€(Yn)) — Q(Qo - PXn,mog(Xn))>PXn,r0ﬂ]
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In both cases, we obtain by (8.11):

@weB(0,1)CTx,, M "
2- LipV(log o) " Llp@

< 7

which implies:

B < O(e%r +¢%) when min{|V(10g 0)(Xn)lx,, |V (log p)(Yn)|yn} > %.
In conclusion, it follows that:
B < %52077 + O(¥r + °). (8.12)
6. The estimates (8.9), (8.10), (8.12) imply that on the event {7 > n}:
E(dm(Xnt1, Yor1) — d(Xp, V) | F) < %520,7 + O(%r + €%). (8.13)

We are now ready to estimate the quantities in (8.6). Firstly, in virtue of (8.8) and (8.13), we
obtain the following estimate, valid on {7 > n}:

1
E<dM(Xn+17Yn+1) - Zd./\/l(Xn-‘rla Yn+1)2 ‘ fn)

2
E70y

1
< dM(Xm Yn) - ?Td/\/l (Xm Yn)2 - o

2 2
because %62077 + O(e?r) — 302#6 < —EQZ” if only 7 is sufficiently small. Consequently, the

following sequence of random variables:

o

_ 1 ope?
{Mn = dM(XT/\na YT/\TL) - ;d/\/l (XTAn7YTAn)2 + 7277" (7_ A n)}

is a supermartingale with respect to the filtration {F,}>2,. By an application of Doob’s
optional stopping theorem, we infer that:

n=0

2
On€

2r
_ _ 1
=E[M;] < E[My] = dm(xo,y0) — ng(%,yo)Q < dnm (o, y0)-

E[dM(XT,YT) - %dM(XT,YT)Z} + ——E[7]

Since for ¢ sufficiently small there holds da(X-, Y;) < %, it further follows that: da(X,,Y;)—
2—1rd Mm(X,,Y)? > %d M (X7, Y7), hence the above displayed inequality yields:
2

1 OnE
gIE[dM(XT, Y] + ’27T E[7] < dam(xo,y0)- (8.14)
In particular, we get:
2r
E[r] < —dm(wo,v0) (8.15)
oyE
and also, via Markov’s inequality:
Eldm (X7, Y7)]

3
v(dm(X-,Yr) >7) < < ;d/vt(xo,yo)~

r
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Finally, Lemma 7.3 and (8.15) give:

Eldm (X7, 70)?] _ 3m

v(dm(Xr, o) > 1) < < TdM($07y0)-

2
,
Recalling (8.4) and (8.5), we conclude:

F(20) = Fo)| < sup{If@) = FW)l; @ € Bualao,m +2) dua(w,y) < 3¢ |

6(m+1)
+ f”f”LO"(BM(xOQrJrZSE))dM (3307590)
4r H;l - f” o z0,2r
+— : L2 (Bl 02))dM($07y0)3
on €
as claimed. ]

9. THE SECOND APPROXIMATE LIPSCHITZ ESTIMATE
In this section, we work under hypothesis (H2) and develop a complementary estimate to
Theorem 8.1. Additionally, we assume there exists an open set S C B(0,1) and ¢ > 0 with:
n(lw|) > ¢ for all we S. (9.1)

Clearly, S can be taken to be rotationally invariant, for example: S = B(0,d;) or S =
B(0,82) \ B(0,61) where 0 < 6; < 83 < 1. The condition (9.1) is a very natural assump-
tion for applications and thus sufficient for our main goal in this paper. However, we remark
that it can be relaxed as we discuss in Remark 10.4.

Theorem 9.1. There exists a constant 0 € (0,1) depending only on n, such that the following
holds if only e < 1. Let f : M — R be a bounded, Borel function. Then for every xg,yo € M
satisfying da(zo,yo) < 3¢ there holds:

7o) — Flwo)l < 0-sup {|7(@) = FW): = € Baa(wo, N2), daar,y) < 52
+ Nel|V(10g p)ll o) - I1F [ oo (B rewo,ive)) + CE N F oo (B (o, o))
+ Nl A f = fll Lo (B (20, N2))-
The constant C' above depends on (M, g) and n, whereas N depends only on 1.

The proof pursues the argument in the local (normal) coordinates. Given zg,yo € M such
that da(zo,y0) < 3e < 1, consider the smooth diffeomorphism ¢. 4,4, of B(0,1) C T, M
onto its image in T}, M:

1 _
Ge o0 (W) = gExpzolExpyO (st,yOw) for all w € B(0,1). (9.2)

We start by the following observation:

Proposition 9.2. Let S C B(0,1) C R™ be a rotationally symmetric, open set of the form:
S = B(0,602) \ B(0,91) for some 0 < ;1 < 62, and let ¢ > 0 satisfy (9.1). Then there exist a
constant o > 0 and an integer N > 1, such that:

(i) o= / n(lw]) dw € (0,1),
{{w,e1)€(55 55}

(i) |S N Gezgy0(S)| > 3|5, whenever dpq(zo,y0) < & and e < 1.
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Proof. Condition (i) is evident in view of (9.1), for any N > é. To prove (ii), we write
yo = Expy)(e2z) where z € B(0,1) C Ty, M and note that ¢ g 4, (w) = v(1), where one solves:

{ Wi(t) = —eT(et2)ud (1), t € [0,1] { 5i(s) = —eT (=7()3 (5)3¥(s), s € [0,1]
w(0) = w. 4(0) = w(1l), ~(0) = z.
Since the map:

(z € B(0,1),w € B(0,1),]e| < 1,5 € [0,1]) — 7(s)

is smooth, with all its derivatives bounded, and since Fé-k(()) = 0, standard arguments in the
theory of systems of ODEs imply that:

Geaomo(W) =2+ w+O(E?), Ve y(w) = Idn + O(e?). (9.3)

Here, the Landau symbol O above refers to any quantity that is bounded together with its
derivatives, with a bound depending only on (M, g).

For a given § > 0, let ¢ € C5°(S) be such that [|1g — 1| < §. We then estimate the
symmetric difference of the sets S and ¢ 4,4, (5) by changing variable in view of (9.3):

1500 = [ 115 = Loy (o)
s/lls—wH/w—wocﬁs,;o,yw/lwocﬁsl—ﬂ%zo,yo(sﬂ
(9.4)
= [185 =01+ [ 160 0uoun — ¥ [det V| + [ 185 = 01 1det o

S 5+2/ |¢O¢€,xo,yo —¢| +26'

By choosing an appropriate approximating function 4, the integral in the right hand side
above may be bounded by: %(|z\ + (’)(52))2. Taking 30 < % and [z| < + to the effect

that also %(!z| + (9(52))2 < % if only N is large enough and ¢ < 1, we conclude that
IS A Pe g0 (S)] < @ Consequently, there follows (ii) because:
1
|50 e oo ()] = [S] =15\ Ge 0,50 ()] 2 5] =[S A ez o (S)] 2 5151,
and because daq(zo,yo) = €|z|. [ |

A proof of Theorem 9.1.
1. Given zg,yo € M such that 0 < daq(xo,y0) < 3e, we write:

| f(z0) = f(wo)| < |Acf(z0) — f(0)| + [Acf (o) — F(yo)| + |Acf(x0) — Af (o))
<20 A-f = fllLoe(Bawoae)) + 261V (108 p) || oo () - 1F 1| oo (B s (z0,5¢)) 9.5)

+ ‘ /B(O 1)77(|w|)<f(E$pwo(€w)) - f(Ea:pyO(eon,yow))) dw).

As usual, the integration on B(0,1) C Ty, M =~ R™ is written in the normal coordinates
centered at z9. We denote ez = Exp, ! (yo) and express the integral in (9.5) as:

| ) (£(Bapay (cw)  F(Eapy(cPryuRefi)))) du, (9.6)
B(0,1)
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where Refl : T;;, M — T,,, M is the reflection across the hyperplane perpendicular to z:

2(w, Exp; 1 (yo))
dM (330) yO)

Refl(w) = w — Ewp;ol (v0) for w € Ty, M.

Our goal is now to estimate the quantity in (9.6). Below, we consider two cases towards closing
the bound in (9.5). Recall that N, s, « are as in Proposition 9.2.

2. We first analyze the case daq(xo,%0) < &. We split the integral in (9.6) on the following
two integration sets, recalling that ¢. = ¢c 4.y, is defined in (9.2):

/ 0l) (£ (Bapiy(c0)) — F(Bapey (e apRetiw)))) duo
SNPe,z¢,y0 (S) (97)

+f 1(lwl) (£(Bapey (cw)) — £ (Brpyy (<P yoRefi(1))) ) du.
B(0,1)\(SN¢e,z,y0 (S))

To deal with the first integral, we change the variable through the piecewise C' diffeomorphism
w +— ¢-Refl w, and recall (9.3) to compute:

/ F(Expgy(ew)) — f(Bxpyy(ed-Refl(w))) duw
SNge(S)

= / f(Expy,(cw)) dw — / f(Expy,(ew)) - | det Vqﬁg\_l dw
SNee(S) de (S)NdeRefl o< (S)

<[ fEBapfew) du- [ F(Eapay(ew)) dw + OE)||f (51029
SN (S) de (S)NdeRefl o< (S)

< 1l (Baatanzon (OE) + (S 1 6:(8)) A(82(5) 1 6Refl 62(5))
<Nl poe (Baa(@o,2¢)) (O(Ez) + [SA¢-Refl ¢s(5)D < O(E?) - 1| 220 (Bt (0,22)) -
The final bound above follows by using (9.3) in:
1
p-Refl ¢ (w) = gEa:p;;(yo) + Refl e (w) + O(£?)
1 1
= g]E?azﬁpgjol(yo) + Reﬂ(gExpgol (yo) + w) + O(e?) = Reflw 4 O(£?)

and applying the same argument as in (9.4) with § = £2.

In conclusion, we may use the splitting in (9.7) to estimate:
[ ) (£ (Brpagew) — F(Bapy (P Refi(w)) du
B(0,1)
<|/ (1(w]) =€) - (F(Eapay(ew)) = F(Eapay (62 ap o Refi(w))) ) du
SNPe, 20,40 (S)

+f (1l) (£(Bpey (e0)) = J(Bepyy(ePry g Refi(w))) ) dus
B(0,1)\(S5N¢e,zq,y0 (5))

+ O(E%) - || £ Il Loo (B (0,26
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and further:

[ 700D (£ By ) = (B (Pry s et()) e

<O lieuataoen + ([ (ollu) =) duw+ [ (lwl) dw)

SNge(S) B(0,1)\(SN¢<(9))
- sup {|f(:1;) — f(y)]; * € Bm(zo,e), dpm(z,y) < 38}
< OEN 1| oo (Ban(ao.2¢)
+ (1=l N(8)]) -sup {|f(2) = f¥)]; = € Baa(ao,e), du(w,y) < 3¢}
< OE)1F 11 2% (Bpa (wo.26))
(1= D) up {10) — 1w)l: 2 € Buatwo, o), d(ey) < 32
by Proposition 9.2 (ii) since da(xo,%0) < % Inserting the above estimate in (9.5) yields:
| f(0) = f(yo)| < 20 Af = Fllo(Brs(woste)) + 26NV (108 p) | oo () - 1 F 1l Lo (B (0,52))
+ OE) I F1 Lo (B p (0,2)) (9.8)

c|S
+(1- |2|) sup {|f(@) = (9)]; @ € Baa(wo,e), daal,y) <3}
3. In the remaining case daq(zo,yo) > «, we split the integral (9.6) on the two sets:

\ /{ . 1)}n(\wl)(f(Ea:pxo(sw)) - f(ExpyO(ero,yoReﬂ(w)))) dw‘

; n(‘w|)<f(Egjpx0(€w)) - f(ExpyO(ero,yoReﬂ(w)))) dw‘ (9.9)

N
+ (- a)-sup {|f(z) — FWl: © € Bu(ao.e), daalar,y) < 5 .

The last estimate above is a consequence of (5.3) as follows. For any w € B(0,1) satisfying:

(w, é) € (ﬁ, ﬁ), there holds: |z — 2<‘1Z”|’22>z| = “z| — 2<|“;’|z>‘ = dM("ZO’yO) —2(w, ﬁ> > 0, because

dam(zo,y0) = |ez|. Thus, we may apply square root to the expansion in (5.3) and control the
error terms, for all € sufficiently small:

<a -sup{]f(x) - f(y)|7 T € BM(anE)v dM(l‘,y) < dM(xO’yO) -0 }

2e(w, ez

A (Expa, (ew), Expy, (e Pyy yoReflw)) = |ez — >sz‘ + O(e?)

lez]?
1 9 €
< - <elz| — .
< E)VI oy TOE) el = o
This proves (9.9). Combining with (9.5), we obtain:
| f(@0)—f(yo)| < o max {k1, 71}
+(l-a)- Sup{\f(ﬂf) —fW; = € Bu(wo,€), dm(z,y) < 56} (9.10)

+ 20| Acf = fllLoo(Bag(wonte)) T 26V (108 p) || oo () - 1l Loo (B s (wo,5¢))



42 LIPSCHITZ REGULARITY OF GRAPH LAPLACIANS ON RANDOM DATA CLOUDS
where for all i = 1...4(3N — 1) we have denoted:
i = sup {1(2) — fW); & € Bulwo,ie), < du(e,y) < dua(wo,0) — 7}
Fi = sup {1/ (@) = F)]; @ € Bag(ao,ie), dule,y) < + -

Observe that since da(zo,y0) < 3¢, there exists i as above for which %; > k; (indeed, the set
over which the supremum is taken in the definition of k43 _1) is empty). Iterating i times the
expression (9.10), we arrive at:

|f(@o) = f(yo)| <o -sup {|f(@) = F(y)]; & € Ba(wo,ic), dm(,y) < —
N

+(1—a5'wp“f@)—fwﬂ;xefﬁdxm%LcMALy)g&%

2(1 —at) | - (9.11)
+ %HAJ — Il 200 (B (wo i)
«
2¢(1 — o)
ﬁ”v(lOgP)HLw(M) : ||fHL°°(BM(x0,5i€))-

4. Finally, we combine (9.8) and (9.11) to conclude the estimate in the Theorem, in which
the term: sup {\f(x) — f()|; = € Bm(mo, 12Ne), dp(z,y) < 56} is multiplied by the factor:

‘ , i 4(3N—1)
MU—055+U—aU=1—a§&§1—aizdﬂﬁ&

Namely, we get:

|f(z0) — f(yo)l < 9-sup{!f(fﬂ) — f(W)l; = € Bpm(wo, 12Ne), dpm(z,y) < 56}

+ 24N || Ao f = fllLoo (B (w0,48N2))
+ 24Ne||V(log p) || Lo (1) -

| Fll oo (Bau(zo.60ne)) + OEDNFII Lo (B rs (20, 12Ne)) -

The proof is complete. |

10. CLOSING THE BOUNDS AND PROOFS OF THEOREMS 2.11 AND 2.12

In this section, we work under hypothesis (H2) and the additional property 9.1. We will
conclude the proofs of the local and global approximate Lipschitz estimates in the continuum
setting. The proof of the global estimate is less involved, as it can directly utilize the contraction
property in Theorem 9.1. For the local estimate, we needan extra iteration argument.

10.1. The global bound and a proof of Theorem 2.11. We first deduce a version of the
approximate Lipschitz estimate in Theorem 2.11, involving the auxiliary averaging operator A,
rather than A.. This allows for a more precise estimate, where the factors C below depend only
on the manifold (M, g) and the radial weight function 7, while the dependence on the drift field
p, occurring through ||V (log p)|| o<, is present in just one specific error term. This observation
is consistent with the analysis of the pure Laplace-Beltrami operator case p = const.
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Theorem 10.1. Let ¢ < 1. Then, for every bounded, Borel function f : M — R and every
x0, Yo € M we have the following estimate, where constants C depend only on (M, g) and n:

| Asf — fHLOO(M))
52

[#(20) = Fo)| < C(If 1) + - da(0,90)

N | A f — f‘LC’O(M))

+ C((IV (og )l ray + 1) - 1l 2oe 5

Proof. By Theorems 8.1 and 9.1 we obtain:
Fo) — £w)l < 0-sup {|7() = FW)l; 2,y € M, duala,y) < e}
./zlg - o0
O (fllman + LI g, ) (10.1)

+ C<€\|V(1OgP)HLoo(M) N lzooany + €2 fllpoo(any + MAf — f”LOO(M))v

valid whenever daq(xo,yo) < r and for ¢ < 1 small enough. Taking the supremum over the set
{z,y € M, dpm(z,y) < 5e} in the left hand side above, and recalling that § < 1, we arrive at:

sup { I (@) = FW)li @y € M, dua,y) < 5}

A= f = fll
< Ce(||V (108 ) 2 ) + D 1Fl oo rg) + O,

Inserting the above bound into (10.1) achieves the proof when daq(xo,y0) < 7. The general
case and the global estimate follow by compactness of M. |

A proof of Theorem 2.11. The result follows from Theorem 10.1, upon replacing A. f by
A. f, invoking Lemma 6.3, and recalling that A.f(z) — f(z) = —(p(z) + O(?))2A. f(z). M

10.2. The local bound and a proof of Theorem 2.12. We now present the interior coun-
terpart of the previously established estimates.

Theorem 10.2. Let ¢ < r < 1. Then, for every bounded, Borel function f : M — R and
every o, yo € M with dap(xo,yo) < r, there holds:

dam(xo, Y glloge
£(ao) — f)| < o LaC0o0) A8y gy

er ) ' [Af = Fll Lo (Bag(wo,3m)

d
+C<T‘ M($07y0)+ ‘10g5| e2

The constant C' depends on (M, g), n and ||V (log p)||ge () -
Proof. Let daq(xo,y0) < r. Combining Theorems 8.1 and 9.1, we obtain:

7o) = F(yo)l < 050 {17(2) = F0)]; @ € Baa(wo,r + Ne), daa(e,y) <5<

dm (o, Yo
O+ ZAOIN) ey (10.2)

H"_4€f - fHLOO(BM(:EoQT-i-NE))

C’<52 + rd (o, y0)> : =

+
where C' depends on (M, g) and n, while both 6 € (0,1) and N depend only on 7.

I
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Next, we bound the first term in the right hand side above. Let x,y € M satisfy dy(z,y) <
logd r
loge 27

5e. Using (10.2) with r replaced by a new radius R = we deduce:

£(@) = )] < 0-s5up {I£(@) — f@)]; 7 € Baglaw, R+ Ne), dua(a,9) < 5e}

elloge|
r

er H;lsf - fHLoc(BM (z,2R+N¢))

+C 5

Ml B(earene) + Cioa e

We now iterate the above inequality for a total of k = Hgg;] times, to get:

@) = F@) < 0" -sup {|F(@) = f@)]: & € Baalwo, k(R + Ne)), dua(a,5) < 5¢ }

k—1 V.
; el log €] er  |[Aef — fHLOO(BM(m,k(2R+N5)))
- C(?:o:a ) (F M i Baertane o + Tiog > )

Observe that % < @ - gloge/1080 — 9. ¢ < ¢ and also:

_ _ loge\ /log6 3
N 2 N 1 1 —
E(R+ Ne) < k(2R + €)<< +log0><log£+ )<2r

if only € <« 1. Thus, the previous estimate may be rewritten as:

£(@) = £ < 220 e m a2y

C  elloge] er A f - fHLoo(BM(x%T))
T Wl eaendn) + Tiog = )
< C€| 10g5’ Hf” 5+ er ”AEf - fHLoo(BM(x,gr)))
> r LOO(BM(.Z‘,ET’) |10g€‘ 22 .

In view of (10.2), this implies:

dam(xo, Y glloge
Flao) — )] < o (a0l OBy ey

(10.3)

o ) AS = Fll (B rateo 3

C(rd
+ <T M($an0>+ |10g€|

g2

which proves the claim. [ |

A proof of Theorem 2.12.

We first replace A, f(z) by A: f(x) in (10.3) and invoke Lemma 6.3 to absorb the error term
(rdpa(20, 50) + 112527) O(E) | Fl| Lo (B0 3r) /2 in the term (2liov) 4 OBy iy,
provided that € is small enough.

Further, recall Remark 6.2 (ii) to replace A.f — f by Cc2A.f. Finally, we use the obtained
bound with 2r instead of r for x,y € Ba(xo,r) satisfying dy(x,y) < 2r. [ |

Remark 10.3. The estimates in Theorems 2.11 and 2.12 with any given probability density
p may be deduced from the same statements with pg = 1. Indeed, write:

@) = f@)] < ——(|(0)@) = ()] + o) = )17 )],

min p
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and note the following formula for the non-local Laplacian A? with respect to po:

Ao (o) = Acf@)+ 555 [ (D) 0(o) ) dVolaaty)

5m+2 c

The usual calculation in normal coordinates at z yields: [, n(w) (p(x)—p(y)) dVolpm(y) =
gm fB(O,l)CTzM n(!w|)(5<Vp(m),w> + (’)(52))(1 + O(£?)) dw = O(e™*?), for ¢ < 1 when the
integration variable y is close to x € M. Consequently, applying Theorems 2.11 and 2.12 to

the density pg and to the function pf, yields the claimed bounds for |f(z) — f(y)| relative to p.

While the above argument can be used to reduce our regularity estimates to the case of
constant p, we want to highlight that the partial estimates which obtained along the way in
our proofs (Theorems 8.1, 10.1 and 10.2) carry some precise information about the dependence
of constants, which we feel are of independent interest. Likewise, the construction of the biased
random walk modeled on the averaging operator A. which admits completely arbitrary p, is
new in this context and worthy of presentation.

Remark 10.4. We note that condition (9.1) used in Theorem 9.1, can be relaxed to a more
general assumption that n is only bounded and measureable. First, we write:

f=A2f=(F = Af) + A(f = Acf).
By Remark 6.2 (ii) and the expansion d. = p + O(¢?) we deduce:
|f = A2f| < C¥|ALf).

This allows us to replace the averaging operator A. by A2 in the proof of Theorem 9.1 (more

correctly, we replace A, by ji, but the proof may proceed with either due to Lemma 6.3). We
now note, again using the expansion d. = p + O(£?), that we can write:

1 1
A1) = 5 | 0le D @p(Vou(2) + O )

bz, 2) = /M = (dM(”““’ ”) " (dM(Ey’ 2 ) AVolu(y). (10.4)

where:

€
Using the change of variables y = Exp,(¢7) in (10.4), one can show that:

¢<x,z>:/ i n(E =g di+ (=),

Hence, by working with A2 in Theorem 9.1 we can essentially replace the kernel n with the
convolution ¢ = n *n in all arguments. When 7 is bounded and measureable, the convolution
( is continuous, and so (9.1) holds for ¢ without any additional assumptions on 7. The proof
of Theorem 9.1 now proceeds by replacing A. with A2.

PART 3

11. APPLICATIONS TO LIPSCHITZ REGULARITY IN GRAPH-BASED LEARNING

In this section, we work under hypothesis (H1). Note that the additional assumption 9.1
holds automatically, in view of continuity of 7 on [0,1]. Below, we prove our main results,
concerning Lipschitz regularity for solutions of graph PDEs.
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11.1. Graph Poisson equations: proofs of Theorem 2.1, Theorem 2.2 and Corollary
2.10. We deduce the three announced global-local Lipschitz regularity estimates.

A proof of Theorem 2.1.

We assume that the events indicated in Theorem 2.9 and in Lemma 3.6 with ¢t = £2, hold.
Let f: X, — R. Since oscx, f < 2| fl|Le(x,), We obtain:

18(Ze, 2, Pl ooty < C (18,2, fllLow ) + 1 2o () -

Inserting the above into the conclusion of Theorem 2.11 yields, for all z,y € M:

1Ze 0, f (@) = Zeo, f ()] < O llpoe ) + 18,20, fll oo )) < (daal@,y) + ), (11.1)

where we used that ||Z: x, fl|zeo(a1) < || fllzoo(x,)- Since by Corollary 3.7 we have d. x, > c,
recalling (4.10) we get:

52

£ = Lo f@)| < s

1A x, f(@i)] < C2(|Ac x, fll oo () for all i=1,...,n.

Therefore:
[f(@e) = f ()| < [f (@) = Le e, f (i) | + | Lo, £ (20) = Ze e, [ ()] + [ Ze e, f (5) — ()]
< C2| Az x, fllpoo(a0) + Lo, f i) — Lo, f5)]
Combining the above with the estimate (11.1) completes the proof. |

A proof of Corollary 2.10.
Assume that both events indicated in Theorems 2.1 and 2.9 hold. Given f : X, — R, the
conclusion of Theorem 2.1 implies that:

< oo A oo f 11 .
Xnmcg&%)f < C(If ey + 18e 2 fll oo (an)) € or all x € M

The result follows then by invoking Theorem 2.9. |

A proof of Theorem 2.2.

The proof follows the same steps as in the proof of Theorem 2.1, except that now we use the
local estimates from Theorem 2.12 instead of the global estimates from Theorem 2.11. |

11.2. Graph Laplacian eigenvectors: proofs of Theorem 2.3 and Corollary 2.5. We
apply Theorem 2.1 to deduce both results, as follows.

A proof of Theorem 2.3 and Corollary 2.5.

Assume that the event indicated in Theorem 2.1 holds. Let f : X, — R be a non-zero

. A, fll oo . .
function such that Ay < A, where A\ = W Fix ¢ < ﬁ where ¢ > 0 is, as usual,

a sufficiently small constant depending only on M, p, n that will be specified later.

Assume further that the event in Corollary 3.3 holds for all x € X, and with ¢ replaced by a
sufficiently small radius 5, depending on A and also specified later. In particular, noting that
by (A.7) we have: Ba(z,r) D B(z, %), the result in Corollary 3.3 yields:

n
P”(Z Ldp(ajmi)<r) = C'nr™, for all x; € Xn> >1—2nexp (—cnr'™) (11.2)
j=1
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Let now z; € &), be such that || f||pe(x,) = |f(z;)]. By Theorem 2.1 it follows that:
(@) = F(@;)] < OOy + DI fllzee () (dat (i, 25) +€)

11.3
=C(\p+1) - [f(z)|(dpm(ai, ;) + ) for all x; € X, (11.3)
. . . . 1 1 .
which implies, provided that r + ¢ < SCTAT) < 200
|F )| = [ (@) = [ f (@) = fla;)] > | f(x)| = COp + DI f ()] +¢)
1
= (1-COs+1)(r+e)|f(zi)] > §Hf”Loo(Xn) for all z; € Ba(z4,7)

In conclusion:

2 2n
11l Lo () < ﬁzﬂ{w(xi,xj)gr}f(fﬂj) <yl )

i
Jj=

where N; = Z ]l{dM(xi,xj)Sr}'
j=1

. It then follows by (11.2) that N; > %

Choose r < 1 which satisfies: r € [ALH’ m] Z Arnm

and, consequently, the formula displayed above becomes the bound in Corollary 2.5:

[ fllzoo () < CA+ D)™ fll L1 x)-

Inserting this into the first estimate of (11.3) yields, in turn, the bound in Theorem 2.3. This
completes the argument, since we also easily observe that the probability of the two assumed
events is bounded from below by:

1—Ce 5 exp(—cne™ ™) —2n exp(—cnr™) > 1—Ce ™ exp(—cne™ ) —2n exp (—en(A+1)7),

as claimed. ]

11.3. C%! convergence rates for graph Laplacian eigenvectors in the large data limit:
a proof Theorem 2.6. We apply Theorem 2.1 to conclude our final result.

A proof of Theorem 2.6.

Fix ¢ < 1 and let f be a normalised eigenvector of A, x, with eigenvalue A, i.e.:

Acx, f=Xf and |[[fllr2x,) = 1.

Assume that A, is an element of the intersection of events defined in Theorem 2.1 and Corollary
2.5. According to [13, Theorem 2.6], with probability at least 1 —Cnexp (—cn€m+4) there exist

a normalized eigenfunction f of A with eigenvalue X, so that:
Apmf=A and |fllz2om =1,
for which there holds:
A=A+ 1f = fllez(x,) < Ce.

Since M is smooth, compact and boundaryless and f is smooth, then the pointwise consistency
result in [13, Theorem 3.3] yields that with probability at least 1 — 2nexp (—cn£m+4) we have:

1AM — Acx, fllzoo () < Ce.
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Here, and in the rest of the proof, C' and the Landau symbol O depend on A. Denote

g = f — f. We may, without loss of generality (since otherwise the claimed result is trivially

A, -
true) assume that g # 0, so that A, = %

Acx,g= (Do f—Apmf) + (Apf = Dcx, [) = A = M+ O(e)
=AMf=F)+ A =NFf+0().

Consequently: [|Ac x, gl Loo(x,) < )\||g||Loo(Xn)+Cs(1+HfHLoo(M)) < Ce, since f is a normalised
eigenvalue of Anq. Hence:

is well defined. By a direct computation:

Ce
R TE—
191l oo ()
which, in case Ay > A+1, clearly implies: |g||pe(x,) < Ce. On the other hand, when \; < A+1,
Corollary 2.5 yields, in view of || - |L1(x,) < [ - [[22(x):

gl zoe ey < COg + 1™ Hlgll L1,y < CAg + 1) e < O(A +2)"He = Ce.

Ay <A

In either case, we see that there holds: ||g| e (x,) < Ce. We now invoke Theorem 2.1 to get:

(i) — 9(x5)| < C(llgllLeo () + 1 De,x0,9ll oo () - (dan(@i, 25) +€)
< Ce (dp(z4,z5) + €) for all z;, z; € X,.

This completes the proof by union bounding on the indicated events. |

APPENDIX A. RIEMANNIAN GEOMETRY NOTATION

In this section we review the basic notions from differential geometry.

A.1l. Riemannian geometry and parallel transport. Let M be a smooth, compact, bound-
aryless, connected and orientable manifold of dimension m, equipped with a smooth Riemann-
ian metric g. For x € M, we write T, M for the tangent space at  and T'M for the tangent
bundle of M. The scalar product of any two tangent vectors v, w € T, M, given by the quadratic
form g(x) evaluated on (v,w), is denoted by (v, w), while the length of v is |v|, = (U,v)iﬂ.
We will usually omit the subscript x if no ambiguity arises. A smooth assignment of tangent

vectors: M 2 x — v(x) € T, M is called a vector field.

Associated to g is the Levi-Civita connection V, which is the unique torsion-free connec-
tion that is metric g-compatible. Given two vector fields v and w, the connection allows to
differentiate v in the direction w, returning a new vector field V,v. The value of Vv at z
depends only on the values of w along a curve ~ satisfying v(0) = = and 4(0) = v. Keeping
this in mind, we can differentiate vector fields v that are defined only along a given smooth
curve v : [a,b] — M (rather than on the whole M), in the direction +. If V5 v(y(t)) = 0 for
all ¢ € [a,b], then v is called parallel along .

For every v € T, (,)M there always exists the unique vector field v parallel along v, such
that v(y(a)) = v. This construction gives raise to the linear isometry map:

T,y(a)./\/l S0 sz(a) )T} =v(y(b)) € T'y(b)M7

(b
called the parallel transport along v. We omit the reference to the curve v in P7 if there is
no ambiguity. In particular, we write P, , for parallel transport along the unique geodesic
connecting nearby points x,y € M.
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A.2. Geodesics and normal coordinates. A smooth curve v : [a,b] — M such that its
tangent vector field £~(t) = ¥(t) is parallel along v, i.e. Vi ¥(t) = 0 for all t € [a, b], is called
a geodesic. Here, V is used to denote the Levi-Civita connection as in A.1. For every z € M
and v € T, M there exists a unique geodesic ¥ : (—o0, 00) — M satisfying:

~Y(0) ==z and 4Y(0) = v. (A.1)
We will often consider a flow of geodesics 7 : [—¢, €] x [0,t9] = M, where V%W(&t)%w(s, t)=0

for all (s,t) € [—e,¢] x [0,%0]. Then the variation field J(t) = L~(0,¢), called the Jacobi field
along the curve (0, -), satisfies the second order ODE:
2 d d
(V%W(O’t)) J(t) + R(J(t), @7(0, t)) %7(0, t)=0 for all t € [0,%). (A.2)
Here, R stands for the Riemann curvature form, which for three vector fields u, v, w returns
the following vector field:

R(u,v)w = V,Vyw — V,Vyw — Vw0 W,
where [u,v] = V,v — V,u is the commutator of v and v. We also recall the symmetry lemma
(independent of the geodesic property for the flow of curves 7):
d d
V%ﬂﬁ)%’ﬂsi) = V%,y(&t)%fy(s,t) for all (s,t) € [—¢,¢e] x [0, to].
The length of a smooth curve « : [a,b] — M is computed as: length(y) = fab 1Y ()| dt.
For every z,y € M this gives raise to the well-defined metric distance:

dpm(z,y) = min {length(y); v(a) =z, v(b) = y}. (A.3)

The open ball in this metric is denoted by Bup(x,r) = {y € M; dm(x,y) < r}. When
dpm(z,y) < ¢ for a sufficiently small radius ¢ > 0, depending (in view of compactness) only on
(M, g), then the minimization in (A.3) is realised by the unique, up to re-parametrisation, curve
7 : [0,1] = M which is a geodesic. Automatically, one has: [y(t)],) = length(y) = dm(,y).
For every x € M one considers the exponential mapping T, M D B(0,1) 2 v +— 7%(1) € M,
where vV is the geodesic as in (A.1). This mapping is usually denoted by Exp,(v) = +"(1),
and it is a smooth diffeomorphism onto its image. By compactness of M, also the mapping:

TM>DU> (m € M,v e B(0,.) C Tx./\/l) = p(z,v) = (:U,Ea:pz(v)) eEMx M,

is well defined on an open neighbourhood U of a zero-section in M, and it is a smooth diffeo-
morphism onto its image. Any orthonormal basis for T, M gives an isomorphism T, M = R™.
Then, the inverse of the exponential map:

Bpm(z, 1) 3y~ Exp,'(y) =v € TuM = R™ (A4)

is called the normal coordinate chart centered at x.

A.3. Formulas in coordinates. We now recall that in a given local coordinate chart:
Uz (..., 2™) e R™

(not necessarily normal as in (A.4)) on an open subset U C M, the tangent space T, M is
spanned by coordinate vectors {% }:‘ip each corresponding to the smooth curve y(t) = z+t¢ 8‘21-
on M passing through v(0) = z. The metric g is represented as the symmetric matrix field
[9i ()]s j=1..m on U, so that (v, w), = gij(:v)viwj for all v = v* 8?:“ w = ' 8?;1‘ € T, M. Here
and below, we use the Einstein summation convention on repeated lower and upper indices.
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0
ox 7

-+ F’ k_ given through the Christoffel symbols:

For a vector field v = v’

i
Vjv—

on U, the corresponding coordinates of V_o v = (V,v") 881 are:
oxJ

811

i _ 1 is(agsk N 9gsj 89jk>
L oxi — oxk x5 )’
As customary, [g¥ (@)]i,j=1...m is the inverse matrix of [g;;(x)]; j=1..m, so that gisgsj = 5;- equal-
ing 1 for ¢ = j and 0 otherwise.

For a smooth curve 7 : [a,b] — M written in coordinates: y(t) = (y'(t),...,7™(t)), a vector
field [a,b] 3t — v(t) = vi(t)% € T, ;)M is parallel along + if it satisfies the ODE system:

V() + T () (1)3%(t) =0 foralli=1...m andall t€ [a,b].

Consequently, equations of geodesic are:

:775_|_I‘i. A4k =0 foralli=1...m

We also have: R(v,w)z = —Rfjs wjzsa%k, where:
ork  ork,
ko _ is I l
Rlj, = 5 — =2 4 THI, — T,

are the components of the Riemann curvature tensor. Denoting: V o V o v = (V iV ’Uk) ai

ozt oz
it follows that: ViVjv —VjViv = —Rk. s,

zgs
In the normal coordinates (A.4), centered at a point x € M, corresponding to 0 € R™, we
have the useful identities:

0gij 0%gij 2
(95 (O))isj=1..m = Idm,  T35(0) =0, 275(0) =0, 5 (0) = =3 Riys 0),

Oxk Oxkoxs
valid for all 4,5, k,s = 1,...,m. Consequently, we obtain the Taylor expansion:
9ij(y) = 045 — 3 };js(())ykys%—(’)ﬂy]?’) forall7,j =1,...,m and all y € B(0,¢) C R™. (A.5)

The contravariant derivative (the gradient) of a scalar field f : M — R is the vector field
Vif = (V f) -7 on M, whose coordinates are: Vif = g”“ 8f . The divergence of V*f, called
the Laplace- Beltrami operator of f is given by:

: . 0% f dg' of , 0% f . Of
Af = Div(V*f) = V;Vif = gk 2 ( I, >7.: k( SN —)
= DV = ViVl = 9" 5 * (ae 93 0i0zF o
We will also consider the following weighted Laplace-Beltrami operator with respect to a pos-
itive scalar field p : M — R:

d(logp) Of
ozt Ok

We remark that in normal coordinates centered at x, the Laplace-Beltrami operator computed

_0f
=1 (9z*)?

1 0
ﬁDiv(pQV*f) Af +2g% = Af+2V'f-V*(log p)gis

at x, coincides with the usual Laplacian " 5(0) in those coordinates, and similarly:

i a2f afalogp (0)
— )2 « 0z’ Oa '

1
—2Dw 2V*
p
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A.4. The embedded manifold. When M is embedded in the ambient space RY, it inherits
its Euclidean structure. There are two related facts that will be frequently used in the sequel.
First, it follows from the Rauch Comparison Theorem [9, 13, 16] that there exists C' > 0
depending on M (more precisely, on the upper bound of the sectional curvatures) such that
for all r < 1:

|VolM(BM (x,7)) — |B(0, 1)|rm| < Crmt? for all x € M. (A.6)

Here, |B(0,1)| denotes the volume of the unit ball in R™. The volume Vol (Baq(x, 7)) of the
indicated geodesic ball, is related to the Riemannian volume form dVoly in:

Vol (B (7)) :/ 1 dVolp.

BM(IJ‘)
In local coordinates dVola, is given by: dVola(y) = (det[gij]m-:lmm)1/2 dy' Ao A dy™.

The second fact [23, Proposition 2] states that for all z,y € M whose distance in R? satisfies
|z —y| < & with a sufficiently small R (more precisely, R is the reach of M), there holds:

8
|z —y| < dp(z,y) < \w—yHﬁ!x—y!i”- (A.7)
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