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A formidable challenge for global change biologists is to predict how natural
populations will respond to the emergence of conditions not observed at
present, termed novel climates. Popular approaches to predict population
vulnerability are based on the expected degree of novelty relative to the
amplitude of historical climate fluctuations experienced by a population.
Here, we argue that predictions focused on amplitude may be inaccurate
because they ignore the predictability of environmental fluctuations in
driving patterns of evolution and responses to climate change. To address
this disconnect, we review major findings of evolutionary theory demon-
strating the conditions under which phenotypic plasticity is likely to
evolve in natural populations, and how plasticity decreases population vul-
nerability to novel environments. We outline key criteria that experimental
studies should aim for to effectively test theoretical predictions, while con-
trolling for the degree of climate novelty. We show that such targeted tests
of evolutionary theory are rare, with marine systems being overall underre-
presented in this venture despite exhibiting unique opportunities to test
theory. We conclude that with more robust experimental designs that
manipulate both the amplitude and predictability of fluctuations, while
controlling for the degree of novelty, we may better predict population
vulnerability to climate change.
1. Introduction
Marine and terrestrial ecosystems are facing rapid rates of environmental change
caused by anthropogenic carbon dioxide (CO2) emissions. The rate of increase in
atmospheric CO2 over the past century is two-to-three orders of magnitude faster
than that seen in the past 300 million years, suggesting that this challenge may be
unprecedented for extant species [1–3]. The rapid rate of environmental change
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may cause conditions not found at present to arise by the end of
the twenty-first century, referred to as ‘novel climates’, and
some twentieth-century climatesmay disappear [4–7]. The fun-
damental challenge of global change biology is to predict how
the emergence of such novel climates will affect natural
populations.

The effects of climate change have largely been quantifiedby
testing biological sensitivity to specific environmental stressors.
Yet, it may be logistically infeasible to take this approach for
every stressor and putatively sensitive species. Rather, recent
effort has attempted to identify general environmental features
that could increase the susceptibility of a population to climate
change. For example, the ecological literature has used the
degree of expected climate novelty during the next century as
an index of a population’s vulnerability to environmental
change. The degree of climate novelty is based on how extreme
the climate is relative to the historical amplitude of fluctuations
and can be calculated in different ways—as an index of ‘local
novelty’ relative to historical conditions at that site, or as an
index of ‘global novelty’ relative to historical conditions in a
regional or global pool of data [4]. Ultimately, inferences
drawn from this approach suggest that populations inhabiting
regions currently and/or historically exposed to reduced ampli-
tude of climate variability (e.g. those in tropical and polar
regions) are more vulnerable to climate change because the
same magnitude of change in mean conditions is more likely
to induce climate novelty [4,7].

However, climate novelty-based estimates of population
vulnerability may be inaccurate because they do not take into
account other aspects of fluctuating environments, particularly
the predictability of fluctuations, which evolutionary theory
predicts will largely shape the phenotypic variation present
within natural populations. This phenotypic variation will
ultimately dictate if, and how, populations persist as environ-
mental conditions extend beyond those observed historically
[8–10]. As predictability is not a component of environmental
variability considered by climate novelty-based approaches,
there is a disconnect between these estimates and theoretical
expectations. To resolve this disconnect, and thereby better
infer how populations will respond to the emergence of
novel climates, theoretical predictions must be empirically
validated.

The goal of this synthesis is to bridge the disconnect
among the climate novelty literature, the theory of evolution
in fluctuating environments and predictions of population
vulnerability to climate change. We first ask: what are the
characteristics of fluctuating environments that influence a
population’s likelihood of persistence under climate novelty?
To address this, we review theoretical predictions regarding
how different aspects of fluctuating environments influence
the evolution of phenotypic plasticity in natural popula-
tions, and how plasticity may in turn influence persistence
under novel conditions. Next, we suggest key criteria that
experimental studies should strive to meet in order to effec-
tively test theoretical predictions. We highlight the strengths
and weaknesses of different case studies in the terrestrial
and marine literature. We show that although marine ecosys-
tems are underrepresented in robust empirical tests of
theoretical predictions, there are unique aspects of these
environments that can be leveraged for robust tests of the
theory. For example, marine environments tend to be less vari-
able than terrestrial systems and dominated by conditions that
change over longer timescales, resulting in generally higher
environmental autocorrelation, and therefore predictability
[16,17]. Furthermore, coastal topography and shoreline orien-
tation can lead to fine-scale spatial and temporal variation in
climate change stressors, presenting environmental gradients
over which to test theoretical predictions [18–20]. We conclude
by highlighting key empirical gaps that should be addressed
in order to improve predictions for determining population
persistence under climate change.
2. The evolution of phenotypic plasticity in
fluctuating environments

Heterogeneity in the environment maintains phenotypic
and genetic variation in natural populations [21,22]. Depend-
ing upon how the environment varies over space and time,
populations may evolve to produce a series of genetically
differentiated individuals, each exhibiting phenotypes that
remain fixed across the range of observed environmental
conditions [11]. Alternatively, populations may consist of
phenotypically plastic genotypes, which produce different
phenotypic trait values in response to different environmental
conditions [11,12]. Each of these strategies can be modelled
with a reaction norm, which describes how the phenotype of
a single genotype changes as a function of the environment
[23,24]. Reaction norms can take any form, but for the sake of
simplicity, we consider the case in which the reaction norm is
linear across different states of the environment. Linear reaction
norms contain a parameter dictating the intercept of the reac-
tion norm, which corresponds to a genotype’s trait value in
the mean environmental state (oftentimes referred to as the
‘breeding value’). An additional parameter controls the reac-
tion norm slope, which corresponds to how a genotype alters
its trait value as a function of the environment, and thus
represents the degree of phenotypic plasticity [24]. At the
population level, the total phenotypic variation is characterized
by the variation in reaction norm intercepts and slopes, as well
as variation in the environment [25]. Given the heritable gen-
etic variation in both reaction norm slope and intercept,
selection acts on each character as the environment changes.
Therefore, although selection within any environmental state
acts directly on phenotypes expressed there, it is equally
valid to view selection as acting simultaneously on variation
in the slope and elevation of reaction norms [25]. Note that
the reaction norm approach described here is mathematically
equivalent to the character state approach, another commonly
used model of phenotypic plasticity (see [24–26]). Quantitative
models of reaction norms and fluctuating environments are
provided in the electronic supplementary material.

A primary goal of reaction normmodels is to determine the
conditions underwhich phenotypic plasticity is advantageous.
In suchmodels, the fitness of a given genotype in each environ-
ment depends on the width of stabilizing selection in that
environment and how far away the genotype’s expressed
phenotype is from the optimal phenotype. The optimal pheno-
type is usually assumed to map directly to the state of the
fluctuating environment [7,14,15,25,27]. The temporal struc-
ture of the environment, and hence the optimal phenotype, is
characterized by the variance around the mean state (fluctu-
ation amplitude) and the autocorrelation between time points
[17]. Predictability then is the correlation between an environ-
mental cue sensed by an organism that influences the
development of its phenotype and the optimal phenotype at



Box 1. Defining versus measuring environmental predictability and the relevant timescale.

The numerous definitions of, and methods to quantify, environmental predictability have made it challenging to properly
understand and translate the idea from theoretical to empirical studies. When considering phenotypic plasticity, a quantitat-
ive and biological definition of predictability is the correlation between an environmental cue sensed by an organism that
influences the development of its phenotype and the optimal phenotype at the time of selection [11,13]. Thus, the relevant
timescale for measuring predictability is the time between development and selection on the phenotype. Because it is chal-
lenging to directly quantify both the cue and agent of selection in situ, empiricists often estimate the autocorrelation in an
environmental variable and assume that it provides the cue and the agent of selection (i.e. the variables determining the opti-
mal phenotype) [30,31]. Correlations in the environment between the time of development of the phenotype and selection
can then be used as a proxy for environmental predictability for a given study system. In the case in which the same environ-
mental variable is expected to provide the cue and cause selection, the autocorrelation of the variable’s time series across the
relevant timescale can provide an empirical metric of predictability, which is consistent with how predictability is parame-
terized in theoretical models of the evolution of plasticity [12,28,32]. Note that it is the timescale between receiving the cue
and selection acting on the new phenotype that matters, which may or may not have any correspondence to a species’ gen-
eration time [29]. This means that plasticity in developmental traits can still evolve even when the environment undergoes
white noise (i.e. fluctuates unpredictably) across generations, so long as the environmental cue at the time of development is
correlated with the environment at the time of selection within a generation [13,29]. Thus, a lack of autocorrelation in a time
series between generations does not preclude biological predictability in the study system.

It is critical to note that the evolution of plasticity in predictably fluctuating environments is contingent upon the ability of
an organism to both sense the cue and adjust its phenotype fast enough in response to that cue before selection occurs [13].
These contingencies suggest how patterns of plasticity may still differ among species that are exposed to the same level of
empirically inferred predictability. To illustrate, consider a scenario in which the presence of a chemical cue produced by
a crab (predator) during larval shell development in a snail (prey) is strongly correlated with the likelihood of predation
during the snail’s juvenile stage. Given a predation event, juvenile snails with thicker shells exhibit increased survival to
adulthood compared to juvenile snails with thinner shells. Snails that develop thinner shells, however, exhibit higher relative
fitness in the absence of crab predation, presumably because resources were not diverted towards making a thicker shell. For
a species of snail that can both sense the cue and increase its shell thickness before predation occurs, shell thickness plasticity
is expected to evolve adaptively. However, for a species of snail that cannot accrete shell matrix fast enough to match the
optimal shell thickness to survive a predator attack, adaptive plasticity will not evolve, even though the cue is predictable.
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the time of selection [11,13]. If the environmental variable pro-
viding the cue that elicits a phenotypic response is the same as
that which causes selection on the phenotype, the correlations
in the environment between time steps dictate the degree of
environmental predictability [28]. However, in nature, the
environment causing selection may be different from the
environment causing the expression of the phenotype [13,29].
This consideration, and a more nuanced definition of pre-
dictability, is described in box 1. Ultimately, evolution in
fluctuating environments proceeds such that the population’s
mean phenotype follows changes in the optimal phenotype
over time, albeit with some lag, via the evolution of reaction
norm intercept and/or slope [7,33].
(a) The influence of fluctuation amplitude and
predictability on phenotypic plasticity

Aconsensus fromtheoreticalmodels is that plasticity is favoured
inenvironments that are bothvariable andpredictable. Plasticity
does not evolve or is lost in environments that are constant or
vary unpredictably [11]. Predictably fluctuating environments
provide reliable cues for plastic genotypes to effectively track
changes in the optimal phenotype over time or space, thereby
elevating fitness relative to non-plastic genotypes [7,11,12,32].
The evolved reaction norm slope (degree of plasticity) is pro-
portional to the correlation between the environmental
variable acting as the cue and the optimal phenotype during
selection (a measure of predictability, see box 1; [12,28,32]).
Reductions in plasticity, or fixed phenotypic strategies such as
bet-hedging, are associated with unpredictably fluctuating
environments, as these strategies will reduce the fitness costs
associated with mismatches between the developed and
optimal phenotype over multiple generations, and increase the
long-term likelihood of population persistence [11,15].

For models in which predictability is not considered, where
it is assumed that cues are perfect predictors of selection, the
degree of phenotypic plasticity evolves to match the degree of
variation in the environment [23,34]. Under this scenario of per-
fectly reliable cues, the optimal phenotype can be produced in
each state of the environment, and largeramplitude fluctuations
lead to increasedplasticity [23,27,35].However, cues are rarely, if
ever, perfect predictors of future selection. Plasticity is therefore
rarely perfect and is limited in natural populations by cue
reliability [32]. The amplitude of environmental fluctuations
then determines the strength of selection on plasticity, dictating
the rate at which the population evolves to its expected equili-
brium level of plasticity (which is set by the environmental
predictability, [14]). We illustrate theoretical expectations
regarding the interplay of amplitude and predictability, and
experimental considerations when testing this theory, in box 2.
Furthermore, in box 2, we discuss how to design experiments
that disentangle the historical effects of climate amplitude and
predictability on population responses to novel climates.
3. Empirical progress
Robust empirical validation is necessary to determine the val-
idity, and generality, of the theory of evolution in fluctuating
environments. This venture is by no means trivial, as either
maintaining experimental systemswith fluctuating conditions,



royalsocietypublishing.org/journal/rspb
Proc.R.Soc.B

288:20210727

4

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

26
 A

ug
us

t 2
02

1 
or quantifying them in natural habitats, can be logistically chal-
lenging. Still, given the wide recognition of the potential
importance of fluctuating selection on patterns of phenotypic
variation, a range of studies have begun to test various aspects
of the theory outlined above. These targeted studies have lar-
gely focused on disentangling the contribution of amplitude
and predictability on reaction norm evolution and how
changes in the predictability of environmental fluctuations
affect phenotypic variation in natural populations. For
example, Manenti et al. [36] showed that the predictability,
rather than the amplitude, of temperature fluctuations
shaped patterns of thermal tolerance and plasticity in the
fruit fly, Drosophila simulans [36]. A suite of additional studies
has directly tested how the autocorrelation of fluctuating
environments influence patterns of phenotypic variation in
species as diverse as springtails [37], bactiverous protozoans
[38], nematodes [39], RNA viruses [40] and bacteria [41]. Tar-
geted tests of the evolutionary theory appear to be largely
confined to terrestrial systems. It is only within the last year
that studies have conducted effective tests of theoretical predic-
tions using marine populations [20,42–44]. The generality of
theoretical predictions hinges upon more effectively including
the range of systems exposed to patterns of fluctuating selec-
tion in empirical research. To better understand why there is
a paucity of rigorous tests of theoretical predictions in marine
environments, we conducted a literature review of experimen-
tal designs used by researchers in marine systems. The goal of
the review was to identify aspects of experimental design that
have been neglected, therefore limiting effective tests of evol-
utionary theory. Furthermore, we also assessed the extent to
which studies have tested how evolution in fluctuating
environments influences responses to novel conditions (those
beyond the range of historic fluctuations), as this has been
rarely tested experimentally with designs like those suggested
in box 2.

(a) Quantifying effective tests of evolutionary theory
in marine systems

As published studies were not designed with box 2 in mind,
and we did not find any studies that met all four criteria
therein, we assessed the extent to which studies (i) quantified
historical amplitude and/or predictability (historical measure-
ments), (ii) manipulated predictability, amplitude and novelty
(experimental manipulations), (iii) measured reaction norms
and (iv) measured fitness (figure 1). ‘Historical measurements’
refers to the conditions under which focal populations evolved
and thus may refer to time-series oceanographic data collected
in situ, or to the direct manipulation of the environment in
which focal populations evolve (as in an experimental
evolution study).

Our literature search found 60 studies in marine systems
that met our basis for inclusion: focal populations of marine
organisms exposed to environmentally variable (in amplitude
and/or predictability) conditions paired with measurements
of trait plasticity and/or components of fitness (electronic sup-
plementary material, file S2) (note that as our literature search
was conducted before the publication of the studies described
above [20,42–44], these were not included in our analysis). Of
the studies included in our analysis, 25 were categorized as
intragenerational (i.e. within a single generation), 29 as trans-
generational (see electronic supplementary material, Methods
for context on how these were categorized) and six as
experimental evolution studies in single-celled organisms
with short generation times. No studies compared populations
that evolved under, or were collected from, environments that
represented all four scenarios in an orthogonal design (low
amplitude–low predictability, low amplitude–high predictabil-
ity, high amplitude–low predictability and high amplitude–
high predictability; box 2, figure 1a–d, Criteria 1) (note that
some designs could have manipulated both amplitude and
predictability, but still not have an orthogonal manipulation
of amplitude and predictability because theywere confounded
in the design). While most studies reported reaction norms or
measurements of fitness components, most of these studies
did not measure and/or manipulate historical levels of both
amplitude and predictability (figure 2a), and few chose exper-
imental levels for evaluation that included novel climates.
A total of 43 studies (72%) reported historic environmental
measurements that could be used to infer the selective environ-
ment in which study populations evolved, though explicit
quantification of the amplitude and predictability of the time-
series data reported was rare (figure 2b). When an aspect of
the environment was measured or manipulated for intra-
generational studies, it was more commonly amplitude
and not predictability (figure 2b left column, see electronic
supplementary material, for an interpretation of predictabi-
lity in transgenerational studies). In conclusion, while our
analysis identified numerous studies assessing the influence
of fluctuating environments on phenotypic variation in natural
populations, explicit tests of how predictability and amplitude
interact to shape patterns of plasticity and responses to novel
climates are, as of yet, exceedingly rare in the marine literature.

Why there is a lack of marine studies that effectively meet
the criteria in box 2 is an open question. One reason may be
that research on novel climates in marine systems has focused
on the amplitude of fluctuations [4], and empirical studies have
followed suit. For example, Schaum & Collins [48] tested the
relationship between variable environments and the evolution
of plasticity by experimentally evolving clonal lineages of a
single cell alga in low- and high-amplitude pCO2 conditions
[48]. Thework indeed demonstrated the evolution of plasticity
in the high-amplitude treatment. Yet, because the design did
not manipulate or measure predictability, the extent to which
predictability affected their results cannot be inferred. Another
reason is that there may be a perception that designing exper-
iments that manipulate both predictability and amplitude in
marine systems is prohibitively challenging. Indeed, most
studies assessing marine population responses to climate
change conditions have been conducted under static treatment
conditions, despite recognition that such a design may limit
ecological inference [19]. Deciding how tomanipulate fluctuat-
ing environments is difficult because the appropriate
frequency of fluctuations is dependent upon the biology
of the study system (e.g. developmental time varies dramati-
cally between micro- and macroscopic species), potentially
confining research groups to focus on one or a few species
and a single-selective pressure. However, once an experimental
system is developed, the experimental design proposed in
box 2 may consist of no more treatments than studies that
assess responses to multiple environmental stressors in a
fully factorial manner [49]. Recent experimental work has
begun to demonstrate the feasibility of designing experiments
that manipulate both the predictability and amplitude in
marine systems [42,43]. Particularly noteworthy is the recent
study by Leung et al. [42], who elegantly showed that



Box 2. Disentangling the effects of fluctuation amplitude, predictability and novelty in reaction norm evolution.

Empirically testing how organisms evolve in response to fluctuating environments, and how this evolution in turn affects
their persistence under potential future climates, is a critical but challenging step in predicting population persistence
under climate change. Ultimately, the goal of any experiment should be to establish how past selection has shaped the reac-
tion norm(s) of a population, and subsequently query how populations that have evolved under different regimes of
fluctuating selection respond to novel environments. This venture necessitates disentangling the relative contribution of fluc-
tuation amplitude and predictability on reaction norm evolution. To that end, in table 1 we suggest criteria that empirical
studies should meet in order to effectively accomplish this challenging goal. These criteria may be adopted within an exper-
imental evolution setting or in a field-based approach where populations that are locally adapted to distinct regimes of
fluctuating selection pressures are collected and compared in a laboratory-based experiment.

To visualize these criteria in an experimental context and illustrate theoretical predictions, we consider a hypothetical
example of four independent populations within a species of phytoplankton that have evolved under different histories of
temperature fluctuations. In this hypothetical example, evolution is manipulated in the laboratory via experimental evol-
ution, but the same design could be applied to populations collected from different fluctuating regimes in the wild (see
literature review for examples). The temperature is perfectly correlated with the cue, which affects the development of pheno-
types and is proportional to the optimal phenotype. Therefore, the autocorrelation of the temperature time series provides a
measure of predictability (box 1). It is once again important to note that the specific timescale over which temperature fluc-
tuates is only relevant within the context of the biology of the system, specifically the period between when the phenotype
under selection develops and when selection on that phenotype occurs. In all populations, the mean temperature is the same,
but populations experience either low or high amplitude and either low or high predictability, creating four scenarios (box 2,
figure 1a–d, Criteria 1): (a) low amplitude–low predictability, (b) low amplitude–high predictability, (c) high amplitude–low
predictability and (d ) high amplitude–high predictability. If researchers instead compare different populations within a
species that have different patterns of historical environmental fluctuations (such as those shown in (a–d )), the response of
each population to climate change can be inferred from the experimental assays in ( f–h). Note that climate novelty metrics
would predict that populations (c) and (d ) would be the least vulnerable to climate change (because they have the highest
amplitude), while evolutionary theory predicts that populations (b) and (d ) would evolve the most plasticity and therefore
be the least vulnerable to climate change (because they have the highest predictability).

We propose that experiments seeking to disentangle the effects of amplitude and predictability, while controlling for the
degree of novelty, should include five experimental levels as indicated in figure 1e (Criteria 2, and shown in figure 1f, g and h)
for assessing reaction norms (Criteria 3) and fitness (Criteria 4). Figure 1f shows hypothetical reaction norms that evolved in
each treatment, based on general theoretical predictions that the degree of plasticity scales with environmental predictability.
Population reaction norms in novel environments are unknown, and possible values are indicated by the broadly shaded
regions in figure 1f (see 4. Persistence in novel environments). The population average fitness or population growth rate
(figure 1g) is calculated in this case by assuming no cost to plasticity and determined by (i) the distance between the average
population phenotype and the optimal phenotype (solid black line in figure 1f ) and (ii) the width of the stabilizing selection
function (not shown, but assumed to be the same in all cases and narrow relative to the amplitude of fluctuations, see elec-
tronic supplementary material, R code). In this hypothetical example, at extreme temperatures fitness is high for populations
B and D that evolved in a more predictable environment, as the evolved plasticity allows them to more closely track the opti-
mal phenotype, but highest for population D because it experienced the strongest selection due to the larger fluctuations

(Continued.)

Table 1. Experimental criteria for effectively testing theories of reaction norm evolution.

Criterion 1 (Orthogonal manipulation and historical measurements): study populations are evolved in, or collected from, environments that vary

orthogonally in the degree of both amplitude and predictability of environmental fluctuations, with similar means.

Criterion 2 (Assessment levels): experimental levels at which populations are assessed encompass a range of both observed and novel conditions

with respect to the environments in which focal populations have evolved. The degree of novelty (based on the amplitude of historical

fluctuations) is controlled for in the experimental assessment levels.

Criterion 3: the reaction norms for each population are quantified.

Criterion 4: fitness across the experimental levels is quantified.
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reduced plasticity can evolve by empirically decreasing
predictability. They subjected populations of a unicellular
alga to randomly, but ecologically realistic, fluctuating
salinities for approximately 500 generations while keeping
the mean and variance in salinity constant. Lower levels of
morphological plasticity (in traits associated with salinity
tolerance) were observed in less predictable environments.
As such experimental designs becomemore readily developed,
we anticipate more targeted tests of evolutionary theory
to emerge.



Box 2. (Continued.)

(figure 1g). When rescaled to the degree of novelty (standard deviations of historical environment in figure 1h), populations B
and D have similarly high fitness per unit change.
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(σ) of the historical environment, respectively (e.g. degree of novelty). The timescale could be small (e.g. hours or days) or large (e.g. years), but should be relevant to the
timescale between development of the phenotype and selection (see box 1). (e) Experimental levels for the assessment of reaction norms and fitness under future environments,
which would allow for both absolute and relative degree of novelty comparisons. ( f–d ) Theoretical expectations for evolved reaction norms and patterns of fitness across temp-
erature conditions that are informed by the time series data and experimental levels depicted in (a–d ). ( f ) Hypothetical examples of reaction norms that evolve in each of the four
time series in A–D, following the theoretical prediction that predictability is the primary determinant of reaction norm slope. The transparent shaded areas represent uncertainty in
the value that the phenotype would have in novel conditions (greater than 2σ of the historical temperature). The black line shows the phenotypic optimum for different values of
the environment. (g) Fitness based on stabilizing selection acting on each phenotype, assuming no cost to plasticity. (h) The same plot as (g), but the x-axis was rescaled to
represent the degree of novelty (σ) of the historical environment, showing how populations that evolved in environments with similar predictability may have similar fitness as a
function of novelty. Source code for the generation of this figure is provided in electronic supplementary material, file S1.
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(b) Considerations for future studies in marine systems
Despite the paucity of effective experimental tests of theory in
marine systems, such habitats provide ample and unique
opportunities to explore how fluctuating selection can affect
population responses to novel environments. Specifically,
numerous fluctuating selective pressures occurring at different
temporal scales influence marine life histories (figure 2;
[31,50]). On interannual timescales, the North Atlantic Oscil-
lation, the El Niño Southern Oscillation and the North Pacific
Gyre Oscillation can drive coupled changes in temperature,
nutrients and salinity (among other parameters) [51–53]. In
estuaries, seasonal changes in rainfall can drive large fluctu-
ations in temperature, salinity, pH and dissolved oxygen
[54,55]. On more rapid scales, tides drive shifts in ocean
water levels and current velocities that ultimately cause
changes in temperature and other selective agents at diurnal,
semidiurnal and other frequencies [19]. Climate change will
impact these, and other, marine environmental fluctuations
in dynamic ways, while also causing shifts in mean conditions
[19,56].When events related to climate change (e.g. heatwaves)
are superimposed on natural environmental variability the
amplitude of fluctuations may increase driving populations
into novel conditions [57,58]. Finally, marine environments
face unique climate change stressors to those that impact
terrestrial systems. For example, two primary consequences
of climate change—acidification and deoxygenation—are
unique to aquatic environments and present additional
selective agents to consider in empirical studies [56].

Studies testing evolutionary theory must be grounded in
ecologically relevant environmental data that aim to sufficiently
document and/or manipulate ‘what the organism sees’, which
maynot always be capturedbywhatwe canmeasure. It is there-
fore necessary to link pertinent life-history information (i.e. the
timebetween cuedetection and selection)with thepredominant
frequencies, amplitudes and predictability of fluctuating selec-
tion pressures experienced by focal populations (box 2; [31]).
Thus, the relevant timescale(s) for predictability for a species
could include timescales that range from very short (e.g.
between development and selection within a generation) to
very long (acrossgenerations) (figure2).Approaches comparing



intragenerational
total = 25

transgenerational
total = 29

5

10

15

no
. s

tu
di

es

20
20

11
10

6
5

2 2 2
1 1

intragenerational
transgenerational
experimental evolution

40 20
no. of studies

hi
st

or
ic

al
 m

ea
su

re
m

en
ts

ex
pe

rim
en

ta
l m

an
ip

ul
at

io
ns

A. Quant.
9 (36%)

A.
Qual.

2 (7%)
A.

Quant.
2 (7%)

Both
Qual.

2 (7%)
Both Quant.

1 (17%)

Both
Qual.

1 (17%)

A.
Qual.

4 (16%)

A. Quant.,
    P. Qual.

                   6 (24%)

A. Quant.,
P. Qual.

 3 (10%)

A. Quant.,
               P. Qual.

                                  4 (66%)

Both
Quant.
2 (8%)

Both
Qual.

2 (8%)

Pred.
Only

2 (8%)

Pred. Only
22 (76%)

Both
Quant.

5 (17%)

Envt Meas.
23 (92%)

Exp. Man.
19 (76%)

Experimentally
Manipulated
29 (100%)

Exp.
Man.

6 (100%)

Envt Meas.
14 (48%) Envt

Meas.
6 (100%)Not Meas.

2 (8%)

Not Man.
6 (24%)

Not Meas.
15 (52%)

Amp. and Pred.
10 (40%)

A. and P.
3 (12%)

Amp. Only
14 (56%)

Novel
Treat.

1 (4%)

Novel
Treat.
3 (12%)

Novel
Treatments
13 (45%)

Novel
Treatments
5 (17%)

Novel Treat.
5 (83%)

Novel
Treat.

1 (4%)

Amp. and Pred.
10 (34%)

Amp. and 
Pred.   

7 (24%)    

Amp. and Pred.
6 (100%)

Amp. and Pred.
6 (100%)

Amp. Only
13 (52%)

Amp.
Only

4 (14%)

experimental
evolution
total = 6

0

(a)

(b)

historical
measurements
experimental

manipulations
reaction norms

fitness

Figure 1. (a) The number of empirical studies (intragenerational, transgenerational and experimental evolution approaches) included in our literature review, as well as
which pertinent aspects of experimental design they incorporated. (b) Sunburst charts display the intragenerational (left column), transgenerational (centre column) and
experimental evolution (right column) studies that were assessed to determine the proportion that measured, and in the case of experimental evolution studies, controlled,
amplitude and/or predictability in the historical environment (top row) and that manipulated experimental levels of amplitude and/or predictability for comparative
evaluations (bottom row). Studies that experimentally manipulated amplitude and/or predictability may have incorporated novel treatment(s). The number of studies
within each chart category is displayed with its percentage of the total number of studies in parentheses. Abbreviations: Amp. = A = amplitude, Envt = environment,
Man. = manipulated, Meas. = measured, Pred. = P = predictability, Qual. = qualified, Quant. = quantified, Treat. = treatment. (Online version in colour.)

royalsocietypublishing.org/journal/rspb
Proc.R.Soc.B

288:20210727

7

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

26
 A

ug
us

t 2
02

1 
replicated populations locally adapted to distinct regimes of
fluctuating selection in a controlled laboratory setting may be
particularly fruitful. This is indeed feasible in coastal marine
systems, where topography and shoreline orientation lead to
mesoscale (e.g. 10 km’s) differences in waves, winds and tides
that drive divergent patterns of environmental variability



tidal 

diel 

upwelling (event scale) 

lunar seasonal climate 
oscillations 

marine mammals 

cartilaginous fish 

abalone, mussels 

bony fish 

snails, sea urchins, barnacles, bryozoans 

macroalgae, seagrass 

coralline algae 

copepods, isopods 

anemones 

polychaetes, nematodes 

cyanobacteria 

phytoplankton 

gammaproteobacteria

generation time 1 day 10 years

timescale of environmental fluctuation 
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selection occurs. For many marine species, this period occurs during the early developmental and the larval stages (length of stippled portion), when major bottlenecks
and selective mortality among genotypes is usually observed [45–47]. Plasticity in larval traits is likely to be advantageous when the environment of development
(stippled portion) is correlated with the environment of selection, even if the environment fluctuates randomly between generations. (Online version in colour.)
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betweenhabitats [18]. Identifying replicatepopulations that per-
sist throughout suchgradientswouldprovide anopportunity to
link patterns of environmental fluctuations with standing vari-
ation in reaction norms in a laboratory-based setting. For
example, Bitter et al. [20] quantified differences in reaction
norms between populations of a subtidalmussel and associated
reductions in gene expression plasticity with less predictable
fluctuations in seawater pH [20]. Such an approach relies on
measures of the ‘historical environment’ in which focal popu-
lations likely evolved, and thus the existence of continuous
environmental time-series data (which can be sparse in marine
systems). Alternatively, studiesmay experimentallymanipulate
variable environments to generate treatments that vary orthog-
onally in fluctuation amplitude and predictability. Genetically
diverse populationsmay then be evolved in these environments
and subsequently assessed to link reaction norms and fitness to
theoretical expectations, both within and outside the range of
conditions in which populations were evolved.

4. Persistence in novel environments
As quantified in our literature search, how evolution in
historically fluctuating environments will influence a popu-
lation’s response to the novel conditions expected under
climate change remain largely unexplored. While we present
an experimental design in box 2 that can give important
insights into this difficult question, the results are unlikely to
be as clean-cut as we show in figure 2f–h. Ultimately, persist-
ence within novel environments will depend upon the ability
of organisms to track environmental changes via existing
adaptive plasticity in the short term and to adapt to new
environments via natural selection on reaction norms in the
longer term [59]. As highlighted above, theory predicts that
the evolution of plasticity is influenced more strongly by the
extent to which an environment fluctuates predictably, rather
than how widely the environment fluctuates around the
mean environmental state (amplitude). Thus, for determining
the potential accuracy of climate novelty-based predictions of
population vulnerability, the key issue to resolve is how reac-
tion norms that have evolved under different histories of
fluctuating environments influence current fitness and future
evolution under novel environmental states. Ultimately, this
is an empirical question that depends on the pattern of selec-
tion, the standing variation in reaction norms, and their
underlying genetic basis and heritability. Nevertheless, theor-
etical models have begun to explore if, and how, plasticity
may be expressed and affect persistence in novel environments.

The theory generally predicts that plasticity can increase
population persistence in response to abrupt shifts in mean
conditions [10,14,15,60]. Plasticity increases population persist-
ence in novel climates when reaction norms are considered to
be physiologically continuous, meaning that the same loci
contribute to plasticity in both the novel and historical environ-
ment [60], and under the condition that the phenotypic
optimum changes smoothly with the environment [61]. How-
ever, the advantage of plasticity when the mean environment
shifts can still depend on whether the dynamics of environ-
mental fluctuation themselves are changed: an increase in the
amplitude or reduction in the predictability of environmental
fluctuations can reduce the likelihood of population
persistence because of plasticity-associated costs [9,14].

Another factor that affects whether plasticity will increase
population persistence during abrupt shifts inmean conditions
is the presence, and influence, of cryptic variation [14,15].
Cryptic genetic variation refers to standing genetic variation
that does not contribute to the phenotypes expressed under
contemporary conditions but takes on a functional role that
modifies the phenotype following exposure to novel conditions
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[62]. A release of cryptic variation may drive a disconnect
between genotype fitness pre- and post-environmental
change if phenotypes in new environments are caused by
different, and uncorrelated, loci to those that cause phenotypes
in historical environments [15,24]. Furthermore, selection on
cryptic variation in reaction norm slope can lead to the
evolution of mean plasticity within a population, either
increasing or decreasing fitness in the novel environment
[14,15]. Ultimately, there is considerable uncertainty in how
reaction normsmay be expressed in response to novel environ-
ments, and this is an area in need of empirical data following
the design proposed in box 2.
pb
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5. Conclusion
Afundamental goal of climate changebiology is to inferhow the
sensitivity of populations to environmental changemay vary as
a function of the historic conditions under which the popu-
lations evolved. Estimates of population vulnerability to
climate change based solely on the expected time to the emer-
gence of climate novelty are likely inaccurate because they
disregard the extent towhich past evolution has shaped pheno-
typic plasticity. Experimental designs that disentangle the
confounding effects of climate novelty and the historical ampli-
tude and predictability of climate fluctuations, as we have
recommended here, are necessary to make more robust predic-
tions about population vulnerability. The experiments we
propose can test the theoretical expectation that the predictabil-
ity of fluctuations determines the degree of plasticity in natural
populations and evaluate if that plasticity favours persistence
in novel climates. Marine systems are underrepresented, yet
potentially fruitful, in testing these theoretical predictions. The
key components of theory that need empirical validation are
determining the role of environmental predictability in shaping
phenotypic variation in natural populations (as previously
suggested in [30,45]), and how reaction norms respond to
novel conditions. Addressing this knowledge gap will hinge
upon developing a consensus on how predictability should,
and can, bemeasured fromanorganismic perspective in natural
settings.While several studies havebegun to test theoretical pre-
dictions, these are largely confined to microbial systems and
experimental evolution-based approaches. Extending the
range of taxa studied will be critical for determining the extent
to which general environmental features can be used to effec-
tively predict population vulnerability to climate change.
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