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Abstract: While machine learning approaches are rapidly being applied to hydrologic problems,
physics-informed approaches are still relatively rare. Many successful deep-learning applications
have focused on point estimates of streamflow trained on stream gauge observations over time. While
these approaches show promise for some applications, there is a need for distributed approaches
that can produce accurate two-dimensional results of model states, such as ponded water depth.
Here, we demonstrate a 2D emulator of the Tilted V catchment benchmark problem with solutions
provided by the integrated hydrology model ParFlow. This emulator model can use 2D Convolution
Neural Network (CNN), 3D CNN, and U-Net machine learning architectures and produces time-
dependent spatial maps of ponded water depth from which hydrographs and other hydrologic
quantities of interest may be derived. A comparison of different deep learning architectures and
hyperparameters is presented with particular focus on approaches such as 3D CNN (that have
a time-dependent learning component) and 2D CNN and U-Net approaches (that use only the
current model state to predict the next state in time). In addition to testing model performance,
we also use a simplified simulation based inference approach to evaluate the ability to calibrate the
emulator to randomly selected simulations and the match between ML calibrated input parameters
and underlying physics-based simulation.

Keywords: hydrologic modeling; machine learning; model emulation; hydrologic runoff processes;
simulation-based inference

1. Introduction

Hydrologic models are powerful tools that can represent processes and connections
within the hydrologic cycle, facilitating both simulation and discovery [1]. Machine learn-
ing (ML) uses data-driven approaches to learn and then replicate a given behavior. ML
approaches were first introduced to solve groundwater problems decades ago [2]. While
discussion of these approaches in hydrology rapidly expanded [3,4], and adoption of these
approaches has been increasing [5], there has been a strong focus on time-series prediction
of streamflow at a gage.

Broadly, ML has shown great promise in the earth sciences [6], especially in the
area of short-term streamflow and flood prediction [7,8]. However, the ability to use
data-driven ML methods on their own to predict watershed behavior under changing
conditions is limited by the decreasing relevance of historical data, sparse observations
in the subsurface, and a lack of representative training samples [9,10]. As a result,
there has been an increasing push for methods that can incorporate established theory
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into ML models (e.g., [11,12]). There are many emerging approaches to physics informed
ML: augmenting physically-based models with ML, using theory to guide the ML models,
or training ML emulators on physically based models [13]. After the initial training,
such “emulators” can closely reproduce the simulation results at a fraction of the com-
putational cost (e.g., [14-17]). Still, studies that develop ML-emulator models are rare in
hydrology and hydrogeology. Recent examples include use of models to augment time
observational datasets for streamflow prediction [18], learning subsurface constitutive rela-
tionships in variably-saturated systems [19,20], flood forecasting [21], and recent emulators
of 3D hydrologic models [22].

Here, we develop a suite of ML-emulator models for a two-dimensional, time-dependent
simulation of a benchmark surface-water catchment problem. We use a physically based
hydrology model to provide training data for this ML emulator, which is trained using
gridded pressure at the ground surface. In addition to demonstrating ML model performance,
we test a range of ML architectures with a range of trainable parameters. We systematically
test the impact training data quantity on ML model performance, the ability of the models to
predict outside the range of input parameters, and the potential to calibrate the ML models to
specific model configurations.

2. Materials and Methods
2.1. The Tilted V benchmark Problem

The Tilted V test problem [23-26] is an established benchmark used to test hydrologic
models [27]. This test problem is shown in Figure 1 and is one of the simplest representa-
tions of a watershed shape. The problem domain is square and contains two hillslopes that
drain inward to a central channel. The entire domain is then sloped along the channel (the
y-direction in Figure 1), usually with a shallower channel slope than the hillslopes. Though
there are different variations, generally, the domain is initialized dry and rained on for
a given duration after which there is a period of recession. The total flow for the domain
is usually calculated at the outlet of the channel, shown in Figure 1. This test problem is
solved with the surface water equations.
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Figure 1. Schematic of the Tilted V test case used in this work.
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The surface water equations [27] combine the continuity equation and the Manning’s
depth-discharge relationship in two spatial dimensions as follows:

oh
ot = V~(vh) + Grain 1
where & is the pressure head (m), g,4, is the rainfall flux (mh '), ¢ is time (h), and v is the
velocity given by the depth-discharge relationship:

/Segh’
VXY )
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Sx,y are the topographic slopes in the x and y directions (-), and 7 is the Manning’s
roughness coefficient (m!/3h~1). There are many approaches to solving for surface water
flow; however, no analytical solutions exist for the Tilted V test problem. In this work,
the integrated hydrologic model ParFlow [26,28,29] was used to solve these equations.

2.2. Numerical Solution of the Tilted V and General Training Approach

The integrated hydrologic model ParFlow [30] was used to solve the 2D overland flow
equations for the Tilted V benchmark problem. Model input parameters were systematically
varied across a range of values to generate a suite of ensemble simulations (Table 1).
Three sets of simulations were conducted with ParFlow: a 1024-member ensemble used
to train the ML models and two test ensembles with 243 and 32 ensemble members,
respectively. One of the two test datasets was constructed to have same parameter ranges
as the training dataset (In Range), while the other was constructed to have parameters
outside the range used for training (Full Range).

The solution for both ParFlow and the ML-emulator models results in a 2D time-
dependent map of pressure-head over the domain, which represents the height of ponded
water above the ground surface. Most solutions to the Tilted V then calculate the hy-
drograph at the outlet (discussed above) using Manning’s Equation (Equation (2)) with
the surface pressure at the outlet cell as input. This same approach was used for the
ML-emulator models as well. Specifically, only the surface pressure was used in the
loss function during training, not the outflow hydrograph from the ParFlow simulations.
This is in contrast to prior ML approaches that might focus on learning the hydrograph
directly [3,5]. This approach is more general and allows for the ML model to produce
other hydrologic quantities that could be of interest for, e.g., flooding or water manage-
ment; however, the hydrographs produced are very sensitive to the convergence of the
surface pressure.

2.3. ML Model Architectures

We chose several machine learning architectures from which to construct emulator
model of the Titled V problem. Six ML models were chosen to be described in the ex-
periments presented here from a trial-and-error process that involved over 30 different
emulators. Because the focus here is on reproducing the change in a 2D grid of values
over time, we developed models based upon the Convolution Neural Net (CNN) archi-
tectures [31,32] commonly used in video reconstruction and extrapolation [33]. We also
applied U-Net approaches, which are better suited for maintaining spatial information [34].
The ML models used in this study were chosen to represent three main architectures
(2D CNN, 3D CNN, and U-Net) with a varying degree of depth, as indicated by the total
number of parameters. The 3D model was designed to be trained on temporal behavior
of the system explicitly and simulates the entire timeseries at once, while the 2D models
are designed to simulate only one timestep at a time. Complete details of the models
developed for this study are provided in Appendix A, and the models are summarized
as follows:



Water 2021, 13, 3633

4 0f 20

CNNB3D, a deep 3D convolution (third dimension is time) detailed in Table A1;
CNN2D, a deep 2D convolution detailed in Table A2;

CNN2D_B1, a moderately deep 2D convolution detailed in Table A3;
UNet2D_E7, a three-level U-Net detailed in Table A4;

CNN2D_A1, a deep 2D convolution with no pooling detailed in Table A5; and
CNN2D_B3, a very shallow 2D convolution detailed in Table A6.

The CNN3D model had the most parameters (>240M), while the CNN2D_B3 model
had the least (83K). The CNN2D model is quite similar in architecture and size to the
CNNB3D but, as noted above, is not explicitly trained on the time series of the simulation
results. The CNN2D and CNN2D_A1 models are similar in size and architecture except
that the CNN2D_A1 model has no pooling steps, only convolutions. The models were all
implemented using the Pytorch Python library [35]. Numerical experiments and training
details are provided in the following section.

2.4. ML Model Training

As shown in Table 1, the channel and hill slopes were varied (see Figure 1) to construct
2D slope inputs (in x and y); the Manning’s roughness value was uniform over the domain
and varied across the values as given. The given rain rate, start, and length were used to
create a time series of rainfall inputs. A training dataset and two independent test datasets
were developed as indicated.

Table 1. Tilted V test case, training, and test parameters.

Training Test In Range Test Full Range
Variable Units Mid1 Mid2 Upper Lower Mid Upper Lower Upper
Ll 0.004 0.007 0.01 0.0015 0.0055 0.0095 0.01 0.02
channel slope
hill slopes - 0.083 0.117 0.15 0.055 0.0775 0.1 0.01 0.2
Manning’s n (m!/? 8.3 x 107° 8.8 x 107° 9.3 x 10°° 9.7 x 10°° 85 x 107° 8.8 x 10°° 9.0 x 10=° 5.0 x 10°¢ 2.1 x 1075
rain rate (mh™1) —0.01 —0.015 —0.02 —0.007 —0.011 —0.015 —0.004 —0.02
rain start 0 0 0 0 0 0 0 0
rain length 0.15 0.2 0.25 0.1 0.15 0.25 0.1 0.3

These were all fed into the ML models as static (Sx, Sy, n) or time-dependent (rainfall)
two-dimensional fields that corresponded to the grid. That is, instead of using a single-
channel slope or rainfall value as input, a full 2D map was constructed, even for variables
like the Manning’s 11, which were constant in space. This was done to allow the framework
to accommodate heterogeneity in parameter values in future studies. All models had the
same domain configuration, where nx = ny = 25 with Ax = Ay =1 [m]. All models were also
run for a total time of two hours with forty uniform timesteps, At = 0.05 [h].

All six of the ML models were trained on the training ensemble (detailed below)
using a Nvidia 2080 Super Max-Q GPU. The learning rate was set to 10~# using the Adam
optimizer [36], with 2500 epochs of training for each case. A Smooth L1 loss function
was calculated between the ML-predicted pressure field and the field produced by the
ParFlow simulation at each snapshot in time. Only two hyperparameters (learning rate and
number of epochs) were chosen through experimentation on the training data. Note that
other hyperparameters in the models themselves (e.g., number of output channels, size of
the linear layer) were not tuned but vary between model simulations in the experiments
presented here. The final loss values for all models was below 10—, with some being below
10~°. Training times were not rigorously tracked but ranged from approximately 2 min for
the 2DCNN_B3 model to about an hour for the U-Net.

The base case simulations used all 1024 training realizations for training, while some
models were also trained with a reduced set of training realizations chosen at random (512,
256, 128, 64, and 32) to test the sensitivity of the trained model to size of the input data.
This process is similar in principle to an Ablation Study [37] except that here, the number of
realizations systematically removed some of the training input rather than systematically
removing components of the ML model. This resulted in 27 total model simulations,
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as shown in Table 2. Hereafter, these models will be referred to by the model name and the
number of realizations; e.g., CNN3D.1024 would be the three-dimensional CNN trained on
all 1024 of the ParFlow Tilted V simulations.

Table 2. ML Model trained for the numerical experiments undertaken in this work.

Base Case num Realizations
Model 1024 512 256 128 64 32

CNN3D X
CNN2D X
CNN2D_B1 X
UNet2D_E7 X
X

X

CNN2D_A1
CNN2D_B3

Several model evaluation metrics were used in this study to assess ML model perfor-
mance both for the spatially distributed outputs and the calculated hydrographs. These
include the Root Mean Squared Error (RMSE) of the pressure fields and of the calculated
hydrographs, the Pearson’s Correlation Coefficient (commonly the R statistic), and Spear-
man’s Rank Correlation Coefficient (commonly the Spearman’s Rho) of the ML predicted
and ParFlow simulated hydrographs. These metrics were calculated for each realization in
the ensemble, and the mean and variance were reported across the test ensembles.

2.5. Parameter Evaluation

Finally, we evaluated whether the ML simulations can match the parameters of the
model ParFlow in addition to the outputs (i.e., if our ML models get the right answer for the
right reasons). Model calibration or parameter estimation is widely used in the hydrologic
sciences (e.g., [38]). Simulation Based Inference (SBI, see, e.g., Cranmer et al. [39]) is
somewhat different than traditional calibration. Briefly, SBI compares the simulation
outputs to observations to infer the likelihood of a particular parameter set given some
observations. Simulations are used to define the relationship between parameters and
target variables in cases where a conventional likelihood evaluation is either theoretically
or practically infeasible.

Here, we do not apply full SBI; rather, we tested whether our trained emulator
models are able to match the parameters of the underlying simulations and not just
their outputs. For this test, we used three of the trained emulator models (CNN2D.1024,
UNet2D.1024, and CNN2D_B3.1024) using the following a procedure that resembles Ap-
proximate Bayesian Computation (ABC, [40]):

1.  Three ParFlow simulations were selected at random from the In Range ensemble
and their hydrographs calculated, and these are defined as our target ParFlow
“truth” simulations;

2. A full suite of simulations were conducted with the three ML models varying param-
eters shown in Table 1 across the complete set of In Range ensemble values;

3. Hydrographs were calculated from the entire suite of the ML models, and the RMSE was
calculated for every realization compared to each of the ParFlow “truth” simulations;

4.  Thefive realizations with the lowest RMSE values were selected as the best performing
ML realizations;

5. The parameters for the best-matching ML realizations were compared to the parame-
ters from the ParFlow “truth” simulations to evaluate whether the emulators would
preserve the behavior of the ParFlow parameters.

This analysis is not intended to be a formal SBI or model calibration; rather, the pur-
pose is to further explore the validity of our emulators. This approach is much more
simple than other calibration approaches that might employ an evolution search algo-
rithm [41], gradient-based method to adjust parameters in a series of more limited model
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simulations [42] or even use ML approaches to replace the calibration routine [43]. Given
this proof of concept, future work should include more complex frameworks, including
those that loop parameters back to the original physical model simulation or use a more
formalized Bayesian framework [44].

3. Results and Discussion

The results are organized as follows: first a baseline model test is presented (3.1); then,
model sensitivity to training data explored (3.2); next, the models are tested on simulations
outside the parameter range used in training (3.3); and finally, the results of ABC are
presented and discussed (3.4).

3.1. Base-Case Model Performance and In Range Test Cases

The surface pressure (h in Equation (1)) for the base case trained ML models (described
in Table 2) were compared to the corresponding ParFlow simulated pressures. This was
done for the average over the entire In Range test simulations (Figure 2) and the RMSE
between every simulated timestep of pressure and ParFlow (Figure 3). In Figure 2, we see
that all models represent the basic spatial and temporal patterns simulated by ParFlow,
with high pressures occurring along the central channel of the domain where water accu-
mulates and flows to the exit. This behavior is similar in general to the results of prior flood
mapping studies [21] and other emulator studies [22]. Visually, the CNN3D and CNN2D
cases appear to have the closest average behavior to that simulated by ParFlow. The
UNet2D_E7 model represents the timing behavior the most poorly, with greater channel
pressures later in the simulation. The CNN2D_B3 model also misrepresents the timing
with pressures decreasing in the channel too quickly. The RMSE maps (Figure 3) con-
firm this, with the largest mismatches occurring in the channel for these two models at
later times. The UNet2D_E7 model also demonstrates a mismatch in the right hillslope,
while the other models appear to represent the hillslope values well.

CNN3D CNN2D CNN2D_B1 UNet2D_E7 CNN2D_Al1 CNN2D_B3 ParFlow
=
Q
o
= 0.00012
\n
S | | | | 0.00010
0.00008 £
— °
< 3
o 0.00006 =
— 5
a
0.00004 &
o
= 0.00002
n
—
0.00000
=
e
(o]

Figure 2. Surface pressure averaged across all 243 In Range test realizations for the six ML models compared to the ParFlow
simulations, at five snapshots in time. All models were trained on 1024 realizations.



Water 2021, 13, 3633

7 of 20

0.5 [h] 0.0 [h]

1.0 [h]

1.5 [h]

2.0 [h]

CNN3D

CNN2D  CNN2D Bl UNet2D E7 CNN2D Al CNN2D B3

0.0200
0.0175
0.0150

0.0125

[%2]

- 0.0100 2
- 0.0075
- 0.0050

r 0.0025

- 0.0000

Figure 3. RMSE of surface pressure between each of the six ML models and ParFlow simulations calculated across all 243

In Range test realizations, at five snapshots in time. All models were trained on 1024 realizations.

Hydrographs for all the base case models were calculated (Equation (2)) at the out-
let location shown in Figure 1. These hydrographs were then compared to the ParFlow
simulations for all realizations of the In Range ensemble. Figure 4 plots the envelope of
all hydrographs as a function of time, and the average is shown as a solid line
(blue for ParFlow, red for the ML models) and a shaded region that encompasses the
entire distribution. Recall that the hydrographs are not used in training, nor is the ML
model given any input that attaches specific significance to that location. In general, we see
a good match between the hydrographs produced by the ML models and those pro-
duced by ParFlow. This finding is similar to results of another emulator study [22]. Vi-
sually, the CNN3D model has the best match to the simulated hydrographs, with the
CNN2D_A1 and CNN2D models also exhibiting a good fit. This result is somewhat surpris-
ing given that the CNN2D_A1 model excludes pooling (see Table A5). The UNet2D_E7 and
shallower CNN2D_B1 and CNN2D_B3 models do not represent the entire ensemble
spread. Closer inspection reveals that this is due to the timing issues discussed above;
the UNet2D_E7 model overestimates the hydrograph tail, while the CNN2D_B3 and
CNN2D_B1 models underestimate it.
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Figure 4. Ensemble hydrograph comparisons between each of the six ML models and ParFlow simulations across all 243
In Range test realizations. The ensemble mean is shown for both ML (red) and ParFlow (blue) along with a shaded range
that represents the entire spread across all ensemble members and the dashed lines that indicate the maximums within that

range. All models were trained on 1024 realizations.

3.2. Model Sensitivity to Training Data

The heat maps in Figure 5 display metrics of performance for the complete suite of
the 27 models given in Table 2. This table presents the Pearson Correlation Coefficient,
Spearman’s Rho, and RMSE calculated across the hydrographs for the In Range test set
presented as a mean and a variance over the ensemble. This figure is colored such that
blue colors indicate a better metric of agreement or a lower error or standard deviation.
This figure again confirms that the CNN3D model exhibited the best performance, closely
followed by the deeper 2D CNN models, CNN2D, and CNN2D_A1. The models do not
perform uniformly across all metrics; while the performance of the UNet2D.1024 model
is like the CNN2D.1024 and CNN2D_A1.1024 in Pearson and Spearman, it has a larger
RMSE. We also see that the UNet2D_E7.128 and UNet_E7.32 models do not perform as
well as the other models.

As training data are systematically ablated, the model performance does not uniformly
decrease. Figure 5 includes metrics for this aspect of our study. The CNN3D model
performs the best across this reduction in training data, and the CNN 2D_A1 also performs
well. We see that shallower CNN2D_B3 and CNN2D_B1 models do not perform as
well as the deeper models with fewer training realizations. However, the results of this
study show that, in general, good model performance is achieved with fewer realizations,
which saves both physical model-simulation time and ML model-training expense.
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Figure 5. Heatmap for three metrics (Pearson Correlation Coefficient, Spearman’s Rho, and RMSE) calculated for the

hydrographs derived from all ML simulations compared to ParFlow across all 243 In Range test realizations. As indicated in

the titles, the ensemble mean of each metric is shown in the top row, and the standard deviation of each metric is shown in

the bottom row. Models were trained on a different number of realizations, as indicated by the x-axis in each subplot.

The models exhibited a different ability to represent three hydrograph features:
peak hydrograph timing, peak hydrograph flow, and the total flow. Scatterplots of
these three features are shown in Figures 8-10, for the CNN3D.1024, CNN2D.1024, and
UNet2D.1024 models, respectively, compared to ParFlow, for the In Range test set. Of the
three models, the CNN3D.1024 represents the peak hydrograph behavior the best, with
both the peak timing and flow matching ParFlow well (Figure 6). The CNN2D.104 ex-
hibited better total flow (Figure 7) than the CNN3D.1024 model although it had trouble
representing cases with later peak timing. Figure 8 further emphasizes the later tim-
ing predicted by the UNet2D.1024 model. Figures 68 are colored by the channel slope,
and generally lower values of channel slope are associated with a poorer match for peak
timing and total flow in Figures 6 and 7. Overall, the models appear to be challenged
by combinations of lower channel slope and higher precipitation values. This might be
a structural feature in the models themselves or an indication that the training might be
better designed to emphasize these values more. That is, instead of being uniform over
the entire input range, training might be better if an additional number of low-slope cases
were included in the ensemble in a reinforcement-learning-type approach.
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Figure 6. Scatterplot of three hydrograph metrics—peak time, peak flow, and total flow—for the ParFlow and
CNNB3D.1024 ML model. Note points are colored by the channel slope.
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Figure 7. Scatterplot of three hydrograph metrics—peak time, peak flow, and total flow—for the ParFlow and
CNN2D.1024 ML model. Note points are colored by the channel slope.
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Figure 8. Scatterplot of three hydrograph metrics—peak time, peak flow, and total flow—for the ParFlow and
UNet2D_E7.1024 ML model. Note points are colored by the channel slope.

3.3. Full Range Test Cases

The trained ML models were also compared to ParFlow simulations for the Full Range
test set described in Table 1 (recall that the Full Range ensemble includes parameter values
that fall outside the parameter range used for training). These results are shown for average
pressure over five snapshots in time in Figure 9. Visually, all the ML models show some
degraded performance with input parameters that are outside of the training dataset. The
UNet2D_E7 model shows the poorest average performance, with large artifacts occurring
in the hillslopes. The 2D CNN models also show degraded performance in the hillslopes,
exhibiting random noise. The RMSE of pressure for these simulations (Figure 10) further
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emphasize these misfits between ML model and ParFlow results. The CNN3D model has
the best overall match, and other models (e.g.,, CNN2D) start to exhibit more temporal
mismatch when simulations fall outside the training range.

CNN3D CNN2D CNN2D_B1 UNet2D_E7 CNN2D_A1 CNN2D_B3 ParFlow
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o
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1
o
0.008
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o
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1
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o

Figure 9. Surface pressure averaged across all 32 Full Range test realizations for the six ML models compared to the ParFlow
simulations, at five snapshots in time. All models were trained on 1024 realizations.
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Figure 10. RMSE of surface pressure between each of the six ML models and ParFlow simulations calculated across all
32 Full Range test realizations, at five snapshots in time. All models were trained on 1024 realizations.



Water 2021, 13, 3633

12 of 20

Figure 11 plots the calculated hydrographs for each base case in the same manner
as in Figure 4 but now for the Full Range test set. While all models produce hydrographs
that match more poorly than those in Figure 4, the CNN3D case still has reasonable
performance. Some of the 2D CNN models (CNN2D, CNN2D_B1) have realizations that
blow up and produce very unrealistic behavior, while others (CNN2D_A1) exhibit more
systematic biases, such as overpredicting timing of the recession. While these results
generally confirm that ML models can most reliably predict events in their training history,
some models do learn behavior that translates outside the range of the input data.

CNN3D CNN2D CNN2D B1
A
— 801 I 1 /i
< [
"E 60 1 . 144
S 401 14 TN
S 20 1Py T
O_I’;-\Ml -Ml —l —_—— . :
UNet2D_E7 CNN2D_A1l CNN2D_B3
30 4 i i ‘ m ParFlow
< _ i —PF-ML
£ 59 1 h A
: Y i
: P :'
3 i .:

Time [h]

Time [h]

Time [h]

Figure 11. Ensemble hydrograph comparisons between each of the six ML models and ParFlow simulations across all
32 Full Range test realizations. The ensemble mean is shown for both ML (red) and ParFlow (blue) along with a shaded
range that represents the entire spread across all ensemble members. All models were trained on 1024 realizations.

3.4. Parameter Evaluation
As detailed in Section 2.5, we completed set of realizations for the entire In Range

parameter set using three ML models. We then selected the five ML realizations for
each model that most closely match a randomly selected ParFlow “truth” simulations
by minimizing the RMSE between ML and ParFlow hydrographs. First, we note that
the ML architectures are all able to produce hydrographs that closely match our ran-
domly selected “truth” realizations (Figures 12 and 13). This is true even for ML models
such as CNN2D_B3 and UNet2D_E7, which exhibited poorer base-case performance.
The five CNN2D model hydrographs bracketed the “true” ParFlow hydrograph in all
three cases although none of the realizations themselves were a perfect match (Figure 12).
The CNN2D_B3 model was unable to completely capture two of the ParFlow realizations
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Outflow [m?3/h]

Outflow [m?3/h]

35

due to high peak flow value, which was not captured by any realization in its ensem-
ble (Figure 13). The UNet2D_E7 model was also able to bracket all three hydrographs
(not shown). Overall, these results are promising and demonstrate the ability for the ML
simulations to be tuned to match observations with.
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Figure 12. Results of the simulation-based inference process for the CNN2D.1024 model and three randomly chosen ParFlow
realizations as indicated. Plotted are the five ML model simulations (blue lines) with the smallest RMSE when compared to
the hydrograph of the ParFlow simulation (red line) with full ensemble range (blue shading).
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Figure 13. Results of the simulation-based inference process for the CNN2D_B3.1024 model and three randomly chosen
ParFlow realizations as indicated. Plotted are the five ML model simulations (blue lines) with the smallest RMSE when

compared to the hydrograph of the ParFlow simulation (red line) with full ensemble range (blue shading).

Next, we explored whether the parameters from the selected best realizations also
agree with the original ParFlow simulation. Recall that the best ML realizations were
selected purely based on the RMSE of the hydrographs and not parameter matching.
Therefore, evaluating whether the parameters for the selected realizations also match
the ParFlow simulations is a good indication that the ML models are getting the right
answer for the right reasons and have learned relationships between model parameters
and outputs that match the information embedded in our Physics based model, ParFlow.

To evaluate parameter match, we calculated a Normalized RMSE (NRMSE) score
for each of our input parameters. This NRMSE was calculated as the difference between
each parameter estimate and the true parameter divided by the true parameter value.
Normalizing by the true parameter value allows us to compare fit across parameters with
different values and ranges in the ensemble inputs (see Table 1). As an example, Table 3
lists the parameter values for each of the top five realizations for the CNN2D model,
the ParFlow truth model, and the NMRSE between them. This table shows that, in most
cases, the five ML parameter sets are either the same or bracket the true ParFlow parameters.
This provides further confidence in our results, suggesting that our ML models have learned
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relationships between input parameters and streamflow that match the relationships of the
underlying model.

Table 3. Estimated parameters for the ABC process for CNN2D.1024 model and ParFlow realization 20.

Channel Slope Hill Slopes = Manning’s n Rain Rate Rain Length

ML1 0.002 0.077 0.031 0.011 2
ML2 0.002 0.055 0.032 0.011 2
ML3 0.002 0.055 0.031 0.011 2
ML4 0.002 0.055 0.032 0.011 2
ML5 0.002 0.077 0.032 0.011 2
ParFlow 0.002 0.055 0.032 0.015 2
NRMSE 0.00 0.57 0.04 0.60 0.00

The NRMSE was calculated for the five input parameters of the five closest realizations
for all three of the ML models tested (CNN2D.1024, CNN2D_B3, and UNet2D_7). His-
tograms of these 75 NRMSE values are plotted for in Figure 14. The mean NRMSE values
were lowest for the CNN2D.1024 model (0.29), second lowest for the CNN2D_B3.1024 model
(0.43), and largest for the UNet2D_E7 model (0.86). Both the CNN2D_B3.1024 and the
UNet2D_E7.1024 models display a large range of NRMSE values. The UNet2D_E7 model
fits the three ParFlow simulations well yet has the largest NRMSE values, indicating that
there is some bias in the underlying ML model. The best CNN2D.1024 realizations have
parameter values that are closer to the original ParFlow model than the other two models.
These results highlight both the challenges of non-uniqueness in our ML simulations but
also the potential for the model architectures to learn correct parameter behaviors.

4.0
UNet2D E7
— 3.5 S
o
Q 3.0
(0]
g 25 T
()
; 20 CNN2D_B3
o
o 1.5
L|_|/J) CNN2D
2 1.0 1 )
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Z 0.5 d H :
x -]
0.0 =l o

Figure 14. Plot of the ability of the simulation-based inference process for the CNN2D_B3.1024,
CNN2D_B3.1024, and UNet2D_E7.1024 model to invert the original ParFlow parameters. Box and
whisker plots for the normalized RMSE (calculated as the difference between each parameter estimate
and the true parameter divided by the true parameter value) for the three realizations for each case
as indicated. The horizontal line is the median, and the x-symbol represents the mean of each model
parameter NRMSE distribution.

4. Conclusions

This manuscript describes the development of a ML-emulator model of a common hy-
drologic benchmark problem trained on the output from the numerical platform, ParFlow.
A range of ML architectures were successfully trained and tested on test datasets that
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were within and outside the parameter ranges of the training data. Additionally, we used
an ABC framework to demonstrate that the ML models can be successfully calibrated.
Several distinct conclusions can be drawn from this work.

e ML models can be trained as general emulators of hydrologic behavior. ML models
that are given the same input data and are run in the same manner as a physical
hydrologic model (e.g., CNN2D) are possible and still exhibit good performance
across a range of metrics. They can be given the same input as a physically based
hydrologic model and produce the same outputs, in this case, time-dependent maps
of surface pressure. This is exciting and suggests that true ML-emulator models for
more complex problems are also possible.

e  This is a distinctly new approach to applications of ML in hydrology and suggests
that a ML model can learn general physical behavior.

e ML models that were provided with explicit temporal information during training
(CNNB3D) showed the best performance across a range of metrics. This suggests that the
ML models without explicit temporal dependence do not contain the ability to simulate
underlying hydrologic processes the same as the physically based model. The physical
processes represented by hydrologic models allow them to convert spatial patterns in
pressure to temporal behavior at the outlet. For best performance, ML models should
be trained on time series to emulate the dynamics of hydrologic models.

e  Deeper networks (CNN3D, CNN2D) perform better than models with fewer parame-
ters (CNN2D_B1, CNN2D_B3). Some hydrograph metrics, such as total flow, are easier
for the models to capture, while others, such as peak timing, are more challenging.

e  ML-emulator models perform best when tested on cases with inputs that fall within
the range of the parameter sets used for training. While some of the deeper mod-
els (CNN3D) exhibited good performance for the Full Range test set, other models
exhibited very poor and even unrealistic behavior.

e  We demonstrate that ML models can be successfully calibrated using an ABC approach.
This approach calibrated the parameters of the ML model directly on a synthetic obser-
vation. We found that this approach could consistently improve model performance.
Moreover, in many cases, the resulting calibrated model parameter sets correlated well
with the original ParFlow inputs, indicating a good match between the learned model
behaviors and ParFlow relationships between parameters and simulated outputs.

While this work was undertaken on a synthetic, benchmark test case for a single rain
event, it represents an important proof of concept. This simulation framework can easily
be extrapolated to real domains with real forcing.
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Appendix A. Detailed Tables of the ML Model Architectures

The six tables below provide detailed information on each of the ML models used in
this work. Each table presents the model layers in order, along with the associated shape
and number of parameters. A summary value for the total number of trainable parameters
is given for each model.


https://github.com/parflow
https://github.com/HydroGEN-pubs/TV-ML
https://github.com/HydroGEN-pubs/TiltedV-2D
https://github.com/HydroGEN-pubs/TiltedV-2D

Water 2021, 13, 3633

16 of 20

Table A1. ML structure, shape, and parameters for CNN3D.

Layer Output Shape Number of Parameters

|_Sequentia1: 1-1 [18, 10, 6, 6]

| " convaa: 2-1 [18, 40, 25, 25] 2448

| L ReLu: 2.2 [18, 40, 25, 25]

| M convaa: 2.3 [18, 40, 25, 25] 8766

| I_ReLU: 2-4 [18, 40, 25, 25]

| I_Ma}§P0013d: 2-5 [18,20,12,12]

| “convaa: 2-6 [18,20, 12, 12] 8766

| M peru: 2-7 [18,20,12,12]

| " MaxPool3a: 2-8 [18, 10, 6, 6]

I'_Linear: 1-2 [7000] 45,367,000

FLinear: 1-3 [25,000] 175,025,000
Total: 220,411,980

Table A2. ML structure, shape, and parameters for CNN2D.

Layer Output Shape Number of Parameters

I'_Sequentialz 1-1 [18, 6, 6]

| “convoa: 2-1 [18, 25, 25] 828

| ReLu: 2.2 [18, 25, 25]

| I_Conv2d: 2-3 [18, 25, 25] 2934

| Rerv: 24 [18, 25, 25]

| “MaxPool2d: 2-5 [18,12,12]

| “convaa: 26 [18,12,12] 2934

| Retw: 27 [18,12,12]

| |_MaxP0012d: 2-8 [18, 6, 6]

|_Linear: 1-2 [20,000] 12,980,000

Frinear: 1-3 [625] 12,500,625
Total: 25,487,321

Table A3. ML structure, shape, and parameters for CNN2D_B1.

Layer Output Shape Number of Parameters

|_Sequentia1: 1-1 [6, 6, 6]

| convaa: 2-1 (6, 25, 25] 276

| " ReLu: 2-2 [6, 25, 25]

| " MaxPool2a: 2-3 [6,12,12]

| I__Conv2d: 2-4 [6,12,12] 330

| “ReLu: 2-5 [6,12,12]

| I_MaxPool2d: 2-6 [6, 6, 6]

|_Linear: 1-2 [7000] 1,519,000

l_Linear: 1-3 [625] 4,375,625
Total: 5,895,231
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Table A4. ML structure, shape, and parameters for UNet2D_E7.

Layer Output Shape Number of Parameters
l_Sequentialz 1-1 [16,12,12]
| convaa: 2-1 [16,25, 25] 736
| L patchiiorm2d:  2-2 [16, 25, 25] 32
| M peru: 2-3 [16, 25, 25]
| onvod:  2-4 [16, 25, 25] 2320
| L patchiiorm2d:  2-5 [16, 25, 25] 32
| M peru: 2-6 [16, 25, 25]
| I_MaxPool2d: 2-7 [16,12,12]
|_Sequentia1: 1-2 [32,6, 6]
| “convea: 2-8 [32,12,12] 4640
| “BatchNormza: 2-9 [32, 12, 12] 64
| M pery: 2-10 [32,12,12]
| “convaa: 2-11 [32,12,12] 9248
| L patchNormod: 2-12 [32,12,12] 64
| M peru: 2-13 [32,12,12]
| M axPoo12d:  2-14 [32,6, 6]
I'_Sequentialz 1-3 [64,3,3]
| convoa: 2-1s [64, 6, 6] 18,496
| L patchiormad:  2-16 [64, 6, 6] 128
| M pety: 2-17 [64, 6, 6]
| onvod:  2-18 [64, 6, 6] 36,928
| L patchiormad:  2-19 [64, 6, 6] 128
| M pety: 2-20 [64, 6, 6]
| M axPool2d:  2-21 [64,3,3]
|_Sequentia1: 1-4 [32,6, 6]
| I__Conv2d: 2-22 [32,3,3] 18,464
| patchiormad:  2-23 [32,3,3] 64
| M pery: 2-24 [32,3,3]
| onvod: 2-25 (32,3, 3] 9248
| " patchiormad: 2-26 [32,3,3] 64
| M pery: 2-27 [32,3,3]
| I_CoanransposeQd: 2-28 [32, 6, 6] 4128
I'_Sequentialz 1-5 [16/ 12, 12]
| L onvod:  2-20 [32, 6, 6] 18,464
| LBat chNorm2d: 2-30 [32, 6, 6] 64
| M pery: 2-31 [32,6, 6]
| M onvod: 232 [16, 6, 6] 4624
| L patchiormad:  2-33 [16, 6, 6] 32
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Table A4. Cont.

Layer Output Shape Number of Parameters

I_ReLU: 2-34 [16, 6, 6]

I_CoanransposeQd: 2-35 [16,12,12] 1040

|

|

l_Sequentialz 1-6 [1, 25, 25]

| “convoa: 2-36 [32,12,12] 9248

| I_BatchNorm2d: 2-37 [32,12,12] 64

| "“ReLu: 2-38 [32,12,12]

| convaa: 2-39 [16,12,12] 1624

| I_BatchNorm2d: 2-40 [16,12,12] 32

| M Rery: 2-41 [16,12,12]

| I_Coanranspose2d: 2-42 (1,25, 25] 65
Total: 143,041

Table A5. ML structure, shape, and parameters for CNN2D_A1.

Layer Output Shape Number of Parameters

l_Sequentialz 1-1 [16, 25, 25]

| “convea: 2-1 [16,25,25] 736

| SRev: 2-2 [16, 25, 25]

| " onvod: 2-3 [16, 25, 25] 2320

| M peru: 2-4 [16, 25, 25]

| “convea: 2-5 [16, 25, 25] 2320

| M pery: 2-6 [16, 25, 25]

FrLinear: 1-2 [7000] 70,007,000

FLinear: 1-3 [625] 4,375,625
Total: 74,388,001

Table A6. ML structure, shape, and parameters for CNN2D_B3.

Layer Output Shape Number of Parameters
|_Sequentia1 o 1-1 [5,6, 6]
| I_Conv2d: 2-1 [5, 25, 25] 230
| " ReLu: 2-2 (5,25, 25]
| “MaxPoor2a: 2-3 5,12, 12]
| I_ConVQd: 2-4 [5,12,12] 230
| " ReLu: 2-5 (5,12, 12]
| “MaxPoo12d:  2-6 [5,6,6]
|_Linear: 1-2 [100] 18,100
|_Linear: 1-3 [625] 63,125

Total: 81,685
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