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Abstract

We provide theoretical guarantees for label consistency in generalized k-means
problems, with an emphasis on the overfitted case where the number of clusters
used by the algorithm is more than the ground truth. We provide conditions under
which the estimated labels are close to a refinement of the true cluster labels. We
consider both exact and approximate recovery of the labels. Our results hold for
any constant-factor approximation to the k-means problem. The results are also
model-free and only based on bounds on the maximum or average distance of the
data points to the true cluster centers. These centers themselves are loosely defined
and can be taken to be any set of points for which the aforementioned distances
can be controlled. We show the usefulness of the results with applications to some
manifold clustering problems.

1 Introduction

Consider the problem of clustering data points sampled according to some probability measure p
from a normed space X’ with norm || - || x. In the ideal setting, the generalized k-means clustering
minimizes the population cost function
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where £ = (&1,...,&) € X is aset of L vectors in X, for some fixed integer L. In practical data

analysis, we are given a sample {z1, ..., z,} drawn from p and solve an empirical version of (1),
namely,
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Here, P, := % Z?Zl 0, is the empirical measure associated with the sample and ¢, is the point
mass measure at . The minimizer of @() over XL is denoted as £ = (51, cey EL) and each point z;

is assigned a cluster label z; := argmin, ||z; — fAZ”X

Meanwhile, we assume that each data point x; also has a true cluster label z; € [K] := {1,..., K}
which is determined solely by an unknown data-generating process. These true labels are not
necessarily related to the optimal solutions of (1) or (2). To distinguish the two, we refer to the
clustering induced by (z;) as the true clustering, while a clustering that minimizes the generalized
k-means cost function (2), i.e., the clustering induced by (Z;), is referred to as an optimal k-means
clustering. In this paper, we consider the label consistency problem, that is, how close the labels
(z;) estimated by k-means clustering are to the true labels (z;). Note that we allow the number of
k-means clusters L to be different from the true number of clusters K.

35th Conference on Neural Information Processing Systems (NeurIPS 2021).



In the above formulation, the case where p = 2, X = R? and || - || x is the Euclidean norm leads to
the classical and widely used k-means problem. Much of the theoretical analysis of k-means has been
performed in this case. Early work has focused on how close the optimization problems based on the
empirical and ideal cost functions (2) and (1) are to each other, where the closeness is measured in

terms of the recovered centers (i.e., £ and £) or the optimal value of the objective function.

Such consistency results are proved, for the global minimizers of (2), in the early work of [22,
29] and also in [30, 19] from the vector quantization perspective. These classical results do not
directly apply to the performance of the k-means in practice, mainly because solving (2) is NP-hard
and approximation methods are usually applied to deal with it. Also, considerations of the label
consistency problem are absent from this line of work since no true clustering, external to the k-means
problem, is assumed to exist.

More recently, there has been more interest in the consistency of practical k-means algorithms [14, 21]
as well as the label consistency problem. Lu and Zhou [21] obtain sharp bounds on the label consis-
tency of the Lloyd’s algorithm [20] under a sub-Gaussian mixture model. Semidefinite programming
(SDP) relaxation is another popular technique for deriving polynomial-time approximations to the
k-means problem [28]. Its label consistency has been studied when data is generated from the stochas-
tic ball model [4, 10], sub-Gaussian mixtures [25, 8, 9], the Stochastic Block Model (SBM) [9]
and general models [18]. Convex clustering is another relaxation method whose label consistency
has been discussed in [34, 27, 11, 31]. The literature on community detection in SBM, a network
clustering problem, is also mainly focused on label consistency and inspires our work here; see
[1, 33] for a review of those results. For label consistency in kernel spectral clustering, see [2].

In this paper, we study the label consistency of approximate solutions of the generalized k-means
problem (2) when L > K. Our focus will be on the overfitted case where L > K. This is often
relevant in practice since the data-generating process may have a natural number of clusters K that is
unknown a priori. An example is the sub-Gaussian mixture with X components. More interesting
examples are given in Section 3. All the aforementioned works on label consistency exclusively
consider the correctly-fitted case L = K. We show that when the data-generating process admits a
set of centers that satisfy certain separation conditions, estimated labels with L > K clusters, are
close to a refinement of the true labels. These bounds reduce to the label consistency criteria for
L = K, but have no counterpart in the literature for L > K.

Overfitting in k-means is considered in [32, 23] where it is shown to improve the approximation factor
(see Assumption 1(b)) of certain polynomial-time k-means algorithms. Analysis of the approximation
factor is concerned with how close one can get to the optimal value of the k-means objective function.
In contrast, we are concerned with the label recovering problem and not directly concerned with
how well the objective function is approximated. Our work is also aligned with the recent trend of
beyond worst case analysis of the NP-hard problems [6], where the performance of the algorithms
are considered assuming that there are some meaningful structures in the data (e.g., true clusters). We
refer to Remark 1 for a more detailed comparison with this literature.

Our results are algorithm-free in the sense that they apply to any algorithm that achieves a constant-
factor approximation to the optimal objective. They are also model-free in the sense that we do not
make any explicit assumption on the data-generating process. This is important in practice, since
many common data models, such as sub-Gaussian mixtures, are often too simplified to capture real
clustering problems. We provide examples of more complicated data models in Section 3 and show
how our general results can provide new insights for these models. Since k-means clustering often
appears as a building block in many sophisticated clustering algorithms, we believe our results will
be of broad interest in understanding the performance of clustering algorithms in overfitted settings.

Notation. Q(¢; 1) is only dependent on the set of values among the coordinates of £. Although we
view £ as a vector (for which the order of elements matter), with some abuse of notation, we view
Q(-; 1) as a set function (mapping 2% to R) that is only sensitive to the set of values represented by &.
This justifies using the the same symbol for the function irrespective of the number of coordinates
of &, i.e., the number of clusters. The reason to keep £ as an (ordered) vector is to make the cluster
labels well-defined. For simplicity, let || - || = || - || x. For the case where X C R?, one often takes
|| - || to be the Euclidean norm, but our results are valid for any norm on R?, and more broadly any
normed space X.



2 Main Results

We first state assumptions about the k-means clustering algorithm.

Assumption 1. Consider an algorithm for the generalized k-means problem (2), referred to as
ALG(p) hereafter, and let E(L) € X and é\(K ) € XK be its estimated centers when applied with L
and K clusters, respectively. Let L > K. Assume that ALG(p) has the following properties, for all
input sequences (x;):

(a) Efficiency: The Voronoi cell of every estimated center &L) contains at least one of (x;).
(b) k-approximation: @(EA(K)) < K- minge px @(f) and similarly with K replaced by L.

Efficiency can be achieved by substituting centers whose Voronoi cells have an empty intersection
with {z;}, by those having the opposite property. For k-approximation, the factor x can depend on
the number of clusters K (or L). For example, the k-means++ algorithm has k = O(log K), with
high probability over the initialization [3]. However, there are also constant-factor approximation
algorithms for k-means where x = O(1) independent of K (or L) [24, 13, 15]. For example,
with local search, k-means++ can achieve a constant-factor approximation [16]. In addition, -
approximation is not required for all inputs. That is, we are not concerned with the worst-case
approximation factor. The x in Assumption 1(b) is the approximation factor of the algorithm on the
specific data under consideration. It is enough for an algorithm to achieve good approximation only
on the data of interest.

For some of the results, Assumption 1(b) can be replaced with the following modified version:
(b') k-approximation only for K clusters plus a mononoticity assumption: Q(£(5)) < Q(&W)).
Mononoticity is also a reasonable requirement and obviously true for the exact k-means solutions.
Next, we extend the definition of the misclassification rate to the overfitted case.
Definition 1. The (generalized) misclassification rate between two label vectors z € [K]™ and
z e [L]", with K < L,is

1 n

Miss(z,%) = min - Z Wz # w(z)},
i=1

where the minimization ranges over all surjective maps w : [L] — [K].

When L = K, a surjective map w is necessarily a bijection and the above becomes the usual
definition of misclassification rate when the number of clusters is correctly identified. In this case,
Miss(z,z) = 0 means that there is a one-to-one correspondence between the estimated and true
clusters. The generalized definition above allows us to extend this notion of exact recovery to the
case L > K. In particular, Miss(z,2) = 0 when L > K, if and only if Z is a refinement of z. To see
this, note that Miss(z, Z) = 0 implies the existence of a map w : [L] — [K] such that w(Z;) = z; for
all . This in turn is equivalent to: 2; = z;; = z; = 2z, which is the refinement relation for the
associated clusters. In general, Miss(z, Z) is small if Z is close to a refinement of z.

We also use the (optimal) matching distances between elements of two vectors viewed as sets.
Definition 2. For ¢ € XL and ¢* € XK, define the /., and ¢, optimal matching distances as
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where o : [K] — [L] ranges over all injective maps.

For K = L, d is an upper bound on the Hausdorff distance between the two sets. Obviously, we
have do, < d), forany p > 1.

2.1 Distance to true centers

Let z = (z;)P, € [K]™ be a given set of true labels for the data points (z;)?_,. In addition, our
results are stated in terms of a set of vectors £* = (&;)%_, which we refer to as the “true centers”.



Throughout, £* will be only vaguely specified. The only requirement on £* is that together with the
observed data points (z;) and the true labels (z;), they satisfy the deviation bounds in each theorem,
e.g., maxi<i<p ||#; — & || < nin Theorem 1, etc. Let m, = >°." | 1{2; = k}/n be the proportion
of observed data points in true cluster k and let my,;, = ming 7.

We let £ be a solution of the k-means algorithm with L > K centers and let z; € argmin, ||z; — &||
be the corresponding estimated labels. Our first result provides guarantees for exact label recovery,
in the extended sense of recovering a refinement of the true partition when L > K and the exact
partition when L = K.

Theorem 1 (Exact recovery). Consider avector of (true) centers £* € XX and labels (), € [K]™.

Pick 7, 6 > 0 such that maxi<i<n ||:1c2 — ;‘l <, and
min ¥ — */ > (S 3
(k’k,):lk " ||§k §k H = (3)

Consider an algorithm ALG(p) for problem (2), satisfying Assumption 1, and let (Z;)?_, € [L]™ and
€ € X be the estimated labels and centers of ALG(p) applied with the L > K. Then,

O s oW R Ly o Miss(,2) — 0, dﬁgﬁg*)g%. )
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When L = K, the assertion Miss = 0 means that there is a permutation o on [K] such that o (Z;) = z;
for all i, that is, we have the exact recovery of labels (z;) in the classical sense. When L > K,
Theorem 1 guarantees the exact recovery of a refinement of the true labels (z;).

Example 1 (Stochastic Ball Model). Assume that data are generated from the stochastic ball model
considered in [26], where z; = &7, + r; with r; sampled independently from a distribution supported
on the unit ball in R%. Here, {f,’:}kK:l C R are a fixed set of centers. Clearly, we can take
1n = 1 in Theorem 1. Then, any k-approximate k-means algorithm achieves exact recovery when
0 >2+2(1 4 K)/y/Tmin for L = K. In the overfitted case, when § > 4 + 2(1 + k) //Tmin, the
estimated label vector is an exact refinement of the true labels (z;). O

In the above example, although it is intuitively clear that for a sufficiently large &, the solution of the
k-means problem should achieve exact label recovery (in the extended sense), Theorem 1 allows us
to provide a provable guarantee for any constant-factor approximation, with an explicit bound on the
separation parameter 6.

We now turn to approximate recovery where the misclassification rate is small.

Theorem 2 (Approximate Recovery). Consider a vector of (true) centers £* € XX and labels
(2)7_y € [K]™ Picke,§ > 0 such that (1 37 ||w; — &, |[P)Y/? < ¢, and (3) holds. Consider an
algorithm ALG(p) for problem (2), satisfying Assumption 1, and let (Z;)?"_, € [L]"™ and E € XL be
the estimated labels and centers of ALG applied with the L > K. Then, for any ¢ > 2,

5 (1+k)e L o p(E\P 2 oy o (Lt R)e
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The key difference between Theorems 1 and 2 is the bounds assumed on the deviations D; :=
llzs — &2, I, @ € [n]. Theorem 1 assumes a bound on the maximum distance to true centers, max; D;,
while Theorem 2 assumes a bound on an average distance, (% >, DY )1/?, leading to a more relaxed
condition.

Theorem 2 provides an upper bound on the misclassification rate when a certain separation condition
is satisfied. To simplify, consider the case K = x = p = 2 and take ¢ = 2.1. Then, Theorem 2
implies the following: For every 8 > 0, there exists a constant ¢; (8, Tmin) > 0 such that if

5/5 Z 61(677Tmin)7 (6)
then any 2-factor k-means algorithm will have Miss < 3 to the target labels. The next proposition

shows that condition (6) is sharp up to constants.

Proposition 1. There exists a family of datasets {(x;, z;) }_,, with K = 2 balanced true clusters

(i.e., Tmin = 1/2) and parameterized by true center separation § and e = (£ 7" | ||; — &, 12)1/2



with the following property: Given any constant 3 € (0,1/2), there exists a constant ca() > 0, such
that if § [e < ca(B), then any 2-factor k-means approximation algorithm with L = 2 clusters has
misclassification rate satisfying % — B < Miss < % Moreover, any 2-factor k-means approximation
algorithm with L = 4 clusters will recover a perfect refinement of the original clusters in the above
setting.

The proof of Proposition 1 can be found in the Supplementary Material. This proposition shows that
if the separation condition (6) is reversed, one can force the performance of any k-means algorithm
to be arbitrarily close to that of random guessing. The true centers in Proposition 1 are the natural
centers implied by the k-means cost function for the true labels, that is, £ = = >°, z;1{z; = k} for

k = 1,2. One can take ¢; (8, Tmin) = 6.3 max(1/Tmin, 2/8)"/? and co(B3) = sin(tan=*(1/3/45))
for the constants in (6) and Proposition 1.

Remark 1. The separation condition (6) is related to the distribution stability introduced in [5].
Roughly speaking distribution stability plus the following property implies our condition:

(D1) For every pair of distinct clusters Cy, and C, with centers &;; and &/, there is a point x € Cy
such that ||z — &l < (167 — &l

That is, every cluster Cy has points which are closer than £ to the centers of other clusters. This
property is quite mild and one expects it to hold with high probability if the distribution of the
points have positive density w.r.t. to the (full-dimensional) Lebesgue measure in a ball around the
center. The above seems to suggest that distribution stability is slightly weaker than our condition (6).
However, in the presence of (D1), we can also significantly relax distribution stability to arrive at
our condition, the details of which are provided in the Supplementary Material. In this sense, these
two notions are closely related but not directly comparable, i.e., neither is weaker than the other in
general.

Example 2 (Sub-Gaussian mixtures). Let us assume that the data is generated from a K -component
sub-Gaussian mixture model x; = 5; + d~Y24; where w; = (Wi, ..., wiq) € R4 is a zero mean
sub-Gaussian noise vector with sub-Gaussian parameter o;, and z; € [K] is the latent label of the ith
observation. This is an extension of the sub-Gaussian mixture model considered in [7]. Determining
whether (£})#_, is actually the solution of the population problem (1) is, itself, challenging and the
answer may depend on the exact distribution of {w;}. Nevertheless, our results allow us to treat
(&;) as the true centers. Below we sketch how Theorem 2 applies in this case. The details of the
arguments, including the exact definition of a sub-Gaussian vector are provided in the Supplementary
Material. Let 0yax = max; o; and set a? := E||d~Y?w;||3 and a2 := 1 3" | a?. Assume that
there is a numerical constant C' > 0 such that 64% < Co? Then, one can show that

max*
1 - 4 4
P20 - €212 > 22) < ememotohus =iy,

i=1

for some numerical constant ¢; > 0. Taking €2 = 2a2 and p = 2 in Theorem 2, we have that with
probability at least 1 — p,,,

52 1 2.2
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where ¢ is as in (3) and ¢ > 2. In a general problem, &,,, omax and 4 all can vary with n. In
order to have label consistency for an ALG(2) algorithm, it is enough to have &,,/d = o(1) and
nat /ot — oo. The consistency here is based on the extended Definition 1 and includes the
overfitted case in which a refinement of the true labels is consistently recovered. We note that the

model in this example includes a very general Gaussian mixture model as a special case, namely the

case w; ~ N(0,3;) where the covariance matrices X; € R%%4 are allowed to vary with each data

point. In this case, one can take oyax = Maxi<;<y, ||2illop Where || - ||op denotes the operator norm,
—2 ._ 1\

and oy, == > . tr(%;)/d. O

2.2 Distance to fake centers

We now extend Theorem 2, to allow for “fake” centers {;} | and the corresponding labels {Z;}.
These can be constructed to reduce the required distance to the data points (z;).



Theorem 3 (Approximate Recovery, Il). For a fixed L > K, consider a vector of constructed centers
€ € XL, constructed labels Z = (z;)?_, € [L]™ and true labels z = (z;)"_, € [K]™. Assume that Z
is a refinement of z, i.e. there is @ : [L] — [K] such that W(Z;) = z; for all i € [n]. Picke,d >0
such that

O£y, B(l) # (L

1 < ~ 1/p . ~ ~
(5Dl - &) <e, min__[|&, — &l > 6 )
"= )

Consider an algorithm ALG(p) for problem (2), satisfying Assumption 1, and let (Z;)?_, € [L]™ be
the estimated label vector of ALG(p) applied with L clusters. Then, for any c > 2,

d  (1+k)e . ~ e\?
- > W = Miss(z,2) < K(1+ /i)pcp(g) . (8)

The advantage of Theorem 3 is that when the desired number of clusters L increases, the bound
on the misclassification rate can go down: In some applications, by carefully constructing the fake
centers £, we can make ¢ smaller as L increases, while roughly maintaining the minimum separation
among fake centers associated with the true clusters. If successful, this implies that a refinement of
the true clustering can be achieved even when it is hard to recover the true clustering itself. In the
following section, we show how this strategy can be applied to some manifold clustering problems.

3 The case for overfitting

We now illustrate applications of Theorem 3 in settings where it is hard to recover true clusters, based
on the ideal K, but it is possible to obtain accurate refinements by overfitting. The idea is to consider
clusters that look like submanifolds of R

3.1 Mixture of curves

We say that a random variable x has a (p, o) sub-Gaussian curve distribution if x = ~(t) where
t € R has a sub-Gaussian distribution with parameter o and v : R — R? is a locally p-Lipschitz map.
e, ||v(t) = v(s)|| < p|t — s| forall ¢, s € R such that |t — s| < %

Proposition 2. Assume that (z;)!"_, are independent draws from a K-component mixture of (p, o)
sub-Gaussian curve distributions. That is, x; = 7., (t;) where z; € [K], t; ~ Q,, independently
across i, each Qy, is a sub-Gaussian distribution on R with parameter o, and each vy is locally
p-Lipschitz. Let Cy, be the support of the distribution of i (t) where t ~ Q. Assume that
min ||z —y|| >8>0, forallk#Fk.
z€eCy, yGCk/
Then, there exist a constant C = C(K, 9, p, o, k) such that any ALG(2) satisfying Assumption 1
applied with L,, < C\/nlogn clusters recovers a perfect refinement of z with probability > 1 —n 1.

The significance of this result is that one recovers a perfect refinement with the number of partitions
L,, = o(n). It is trivial to obtain a perfect refinement with L,, = n, but not so with L,,/n — 0. This
is especially the case since one can achieve quite complex cluster configurations with the model in
Proposition 2, for some of which applying k-means with K clusters will have a misclassification rate
bounded away from zero. Section 3.3 provides some such examples where the true cluster centers
coincide, causing any k-means algorithm applied with the true K to incur a substantial error. See
also Supplementary Material for a discussion of whether L,, = O(y/nlogn) can be improved.

Various extensions of Proposition 2 are possible. We have the following extension to the noisy setting.
Corollary 1. Assume that the data is given by y; = x; + ﬁwi fori € [n] where (x;) are as given
in Proposition 2 and w; are sub-Gaussian noise vectors as in Example 2. Then, under the same

assumptions as in Proposition 2, ALG(2) applied with L,, < C+/nlogn achieves a misclassification
rate S K (0, /) + = with probability > 1 — p,, — n=" where &, and py, are defined in Example 2.

Corollary 1 shows that one can achieve consistent clustering (in the generalized sense) with L,, = o(n)
clusters assuming that the noise-to-signal ratio &,, /6 — 0 and na} /ot | — oo; the same conditions
needed in the sub-Gaussian mixture example. Again, this result is significant since even in the
noiseless case (&,, = 0), consistent recovery is not possible with L. = K for some mixtures of curve
models.
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Figure 1: Line-circle model: (a) Scatter plot for the noisy version. The colors show the L = 4
estimated clusters by k-means. (b) and (c) show the (generalized) misclassification rate versus ¢, the
radius of the circle, in the noisy and noiseless versions of the model.

3.2 Mixture of higher-order submanifolds

A version of Proposition 2 can be stated for a higher-dimensional version of the mixture-of-curves
model, if we consider generalized k-means problems with p > 2. We say that a random variable
x has a (p, o, 1) sub-Gaussian manifold distribution if x = ~(t) where t € R" has a sub-Gaussian
distribution with parameter o and v : R” — R is a locally p-Lipschitz map. i.e., [|y(t) — v(s)|| <
pllt — s|| for all £, s € R” such that ||t — s]| < 1.

Proposition 3. Assume that (x;)?_, are independent draws from a K-component mixture of sub-
Gaussian manifold distributions, with parameters (p, 0,7y) for k € [K], and let 1 = max, (] Tk.
Let Cy, be the support of the distribution of the kth component. Assume that

min |z —yl| >8>0, forallk#K.

z€Cy, Z/ECk/
Then, there exist a constant C = C(K, d, p, o, r, k) such that any ALG(p) satisfying Assumption I,
applied with L,, < C(nl/p\/log n)" clusters recovers a perfect refinement of z with probability

> 1 —n~L In particular, for p > r, we have perfect refinement recovery with L,, = o(n) clusters,
with high probability.

It is also possible to extend the results to more general distributions on submanifolds via a notion of
stochastic covering numbers. For random vector 2 with distribution jc on a submanifold C C R?,
let N, (¢) be the smallest integer for which, there is a high probability e-cover of z, that is, a
finite subset N C C such that P(mingep ||z — y|| <€) > 1 — n~2. We state a generalization of
Proposition 3 to this setting in the Supplementary Material.

3.3 Numerical experiments

We first consider the (noiseless) line-circle model in R3, an example of mixture-of-curves. This model
has two clusters: (1) The uniform distribution on the circumference of a circle in the zz-plane, centred
at the origin, and (2) the standard Gaussian distribution on the y axis. The minimum separation ¢§
between the two clusters is the radius of the circle. We also consider the noisy version of this model
where we add N (0, 0%13). We sample data points with equal probability from the two clusters. It is
nearly impossible for the k-means to correctly label these two clusters when L = 2, since the centers
of the two clusters coincide. Figure 1 shows the scatter plot of the data simulated from the noisy
line-circle model, with noise level ¢ = 0.1, n = 3000 and 6 = 3. Here, the noise level is set low
for better illustration. Different colors are used to label data points based on the output of k-means
clustering with L = 4, and this demonstrates that each estimated cluster is a subset of a true cluster.

The result aligns with Theorem 3. Although, the true centers coincide (with the origin) when L = 2,
by increasing L, we can create fake centers on the line and the circle to have separation close to
0 and thus get a small missclassification rate. The other two panels in Figure 1 show the average
missclassification rate over 32 repetitions versus d, for both the noiseless and noisy (¢ = 1) line-circle
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Figure 2: Line-Gaussian model: The (generalized) misclassification rate versus 4, the distance of the
Gaussian center to the line, in the (a) noisy and (b) noiseless versions of the model.
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Figure 3: Circle-torus model: (a) Scatter plot for the noiseless version. Colors are used to separate
two true clusters. (b) and (c) show the (generalized) misclassification rate versus 4, the radius of the
circle, in the noisy and noiseless versions of the model.

model. Both show that the misclassification rate is negatively associated with § and L when L > 2.

Similar results are shown for the circle-torus model in Figure 3. Details of this model are discussed
in the Supplementary Material.

Figure 2 shows the results for a line-Gaussian mixture model: z; = £, + Ei/ 2wi € R? where

& = (0,68) and & = (0,0), w; ~ N(0,12), 31 = I» and X5 = diag(c?,0). Here, we have
set 0 = 5 and sampled n = 3000 data points with equal probability from the two clusters. We
also consider its noisy version by setting all the zero elements in s to 0.7, which makes the
model a general Gaussian mixture. Figure 2 shows the average missclassification rate over 32
repetitions for different L. The results are consistent with Theorem 3 showing that as ¢ increases, the
misclassification rate decreases.

4 Proofs

Let us first recall a fact from functional analysis. Consider the space of functions f : [n] — X and let
us equip [n] with the uniform probability measure v,,. Then, from the theory of Lebesgue-Bochner
spaces, | fllp == ([ | f(w)||% dva(w))'/P defines a proper norm on this function space, turning it
into a Banach space LP(v,,; X). In particular, the triangle inequality holds for this norm. Note that

I £llp = (320 11 (i)]/5)/P. We will frequently invoke the triangle inequality in L? (v, X).

T

Let p* := Y, mpber = =30 de: be the empirical measure associated with {&;.}. Recalling

definition (1) of the population cost function, we have, for any £ € X',

K n

1
VP i = ep = i “ _gP
Qe =3 pmin, 16— &7 = 3 min, 16— ol ©)
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We start with three lemmas that are proved in the Supplementary Material:

Lemma 1. Let ALG(p) be a k-means algorithm satisfying Assumption 1(b’) and let fA be its output
for L clusters. Furthermore, assume (= >0 ||x; — & ||P)Y/P < e. Then Q(& p*) < (1 + K)e.

Lemma 2 (Curvature). For every ¢ C X' and ¢* € XX, with L > K,
* * d
Q& 1) = mh (dp(€.6) A 5)-
Lemma 3. Assume that maxi<;<n ||2;—&5 || < nanddoo(g, &) <~y When L = K, if§ > 2vy+2n,

there exists a bijective function w : [K] — [K] satisfying w(z;) = z;, Vi € [n]. When L > K, if
d > 2v + 4, there exists a surjective function w : [L] — [K] satisfying w(Z;) = z;, Vi € [n].

Proof of Theorem 1. As (= >0 | [|a;—&;

*P)MP < maxi<i<y, ||7,—&E, || < 1, combining Lemma 1
and 2, we have

QEp) _ (L+r)
(aeenng) < St <
By the condition on § in (4), we have /2 > (1+Ii)7}/7rm/£ Then, doo (&, %) < d (E &) <

(1+r&)n/ 7rmm, which also makes the assumption in Lemma 3 that 6 > 2+ + 4y valid. Flnally, the
result follows from Lemma 3. O

Proof of Theorem 2. The argument is similar to one that has appeared in recent literature [17, 12, 33].
From the proof of Lemma 1 (in the Supplementary Material), we have

I~ ., =~ 1/p
<(CXleE &) T <+
i=1

By Lemma 2
0\ _ QE ") _ (1+r)e

( (E 6 ) 5) 1/p S 1/p .
By the separation assumption in (5), /2 > (1 + k)e/m-/2. Hence d, (&, &%) < (1 + k)e/m /P Let
Cr = {Z 2 = k‘} |Ck| = ny, and set T}, := {’L e Cy : ||f - 5%“ < 5/0} Letting Sk = Cp, \Tk,
we obtain .

[Skld? /P < Y lIEs, — &P < DO NEs, — & lIP < (1 + m)Per.

1E€Sk i=1

Therefore,

PP P
|Sk\<n(1+/€)ce <
Nk noP -

The last inequality is by assumption § > (1 + k)ce/ 71'11,0/:1. Hence, T}, is not empty. Furthermore, we
argue thatif ¢ € T, and j € T; for k # £, ie. z; # z;, then Z; # Z;. Assume otherwise, that is,
Z; = 2. Then

e - &, < 20/c <&

i — &l < g - &,
causing a contradiction.
Let £, :={Z;: i € T} and L = U,Ile L};. Define a function w : £ — [K] by setting w({) = k
for all £ € Ly and k € [K]. By the property of {T}} shown above, L,k € [K] are disjoint
and nonempty sets. This implies that w is well-defined and surjective. Extend w to a surjective
w : [L] — [K] by arbitrarily defining it for [L] \ £. Note that z; € L, implies z; = k. It follows that
w(z;) = z; forall z; € £, and

n K
1 o n—|L] 1S K(1+ k)Pcrep
T 1 ) < Pl 3 I M

The result follows. O



Proof of Theorem 3. By assumption, x-approximation holds for both K and L clusters. Then,

QE) <rkQY), where Q) = min Q(¢).

gexl

Since Q'1) < (230 Nl — g}i |P)}/P < ¢, by the triangle inequality in LP (v, X),

min —

G SIE & < (2 S - & ) (2 S~ & )" < (14w
i=1 i=1 i=1

Let T}, := {Z € Cy : ||£~51 - ggi

< d/c} and S, = Cy, \ Tg. Then,

Sklor/er < Y g — &P <Y llE - &

P <n(l+4 k)PeP.

i€Sk i=1
Therefore,
1 PP P
% < % <1
The last inequality is by assumption 6 > (1 + k)ce/ ﬂ-rln/ifl' Hence T}, is not empty. Next we argue

thatif i € Ty, j € Ty for k # (,i.e. z; # z;, then Z; # ;. Assume otherwise, that is Z; = Z;. Since
Z is arefinement of z, z; # z; implies z; # z; and W(Z;) # W(Z;). By the triangle inequality,

16 - &1l < 16 — &l + &5, — &l < 26/ <&

causing a contradiction. The rest of the proof follows that of Theorem 2. O

Proof of Proposition 2. Let my, be the mean of Q4. Then, P(|t; — m.,| > t) < 2e=t"/27" Let
M = /602 logn. By union bound, with probability > 1 — 2n~2 we have |t; — m,,| < M for all
i € [n]. We can cover the set [-M, M| C R, with L' = M /e 1-D balls of radius . (Without loss of
generality, we assume that L’ is an integer for simplicity.) Let 7 = {1, ..., 77+ } one such cover and
note that my, + 7 is an e-cover of my, + [—M, M]. Let 1, : R — (my, + T) be the projection from
R onto my, + T Then, |7y, (t;) — vz, (72, (8:))]] < plts — 72, (¢:)] < pe, assuming that ¢ < 1/p.
Let 2/ := argming ¢ [t; — (ms, + 7¢)| so that 7., (t;) = m, + 7.;. Then let L, = K L' and fix
a bijection ¢ : [L,] — [K] x [L'] and define the labels z; = ¢~1(2;, 2}). Also consider the map
wp : [K] x [L'] = [K] given by wy(k, ¢') = k and set @ := wy o ¢ which is a surjective map from
[L,,] to [K] satisfying &(%;) = 2. For £ € [L,] with ¢(¢) = (k, '), define & = ~x(my, +7¢). Then,
we have &z, = 7., (., + T.r) = 7z, (72, (t:)), hence the above argument gives ||(;) — &, || < pe.
It is also clear that the the separation condition (7) is satisfied since by construction if &(£1) # & (£2)
with ¢(¢1) = (k1,¢,) and ¢(ls) = (ko,0,), then ki # ko hence &, and &, lie on different
manifolds (on Ci, and Cg,). It follows that conclusion (8) of Theorem 3 holds for p = 2 and, say,
¢ = 3 but with ¢ replaced with pe. Take ¢ = (c1/n)~! for constant c; to be determined. Let
c2 = 3p(1+ k)/5. As long as nmmi, > (c2/c1)?, the separation condition in (8) is satisfied and we
have Miss(z,2) < K(c2/c1)?/n. Hence, as long as ¢; > vK ¢y, we will have Miss(z,2) < 1/n
which implies Miss(z,z) = 0. We also need to satisfy ¢ < 1/p that is ¢; > p/y/n. Taking
c1 = VKca + p satisfies all the required constraints on ¢;. The required number of clusters is

L,=KL = KM/s <3Koci\/nlogn,

which proves the result with C' = 3K oc¢;. Note that since co/c; < 1 and nmm;, > 1, the condition

NTmin > (c2/c1)? is automatically satisfied. The proof is complete. O
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This appendix contains further discussion of the results, the remaining proofs, details of some
examples and additional numerical experiments.

A Discussion

Proposition 2 and 3 show that perfect refinement for sub-gaussian mixture-of-curves model can be
achieved when the number of clusters grows as L, = O(y/nlogn). To the best of our knowledge,
this is the first such result in the literature, that is, an upper bound on the minimum number of clusters
needed to achieve a perfect refinement of the true clusters. What remains for future investigations to
determine is how tight this bound is. Empirically, we have found examples of the mixture-of-curves
model for which L,, < 1 seems to enough, but also an example where L,, < \/nlogn seems to be the
required scaling. Figure S1(a) shows a noisy circle-torus model (cf. Section D.1) with R = 10,7 = 2
and o = 1 that demonstrates the scaling L,, < v/nlogn. Here, we plot the average misclassification
rate over 32 repetitions vs L,,/v/nlogn for various n. The fact that these plots coincide with each
other for different n suggests that there is sharp threshold 7,, = C1+/n logn such that with L,, > 7,,
perfect refinement recovery is possible and with L,, < 7,, impossible. Figure S1(b) shows an
example that exhibits L,, =< 1 threshold: A line-circle model with parameters 6 = 4, 0 = 1 and line
standard deviation = 7.

The fact that, empirically, there are examples for which L,, has to grow as fast as v/nlogn for a
perfect refinement recovery, suggests that the result of Proposition 2 may be sharp up to constants,
over the class of mixture-of-curves distributions considered.

B Connection to distribution stability

The distribution stability for the K -means assumes the following [1]:

OPT
||I*fZ||2Z[3 nkK’ forall ¢ Cy,

where OPTx = Y7, ||lz; — & ||* for the K-means optimal cluster labels {z;} C [K]" and optimal
centers {&;}. Here, C, = {i : z; = k} and ny, = |Cy.

In our setting, we do not necessarily need to work with the optimal K-means clustering. So let us
generalize the notion as follows: The data {z;} is S-distributed with respect to cluster labels {z;}
and centers {; } if

lz =&l = 8-> llwi — &, 117/ni,  foralla ¢ Cy,

i=1
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Figure S1: Examples of mixture-of-curve models that exhibit (a) L,, < v/nlogn and (b) L,, = O(1)
refinement recovery threshold.

where Cy, = {i : 2z; = k} and nj, = |Cy|. Setting = 37 [lz; —&; ||* = €2 and recalling 7, = ny,/n,
the condition is equivalent to

Vi<
x =& > , forallz ¢ Cj. (S1)
=gl = 2 ¢
Let us strengthen the condition slightly and consider the following notion instead
|z — &l > \F.E, for all z ¢ Cy, (S2)
Tmin

where Ty, = ming m;. (This is without loss of generality: We could have stated our results with
separate center separation parameters for each cluster, i.e., 0, = ming-y, ||£; — &/]|, in which case
we could directly compare with the original version (S1). We opted for the simpler global center
separation in the paper for simplicity.)

Now assume that the data is S-distributed and in addition:
(D1) For all distinct pairs (k, £), there is € Cp such that || — || < 1§ — &£l

That is, every cluster Cy has points which are closer than £ to the centers of other clusters. Then, it

follows that
6. VB
IS AV Tmin

which is our separation condition. (Recall that § = ming, [|€ — &/])).

(83)

In fact, in the presence of (D1), we can relax S-distribution stability as follows: Assume (D1) and for
the = in (D1) assume that the inequality in (S2) holds. Then, our separation condition (S3) follows.
Note that (D1) is quite mild and one expects it to hold almost always if there is some full-dimensional
randomness in the distribution of the points in a cluster.

Alternatively, our separation condition can be written equivalently as

o=l > VS, forallz € (61} (54

min
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Figure S2: The geometry of the dataset in Proposition 1

Comparing (S4) and (S2), the conditions are somewhat close, but different. Neither condition directly
follow from the other one in general.

Note also that although in the discussion above, we refer to &; as the center of (%, in our general
setting & need not be the optimal center é > cc, Ti-

C Proof of Proposition 1

For « € [0,7/2), consider a constellation of points in R? at locations a; = (esina — §, & cos @),
az = (—esina — §, —ecosa), by = (—esina, ecosa) and by = (e sin o, —¢ cos ). Assume that
n/4 of the data points are on each of the points ay, as, by and bs. Assume that data points in {a1,as}
form cluster 1 and points in {b1, b2} form cluster 2. That is, this is the true cluster labels as specified
by an external source. The true cluster centers are then at locations £ = (—4,0) and &; = (0, 0). We
also have (2 37, ||z; — € ||%)Y/2 = ¢ for true cluster labels {z; }. Now take § = esin a. Figure S2
shows the geometry of this construction.

To show the result, it is enough to use Theorem 2 with properly chosen (fake) centers on the
above dataset. In particular, we are going to show that a 2-factor k-means algorithm has a small
misclassification rate with respect to a new clustering that puts points {a1, b1 } in one cluster and
{az, b2} in another cluster. Consider “fake” centers £7* = (ay + b1)/2 and £3* = (a2 + b2)/2. Then,
the new separation is * = 2e cos & and the new deviation can be taken to be e* = §/2 + esina =
(3/2)e sin o guaranteeing that (L 3, ||z; — Eor [)1/2 < e* where {y;} are labels relative to the new
clustering.

Applying Theorem 2 with k = p = 2, ¢ = 2.1 and 7in = 1/2, as long as 6*/e* > 9 > 3v2¢,
the misclassification rate to the new clustering is bounded above as Miss* < 80(c*/8*)%. We have
£*/§* = (3/4) tan a. Thus, for o < tan—'(4/27) we have Miss* < 45(tan a)? w.r.t. to clustering
{{a1,b1}, {a2,b2}}. Hence, w.r.t. the original clustering, % > Miss > % — 45(tan )2, which can
be made arbitrarily close to % by choosing o small enough.

To see the last step above, let g1, g2, g3, g4 be the fractions of misclassified nodes from each of the
four categories aq, as, b1, ba, w.r.t. to the new clustering (i.e., {y;}). The above argument shows that

1(q1 + g2+ g3 + g4) < 45(tan o)?. The misclassification rate to the original clustering (i.e., {z;})
is then

— 45(tan a)?

N~

. 1/n n 1 1
Miss = ;(1(1 — i) + 1(1 - %)) =3 1(%‘1 + iy) >



where {iy,42} is a pair of distinct elements from {1, 2,3, 4}. This proves the lower bound. The upper
bound Miss < 1/2 always holds due to the minimization over permutations in the definition of the
misclassification rate.

Since for 8 € (0,1/2), \/3/45 < 4/27, we only need o < tan—'(1//45) to have 1 > Miss >
1 — f. Recalling that § /e = sin a, this shows that one can take c5 () = sin(tan'(y//3/45)) in the
statement of the lower bound.

For the claim regarding perfect recovery with L = 4 clusters, take £;* = a1, £ = b1, &5 = a2 and
£1* = b and apply Theorem 1, noting that 6* = min,; ||{;7* — £*|| > 0 while we can take £* = 0.

D Experiment details

The code for numerical experiments are executed in R [3] version 4.0.3 on a Linux system with 48
CPU cores. The code is provided as a ZIP file as part of the supplementary material. We use the
kmeans function in base R and go with the default algorithm of Hartigan and Wong [2]. We set
the number of random starts to nstart = 20 and the maximum number of iterations allowed to
iter.max = 200.

D.1 Circle-torus model

The circle-torus model is a mixture of two parts: (1) The uniform distribution on the circumference
of a circle in the xy-plane, at the origin, and (2) a torus built around this circle. Parametrically, these
two clusters can be defined via the following equations,

x1 = Rcos(t) z2 = (R 4+ rcos(mt)) cos(t)
y1 = Rsin(t) and y2 = (R + rcos(mt)) sin(t) (S5)
z1 =0 29 = rsin(mt).

Here R is the radius of the circle on the plane and also the distance from the center of the tube
to the center of the torus. r is the radius of the tube and it is also the minimal distance between
two clusters. We also created a noisy version by adding N (0, c2I3) to the model. Figure 3 shows
the geometry of the two clusters in the case R = 3,7 = 1 and ¢ = 0. The other two panels in
Figure 3 show the average missclassification rate over 32 repetitions versus § := r, for both the
noiseless and noisy (o = 1) circle-torus model. In both cases, we let R = 3 and very r (i.e., §),
from 0.1 to 10. In Figure S3, we include additional scatter plots of the circle-torus model for various
settings of the parameters (R, r, o). Figure S3(a) is the noisy version of Figure 3(a) with noise level
o = 0.1. Figure S3(b) shows that for sufficiently small r and high noise, the two clusters are nearly
indistinguishable. Figure S3(c) shows the scatter plot for R = 3 and r = 10); it is an example of how
the model looks like when R < r.

(@R=3,r=1lando =0.1L b)R=10,r =1lando = 1. (c)R=3,r=10and o = 0.

Figure S3: Scatter plots for the circle-torus model. True clusters are distinguished by their color.

E Norm of a sub-gaussian vector

We first recall the definition of a sub-gaussian vector: A random vector X = (X1, ..., X ) € R%is
sub-gaussian if the one-dimensional marginals »” X are sub-gaussian random variables for all u ¢



R9 [4, Definition 3.4.1]. The sub-gaussian norm of X is defined as || X ||y, = sup,ega-1 [|uT X ||y,
where || - ||4, denotes the sub-gaussian norm of a random variable and S?~! the unit sphere in R.
Alternatively, we can define a sub-gaussian vector with parameter o, as a random vector satisfying

P(luTX| > ) < 2exp(—4as) forall w € 54! and ¢ > 0. We will have o =< || X|y,. We also
use || - ||y, for the sub-exponential norm of a random variable. For any random variable, we have
[Y2]ly, = Y3, [4, Lemma 2.7.6]. Below we apply this fact with Y = || X|| = (S, x2)1/2,
leading to the following useful lemma.

Lemma S1. Assume that X € R? is a sub-gaussian random vector with parameter o. Then,
sub-gaussian with parameter < oV/d. In fact, for some universal constant C' > 0,

WX < CovVd, Xy < C?o®d.

X is

Proof. We have ||| X2y, < S0, 1X2]ly, = 20, [ Xi]l7, < dC?0?, for some universal

constant C? > 0. The first inequality is the triangle inequality for || - ||,;, and the second by the

equivalence of the sub-gaussian norm and sub-gaussian parameter. Next, we note that |||| X||||y, =

V1 X11?]|, and the result follows. O

F Details of the sub-gaussian mixture example

By assumption, w; is a sub-gaussian vector with parameter o;. Then, by Lemma S1, ||w;||?/d is
sub-exponential with sub-exponential norm < 0. By the Bernstein inequality for sub-exponential
variables [4, Corollary 2.8.3],

1/ — i |12 12 t
(3 ) > ) < oo (G )

max max

2
max

< C'. Then, for a constant ¢; > 0,
=2

1 [Jwi? 2 A
P(n;d > 2an> < exp<—01n04 )

Let t = @&y, and recall that &2 /o

max

In the Gaussian case w; ~ N(0,%;), it is not hard to see that w; is a sub-guassian vector with
parameter ||X;||op. Therefore, in Gaussian mixtures, we have omax = max; [|X;]jop and a2 =

S R tr(E)/d.
G Extension of Proposition 3

For random vector z with distribution ¢ on some subset C C RY, let N e (€) be the smallest
integer for which there is a high probability e-cover of z, that is, a finite subset N' C C such that
P(minyep |z — yl] <e) > 1 —n~2 Werefer to N, (¢) as the stochastic covering number of fic.
We have the following extension of Proposition 3.

Proposition S1. Assume that {x;}_, are independent draws from a K-mixture where the kth
component is a distribution fic, on a subset Cy, C R"*. Let z; be the label of x; so that x; | z; = k ~
e, Assume that

min ||z —y|| >8>0, forallk#Fk.
meck,yeck/

Let Ny, (¢) be the stochastic covering number of yic,. Then, there exist a constant C = C (K, 6, k)
such that any ALG(p), satisfying Assumption 1, applied with L,, = Zle Nye, (Cn=YP) clusters,
recovers a perfect refinement of z = (z;) with probability > 1 — n~1.

Proof. Let N}, C Ci be the e-net that realizes the stochastic e-covering number of pc, and let
7 : Ck — N be the corresponding projection operator. Then, for any ¢ € [n] for which z; = k, we
have P(||z; — 7 (z;)|| > €) < n~2. By union bound, we have |z; — 7., (x;)|| < ¢ forall i € [n]
with probability at least 1 — n~1. The collection of the fake centers {& g}ZL:"l can be taken to be the
union of the nets U£-<=1 N with cardinality L,, = 37, N, (). The rest of the proof follows those
of Propositions 2 and 3 with e = (¢;n'/?)~1, ¢y = 3(1 + k)/6 and ¢; = K'/Pcy. (Note that there is
no condition € < 1/p that needs to be satisfied in this case.) O



H Remaining proofs

Proof of Corollary 1. We first construct fake centers (£;) for (x;) as in the proof of Proposition 2
and treat them as the fake centers for y;. By the triangle inequality,

(% zn: llyi — gzi 2)1/2 < (% i |lx; — gzi 2>1/2 + (% z": ||w¢/\/g||2)1/2 <e+ \@o‘m
i=1 i=1 i=1

holds with probability at least 1 — p,, — n~'. The result follows by applying Theorem 3. [

Proof of Proposition 3. The proof follows that of Proposition 2. We only highlight the differences.
When z; = k, by Lemma S1, ||t; —my|| is sub-gaussian with parameter < cyo /7, for some universal

constant ¢ > 0. Thus, we have P(||t; — my|| > t) < 2e=t"/("e®) Let M = /3c¢oro? log n. By
union bound, with probability at least 1 —2n~2, we have ||t; —m,,|| < M forall i € [n]. The e-cover
has to be constructed for {u : ||u|| < M} in the ¢3 norm, which can be done with a net of size at most
L' = (1+2M/e)". Take € = (c;n'/P)~V and let c; = 3p(1 + k) /3. As long as i > (ca/c1)?,
the separation condition in (8) is satisfied and we have Miss(z, 2) < K(ca/c1)P /n. Hence, as long
as ¢c; > K'/Pcy, we will have Miss(z,2) < 1/n which implies Miss(z,2) = 0. We also need to
satisfy ¢ < 1/p thatis c; > p/y/n. Taking c; = K 1/pey 4 p satisfies all the required constraints on
c1. The required number of clusters is

L,=KL = K(142M/e)" = K(1 4 2¢1v/3coro?nt/P/logn)"
< C(n*'?\/logn)"

for C = K(2 + 2¢1v/3coro?)”. Here, we have used 1 < 2n'/?\/logn for n > 2. Note that since
co/c1 < 1and nay, > 1, the condition nmyi, > (c2/c1)P is automatically satisfied. The proof is

complete. O

I Proofs of the lemmas

Proof of Lemma 1. Recall that fA is the output of ALG for L clusters. Let 5 (K) be the output of the
ALG for K clusters. Then, since L > K,

QE) < QEF) < k@) where Q) := min Q(¢).

fexXK

The first inequality is by the monotonicity of ALG and the second by its constant-factor approximation
property. Since by assumption £* € XX we have

oW <ae < (; anz ) <

It follows that Q(€) < re. Recalling (9) and noting that Q(€) = (2 S0 [|a; — &, |17) 7 we have

n

9= Z winle:, ~ 7)< (A3 er &)
i=1 i=1
<A e-ar) + B )"
=1 =1

<e+ ke (S6)

where the second line is the triangle inequality in the aforementioned L? (v, X') space. The proof is
complete. O

Proof of Lemma 2. Consider the partition of the space by the Voronoi cells of £ = (&). Assume
first that there is a Voronoi cell that contains at least two distinct elements of £*, e.g., f;l and 522,
with &y # kg, both belonging to the Voronoi cell of &,,. That is, ming [|€; — & | = [|§; — &7, || for



ko= ki ko As 1§, — €611 < 1€, — &1 + 116, — €|, at least one of the k = k1, k> satisfy
€5 — &0l = 11€5, — &k, ll/2, and assume this is true for k = k1, we have

l/p 1/p

* min * 7Tmin
Q") 2 mhl, — €l 2 75216k, - &, 1 2 7524,

Otherwise, each Voronoi cell of £ contains at most one element of £*. On the other hand, each
element of £* belongs to at least one Voronoi cell of &, since the union of Voronoi cells is the whole
space. It follows that there are K distinct Voronoi cells of £, each of which contains exactly one
element of £*. Thus, there is an injective map o : [K] — [L] such that £ belongs to Voronoi cell of

) =&l = 1§ — Eoxy ||~ Then,
1/p
Q& p) > mm(Z gk = &owll?) = mlb dp(€ 7).
k=1
The proof is complete. O

Proof of Lemma 3. By assumption, there exists an injective map o : [K] — [L] such that
* = < A
max || — & ll <7
Then, o is invertible on Im(c) := {0 (k) : k € [K]}, with an inverse denoted as o 1. We obtain

€210y =&l <7, VL € Tm(o). (S7)

First assume that z; € Im(o ) We prove that a(z,) = Z; by contradiction. Suppose that o(z;) # Z;.
Then, we show that ||z; — fg(zl < |lw; — §Z || contradicting z; = argm1n||x2 &% By the

triangle inequality

”xi - fa(zi < sz - :1” + ||£o*(z1 - :LH <n+7. (S8)
Since 2; € Im(o) and o(2;) # Z;, we have 0~ 1(Z;) # z;. By (S7), ||£Z — &1 || < ~. Therefore,
;= & [l = 1162, — fz — [l — &
> ||€z1 a' 1(z) ngl - a Tzl — n
>6—y—n. (S9)

Since by assumption § > 2y + 27, the claimed contradiction follows by combining (S8) and (S9).
Hence, we have o(z;) = Z; when 2; € Im(o). Define w(-) = 0=1(-) on Im(c) C [L]. Then, w
satisfies w(Zz;) = z; whenever z; € Im(o). This finishes proof for the case L = K.

Next, we define w for £y ¢ Im(o). Since ¢ is an efficient solution, there exists at least one ¢ € [n]
such that z; = ¢y. When there is only one such ¢, we can just let w(fy) = w(z;) = z;. When there
are at least two data points z; and z; such that z; = Z; = {,, we are going to show, by contradiction,
that their true cluster labels must be the same, i.e., z; = z;. Suppose that z; # z;, then we will show
that [|2; — e, || > [|2s — &5 (=,)|| Which contradicts z; being in the Voronoi cell of &, . Inequality (S8)
still holds in this case. Furthermore

s — Egol| > 1€y — €511 — lla — €5,
> oy — &0 = llaj — &l =
> gz =& = Nl — &1 = llwy — &l —
> 6 — 20— ||z — &, |- (S10)

Since x; is in the Voronoi cell of Ego and ¢y ¢ Im(o), we have £y # o(z;). Therefore,
”xj - ffOH < ||l‘] - fa(zj)ll

< llwg = &1+ 6o — &l
<n+7. (S11)



Combining inequalities (S8), (S10) and (S11) and using the assumption § > 2y + 47, we get

lzi —&ell > 0=3n—7v > n+v > [lz; — &l

which is the claimed contradiction. Therefore, we can define w on [L] \ Im(o) so that w(z;) = z;
when z; ¢ Im(o). Combining with the definition of w on Im(c’), we have successfully constructed a
surjective map w : [L] — [K] satisfying w(Z;) = 2; for all ¢ € [n]. The proof is complete. O
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