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Across many species where inversions have been implicated in local
adaptation, genomes often evolve to contain multiple, large inversions
that arise early in divergence. Why this occurs has yet to be resolved. To
address this gap, we built forward-time simulations in which inversions
have flexible characteristics and can invade a metapopulation undergoing
spatially divergent selection for a highly polygenic trait. In our simulations,
inversions typically arose early in divergence, captured standing genetic
variation upon mutation, and then accumulated many small-effect loci
over time. Under special conditions, inversions could also arise late in
adaptation and capture locally adapted alleles. Polygenic inversions behaved
similarly to a single supergene of large effect and were detectable by genome
scans. Our results show that characteristics of adaptive inversions found in
empirical studies (e.g. multiple large, old inversions that are FST outliers,
sometimes overlapping with other inversions) are consistent with a highly
polygenic architecture, and inversions do not need to contain any large-
effect genes to play an important role in local adaptation. By combining a
population and quantitative genetic framework, our results give a deeper
understanding of the specific conditions needed for inversions to be involved
in adaptation when the genetic architecture is polygenic.

This article is part of the theme issue ‘Genomic architecture of
supergenes: causes and evolutionary consequences’.
1. Introduction
A major goal of evolutionary biology is to understand how populations adapt
to spatial variation in environmental conditions. Although local adaptation
(LA) at large spatial scales is commonly observed, we still lack an understand-
ing of how LA evolves at the genetic level when gene flow is high [1]. Through
the study of ecotypes and sympatric population pairs, we now have a growing
body of evidence that suggests inversion polymorphisms may play an impor-
tant role in harbouring the genetic basis of LA [2–5]. However, we are still
lacking detailed theoretical support for the genetic architectures that evolve
within inversions under different levels of gene flow.

When a genomic region becomes inverted, it results in a standard and an
inverted arrangement in the population. If an individual is heterozygous for
the inversion, gene flow is effectively reduced due to the loss of the unbalanced
gametes [6–8]. Thus, locally beneficial combinations of alleles can be shielded
from the homogenizing effects of gene flow when occurring within an inverted
region [2]. Empirical evidence supports this hypothesis, with inversions being
outliers in genome scans for ecotype comparisons across the tree of life (see
review: [3,9–16]). Additionally, these studies have observed that multiple,
long inversions that established early in divergence are involved in LA. To
date, modelling efforts have not been able to explain why multiple adaptive
inversions evolve. In addition, recombination variation can challenge genome
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Table 1. List of terms used in the manuscript and how we defined them.

adaptive inversion window inversion window that did meet the three criteria for concentration of divergence within the inversion (from

selection simulation, see electronic supplementary material, S2 for criteria)

collinear part of the genome that is outside of inverted windows (i.e. the non-inverted genome)

genomic clustering a group of QTN loci that are in close physical linkage with one another and exhibit elevated divergence relative

to the rest of the genome

inversion haplotype alleles (for

individual i)

alleles at QTNs found in an inverted arrangement for individual i

inversion window span of the genetic map in which an inversion is present in the metapopulation

inversion window QTNs all QTNs found within an inversion window that is present in the metapopulation

mean inversion effect size mean additive effect of the inverted arrangement on the phenotype averaged across all copies of the inverted

arrangement

no-inversion control simulation simulations without inversions where spatially divergent selection is acting on the quantitative trait (control for

adaptation dynamics due solely to inversions)

no-selection control simulation neutral simulations where individuals all had equal fitness but inversions were occuring (control for inversion

dynamics due solely to migration, mutation and drift)

no-selection inversion window inversion window in the no-selection control simulations (used as a control to compare to inversion selection

simulations)

nonadaptive inversion window inversion window that did not meet the three criteria for concentration of divergence within the inversion (from

selection simulation, see electronic supplementary material, S2 for criteria)

QTN quantitative trait nucleotide (single base): the derived allele has a causal effect on the phenotype, while the

ancestral allele is neutral

selection simulation simulations with inversions where spatially divergent selection is acting on the quantitative trait
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scans, and questions remain as to whether some of these
examples could be statistical artefacts [17,18].

Inversion polymorphisms have been observed when LA
is occurring in the face of high levels of gene flow, but current
models have yet to evaluate the mechanisms underlying
this process. To date, models have focused on conditions in
which inversions capture all like-effect, locally adapted
alleles, which typically requires some period of allopatry
(i.e. zero gene flow) for inversions to aid in LA [19–22].
This theory showed that inversions are likely to establish
when the loci they capture are weakly linked and under
weak selection [19,23]. Closely linked alleles experiencing
low recombination can behave as a large-effect locus [24]
and in this case the inversion does not offer an advantage
[23] because the alleles are not prone to swamping by
migration (hereafter: swamping-resistant alleles; swamping
occurs when a locus is unable to overcome the homogenizing
effect of gene flow, resulting in the loss of genetic variance at
a locus under selection [25,26]). These models, however,
assumed a period of allopatry.

No modelling study has explored the possibility for inver-
sions to facilitate adaptation under high gene flow, as we
see empirically in species like Atlantic cod (Gadus morhua)
and monkey flower (Mimulus guttatus; [10,11,27]). Recent
simulations have illustrated the importance of the accumu-
lation of small-effect alleles in LA under high gene flow
[26,28]. A highly polygenic, genotypically redundant (as in
[29]) architecture can allow for LA to occur even when the
alleles are individually prone to swamping by migration
(hereafter: swamping-prone alleles; [27]). Therefore, the ques-
tion remains as to whether genomes with multiple, large and
old inversions involved in LA under high gene flow could be
consistent with a highly polygenic architecture, and whether
inversions could establish as a means of accumulation (as
opposed to capture, as previous theory/simulations have
assumed) of small-effect alleles [30].

Empirical studies have identified that putatively adaptive
inversion polymorphisms tend to be long (range in size from
approx. 100 kb–100 mb; reviewed in [3]). Previous simulations
have mainly evaluated inversions of fixed length ([20–22], but
see continent-island model [31]), and this limits the inferences
that can be made due to the unexplored interplay between
length and the possibility to capture both adaptive and mala-
daptive loci. If a phenotype is highly polygenic, longer
inversions that capture quantitative trait nucleotides (QTNs;
table 1) could be more likely to capture alleles with opposing
effects on a phenotype and therefore, smaller inversions that
capture the right combination of alleles might be more preva-
lent. On the other hand, theory predicts that adaptive alleles
arise near each other because of higher establishment probabil-
ities [32], and therefore longer inversions might have a higher
probability of establishment if they arise neutrally and
accumulate QTNs through mutation [32].

Putatively adaptive inversions can bemillions of years old,
but their origins have been debated. In species where ecotype
differentiation predated the inversion, researchers concluded
that the inversion captured a beneficial combination of locally
adapted alleles at the time the inversion mutated (‘capture’;
[11,33]). Conversely, other empirical studies found that
accumulation of mutations inside an inversion over time
caused it to establish and persist in the population (‘gain’;
[12]). Since previous simulation studies focused on the capture
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dynamics of inversions introduced at a specific period of time
[19,20,22,23,34], they lacked the flexibility to explain these
empirical observations.

Another empirical observation that is not well explained
by current models is the involvement of overlapping inver-
sions in LA. While overlapping inversions were observed in
insects as early as the 1950s using karyotyping [35–37], it
was not until recently that overlapping inversions were dis-
covered to play a role in LA in diverse taxa (e.g. [13,38,39]).
In 1953, Wallace [40] argued there should be selection
against overlapping inversions, due to the formation of
aneuploid gametes and the disruption of blocks of genes.
Wallace predicted that overlapping inversions can only
be maintained by selection, but the field currently lacks
models to test this prediction.

To better understand the mechanisms through which
inversion polymorphisms facilitate LA under polygenic archi-
tectures and the potential for statistical artefacts, we built a
novel set of forward-time quantitative genetic simulations
that allow for both QTN and inversion mutations to arise
and either persist or be lost due to swamping or drift. Our
simulations improve upon previous models (see electronic
supplementary material, S1 for comparison of our model to
some relevant models) because inversions of a range of sizes
can mutate each generation, inversion mutations can arise
anywhere in the genome, and the genetic architecture of the
trait can evolve. Additionally, our combined population and
quantitative genetic framework allows us to partition the addi-
tive genetic variance (VA) for a trait between inverted versus
collinear genomic regions (non-inverted; table 1).

We compare simulations with and without inversion
mutations across a range of parameters, to ask five main ques-
tions: (Q1) Under what conditions do inversions increase the
degree of LA under gene flow? (Q2) Under what conditions
is divergence concentrated within inversions? (Q3) What are
the characteristics of adaptive inversions? (Q4) For an adaptive
inversion to segregate and persist under LA with gene flow,
must it capture QTNs initially? (Q5) Do outlier tests reliably
detect adaptive inversions? To meet a high level of rigour,
we included multiple types of controls in our study (neutral
segments within the same genome, control simulations with
inversions but without selection, control simulations without
inversions but with selection). These controls allowed us to
identify adaptive inversions that contributed disproportio-
nately to divergence and compare them to (i) the collinear
genome, (ii) nonadaptive inversions and (iii) the neutral
genome. We elucidated the conditions under which long
inversions evolved early in divergence, captured multiple
small-effect loci at the time of mutation, and gained small-
effect loci over time, which led them to behave similarly to a
single large-effect supergene complex of loci.
2. Methods
(a) Simulation model
We simulated a two-patch, Wright–Fisher, forward-time simu-
lation using SLiM (v. 3.6; [41]). Rather than run every simulation
to equilibrium, our goal was to compare inversion dynamics
across awide parameter space after a large number of generations.
We simulated 21 linkage groups (LGs), each 10 centimorgans (cM)
long, with a resolution of 0.0001 cM between proximate bases in
SLiM. In 20 of the LGs QTN mutations could arise, and the 21st
was neutral. Thus, our simulations represented the case where
unlinked regions of the genome affected by selection were tracked
within a much larger (untracked) genome. The recombination
rate (crossover rate) was scaled to mimic the case where SNPs
were collected across each LG (similar to a SNP chip), but still
low enough to allow signatures of selection to arise in neutral
loci linked to selected loci (in the simulations 100 000 bases was
10 cM; in humans 100 000 bp would correspond to 0.1 cM).
Our demes consisted of N = 1000 diploid individuals in each
deme, and the population-scaled mutation rate Neμ for QTNs
whose effect size was drawn from a normal distribution with a
mean of 0 and standard deviation of σm depended on the par-
ameter level: for ‘polygenic’ Neμ = 0.00002 and σm = 0.2 (lower
mutation rate and larger effect size of mutations); for ‘highly
polygenic’ Neμ = 0.0002 and σm = 0.002 (higher mutation rate
and smaller effect size of mutations); which are on the scale that
lead to evolution of polygenic architectures [26,42]. We simulated
six levels of migration ranging from low migration to panmixia
(m = {0.001, 0.01, 0.1, 0.25, 0.4, 0.5}) and included simulations
with and without environmental variance added to individual
phenotypes (σenv = {0, 0.1}). The phenotype of a given individual
i in deme p was calculated as the sum of the QTN effect sizes (α)
across all QTN loci (nj) in their genome with the addition of
environmental variance:

zip ¼
Xnj
j¼1

X2
k¼1

akjip þ eip ð2:1Þ

where αkjip was the effect size of allele k at locus j in individual i
in deme p, and eip =N(0, σenv) was environmental noise added
to the trait value for that individual. Phenotypes were under
stabilizing selection, with an individual’s fitness wi in a given
deme p governed by a Gaussian fitness function:

wip ¼ 1� exp
ðzip �QpÞ2

v2
p

 !
ð2:2Þ

where Qp represented the deme-specific phenotypic optimum
and v2

p represented the strength of stabilizing selection on the
trait. We simulated three strengths of selection corresponding
to the width of the stabilizing fitness function (i.e. vp = {0.75
(strong), 1.5 (moderate), 3.0 (weak)}). Demes were made up of
non-overlapping generations and were connected via a migration
rate m. After migration, individuals were chosen to reproduce in
each deme with a probability proportional to their fitness, and
offspring were produced from parental gametes after mutation
and recombination (see electronic supplementary material, S2,
section I.A. for further details on order of events). At the start of
each simulation, we simulated a 10 000 generation neutral burn-
in period that allowed standing genetic variation to arise. After
that period, the demes were given phenotypic optima (Qp) of +1
and −1. A summary of all parameters and variables used in the
simulations can be found in electronic supplementary material,
S2, table S1. Each parameter combinationwas run for five replicate
simulations over 60 000 (30 N) generations. For each simulation,
loci were filtered for minor allele frequency (MAF) > 0.01 for all
analyses below. Filtering of the VCF files for MAF was done
using vcftools (v0.1.16; [43]).
(b) Inversion polymorphisms
The inversion mutation rate per genome was drawn from the
binomial distribution with a single draw and a probability of
an inversion mutation of μinv = 0.001, which equated to, on
average, two inversions in the metapopulation per generation.
This parameter is the estimated average genome-wide mutation
rate that Berdan et al. [8] concluded in their review of species
across different systems. The length of the inversion mutation
was drawn from a discrete uniform distribution [100, 50 000]
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(i.e. up to half the linkage group length) and the location was
drawn randomly from the 20 linkage groups thatwere undergoing
selection (inversions did not arise on the neutral linkage group).
In inversion heterozygotes, crossovers in the inversion region
were suppressed (r = 0); individuals homozygous for the inversion
underwent recombination at rate r as usual. For computational
simplicity, new inversions could not overlap within the same
genome and could not break the end of a linkage group in the
individual when they mutated (see electronic supplementary
material, S3, figure S1). However, overlapping inversion windows
(table 1) could evolve and segregate in the metapopulation (elec-
tronic supplementary material, S3, figure S1), and for this reason
we neglected the dynamics of double crossovers or gene conver-
sion due to computational intractability. However, our code
appropriately modelled the inversion haplotypes that would be
created by crossovers in homozygotes for the inverted arrange-
ment (electronic supplementary material, S3, figure S2, see
GitHub issue for thorough description: https://github.com/Mes-
serLab/SLiM/issues/203). For each simulation, inversion
mutations were filtered for MAF > 0.01.

(c) Control simulations
To evaluate how inversions facilitated adaptation, we needed
two different control scenarios that were paired with every par-
ameter combination’s selection simulations (table 1). First, we
carried out a paired no-inversion control simulation (table 1),
which recorded how much LA would occur just based on the
parameters of the simulation without inversion mutations (the
null expectation for LA). The no-inversion control simulation
was run using a separate random seed so mutations would not
occur at the same position or time. Second, we carried out a
no-selection control simulation (table 1) in which all individuals
had equal fitness, but inversion mutations were allowed to occur
(the null expectation for inversion dynamics by drift, mutation
and migration). The no-selection control was run with the
same seed to determine whether the same simulation without
selection would result in a similar amount of divergence due
solely to gene flow and drift. We used these two control simu-
lations to create null distributions for various summary
statistics described below.

(d) Q1: Under what conditions do inversions increase
the degree of LA under gene flow?

To determine whether inversions influenced the degree of LA
that occurred for each parameter combination, we compared
simulations with μinv > 0 to no-inversion control (μinv = 0) simu-
lations. LA was calculated as the sympatric versus allopatric
contrast: the mean fitness of the sympatric demes (e.g. individ-
uals in home/local deme) minus the mean fitness of allopatric
demes (e.g. individuals in away/foreign deme; [44]).

(e) Identifying adaptive inversions for Q2–Q5
Before we could answer the other study questions, it was necess-
ary to determine from our simulations which inversions were
concentrating LA (i.e. divergence) above the level expected by
chance. Using the paired control simulations, we identified adap-
tive inversion windows (table 1) as inversion windows that met
three criteria. The first two criteria were met if the focal inversion
window had a greater concentration of FST outliers in the inver-
sion per unit map distance relative to collinear regions within
the same genome. In the first criteria, outliers were QTNs with
FST values as extreme or more extreme than the FST values of
QTNs in no-selection simulations (this controlled for divergence
expected by chance due to demography in the absence of selec-
tion). In the second criteria, outliers were QTNs with FST values
as extreme or more extreme than the FST values for all neutral
loci (on LG 21; this controlled for divergence expected by
chance due to demography in the same simulation). The third cri-
teria was met if the focal inversion window harboured a higher
proportion of the total VA than the collinear genome based on
unit map distance (see electronic supplemenary material S2, sec-
tion I.B. for details on all criteria). These three criteria were
evaluated for all inversions that were present in the final gener-
ation of the simulation (i.e. generation 60 000). Inversions that
met all three criteria were labelled as adaptive inversion windows
and inversions that did not meet all three criteria were labelled as
nonadaptive inversion windows (table 1). These criteria were not
perfect, but were sufficient for interpreting the results.
( f ) Q2: Under what conditions is divergence
concentrated within inversions?

We evaluated the genomic architecture of divergence in all selec-
tion simulations where LA evolved. To identify when inversions
were involved in divergence, we first identified simulations with
a non-zero number of adaptive inversions that evolved. Then, we
compared the amount of VA that was present in the inverted seg-
ments of the genome to the expectation if VA was evenly
distributed across the 20 LGs (i.e. the percent of the genome
that was inverted). This comparison allowed us to identify
when VA was concentrated in inverted regions above and
beyond what would be expected.
(g) Q3: What are the characteristics of adaptive
inversions?

For each parameter combination, we identified the average
number of adaptive inversion windows, as well as their (i)
length, (ii) age (i.e. based on the generation at which the inver-
sion mutation arose), and (iii) the number of inversion window
QTNs (table 1) scaled by the inversion length in cM. Data were
compared across three categories: (i) for all adaptive inversion
windows, (ii) for all nonadaptive inversion windows (may
have contained some QTNs although they did not disproportio-
nately contribute to LA), and (iii) for all no-selection inversion
windows (table 1) from the paired control simulation.

In addition, we calculated the critical migration rate for each
parameter combination following equation (3) of Yeaman and
Whitlock (mcrit; [24]). The critical migration rate is the threshold
migration rate below which locally favoured alleles tend to
diverge between demes and persist for long enough to contribute
to LA [24], and gives insight intowhether individual QTNswould
be swamping-prone or swamping-resistant based on their effect
size. We visualized the distribution of QTNs effect sizes relative
to the effect size above which they would be swamping-resistant
(or below which they would be swamping-prone) across the fol-
lowing categories: (i) inside adaptive inversions, (ii) inside
nonadaptive inversions, and (iii) in collinear regions.
(h) Q4: For an adaptive inversion to segregate and
persist under local adaptation with gene flow, must
it capture QTNs initially?

We assessed the genetic architecture that was captured when the
inversion occurred (i.e. number and effect sizes of QTNs
captured) and tracked how that genetic architecture evolved
through time. To assess what an inversion captured at the time of
mutation, we calculated the total effect size of the inversion haplo-
type, zinv, based on the sum of effect sizes at inversion haplotype

https://github.com/MesserLab/SLiM/issues/203
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alleles (table 1) within the individual at the time of origin:

zinv ¼
Xnj
j¼1

X2
k¼1

ajk ð2:3Þ

where αjk was the effect size of allele k at locus j and was summed
across all nj loci inside the inverted haplotype. Each adaptive inver-
sion was labelled as either neutral origin, when zinv = 0, or as capture
when zinv ≠ 0 (i.e. absence or presence of QTNs inside the inverted
arrangement when it mutated, respectively).

Once an inversion increased in frequency in the metapopula-
tion, individuals could acquire different combinations of QTN
alleles within that inverted arrangement, which would result
in multiple inversion haplotypes (unique combinations of
QTNs within the inverted arrangement among individuals) seg-
regating in the metapopulation. For each inversion, we tracked
the mean inversion effect size (table 1) by averaging zinv across
all copies of the inversion arrangement in the metapopulation
every 1000 generations:

�zinv ¼
Pn

c¼1
Pncj

j¼1 acjk

n
ð2:4Þ

where αcjk was the effect size of a given allele k at locus j in copy c
of the focal inverted arrangement, ncj was the number of QTNs in
copy c, and n was the number of copies of the focal inverted
arrangement. When like-signed alleles accumulated within the
inverted arrangement (each potentially on different haplotypes),
the mean inversion effect size grew in magnitude.

Next, at the end of the simulation, we evaluated whether the
genomic region in which the inversion occurred gained QTNs
over time (gain versus no gain). We evaluated this at the level of
the metapopulation within the inversion window because QTN
mutations that arose on thestandardarrangement could still contrib-
ute to divergence. If the number of QTNs in the metapopulation
within the inversion window at the time of origin and at the final
timepointwere the same or fewer, adaptive inversionswere labelled
as ‘no gain’; otherwise, they were labelled as ‘gain’.

(i) Q5: Do outlier tests reliably detect adaptive
inversions?

To test whether current genome scan methods correctly identified
adaptive inversions, we ran all selection and no-selection control
simulations through two commonly used outlier detection
methods: (i)OutFLANK, which uses the FST distribution of neutral
SNPs as a null distribution to identify putative loci under selection
[45]; and (ii) pcadapt, which identifies outlier loci using principal
components analysis that accounts for population structure (see
electronic supplementary material, S2, section I.C.; [46]).
3. Results
To simplify the presentation of the results, we compared: (i) a
polygenic architecture with a lower QTN mutation rate and
moderate QTN effect sizes (QTNs typically swamping-resist-
ant, except at high migration rates) to (ii) a highly polygenic
architecture with a higher QTN mutation rate and small QTN
effect sizes (QTNs typically swamping-prone, even at lower
migration rates). Within the polygenic architecture, hundreds
of loci (after MAF filtering) underlied the evolving trait with
each QTN explaining on average 0.071% of the VA (averaged
across all parameter combinations and replicates; see elec-
tronic supplementary material, S3, figure S3 for breakdown
of the distribution of QTN effect sizes and %VA per par-
ameter combination). Conversely, within the highly
polygenic architecture, thousands of loci (after MAF filtering)
underlied the diverging trait with each QTN only explaining
on average 0.004% of the VA (electronic supplementary
material, S3, figure S3). A comparison of the amount of LA
and the %VA showed that results with and without environ-
mental variance were similar; therefore, the data from the
former were used for reporting the results (electronic sup-
plementary material, S3, figures S4–S7).
(a) Overview
Most simulations reached a migration–mutation–drift equili-
brium as evidenced by stability in the amount of LA over
thousands of generations (electronic supplementary material,
S3, figures S4 and S5). Over a large parameter space, simu-
lations with inversions led to similar levels of LA as those
without, and both had similar trajectories through time (elec-
tronic supplementary material, S3, figures S4 and S5).
Although the simulations reached an equilibrium level of
LA, in some cases there was an exchange of VA from the col-
linear to the inverted genome through time that did not
stabilize (electronic supplementary material, S3, figures S6
and S7). The ability of the metapopulation to reach an equili-
brium level of LA while the underlying polygenic
architectures never truly reached an equilibrium was possibly
due to genetic redundancy leading to transient frequency
changes and allelic covariances [26,29]. Interestingly, across
many of our simulations where inversions were implicated
in adaptation, multiple inversions evolved. In some cases,
adaptive inversions were overlapping (electronic supple-
mentary material, S3, figure S8a,b) or completely within
other inversions (electronic supplementary material, S3,
figure S8c,d). However, the latter case mainly occurred in
the highly polygenic scenario.
(b) Q1: Under what conditions do inversions increase
the degree of local adaptation under gene flow,
and Q2: Under what conditions is divergence
concentrated within inversions?

The genomic basis for LA varied both across different
parameters and also between inversion and no-inversion con-
trol simulations. We binned the results into three different
outcome categories depending on whether (i) divergence
was concentrated within inversion window(s) (i.e. adaptive
inversions were identified and VA was concentrated within
the inverted genome), and (ii) LA was higher in simulations
with inversions compared to no-inversion control simulations
(figure 1a,b). We observed transitions from one outcome to
another outcome in some areas of the parameter space, and
these were labelled with both outcomes.

(A) ‘Outcome 1: Inversions do not concentrate divergence
nor increase LA’ (figure 1 red diamond outcome) occurred
when inversion and no-inversion control simulations had simi-
lar levels of LA (figure 2a–d, red diamonds), and there was no
concentration of divergence within inversions above that
expected. This outcome commonly occurred under polygenic
architectures, where alleles were typically swamping-resistant
and the metapopulation quickly achieved an equilibrium level
of LA (electronic supplementary material, S4, red diamond
outcomes). These conditions generally did not result in a
concentration of VA within inversions more than expected
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(figure 2e,f, red diamonds), nor the evolution of adaptive
inversions (by our three criteria, figure 2g,h red diamonds).

For this outcome, the genetic architecture of adaptation
varied from genome-wide divergence (figure 1c red diamond
example, occurred under strong selection and low migration),
to several loci of moderate effect (polygenic architectures
with moderate/weak selection and low migration, or strong
selection and high migration) in both inversion and no-
inversion control simulations (see parameter combinations
representing the red diamond outcome in electronic sup-
plementary material, S4 for details). Under low gene flow
and strong selection, divergence was typically genome-wide
(with high FST across the genome) and there were rarely
any inversions that were adaptive by our criteria. Under
these low-gene flow conditions, however, there was a much
larger number of inversions that established in the simu-
lations with selection compared to the no-selection controls
(electronic supplementary material, S4, pages 10 and 21).
This suggested inversions were establishing at higher num-
bers than expected because they captured locally adapted
sets of alleles after the deme had already reached an equili-
brium level of LA, but this did not further affect the level
of LA.

By contrast, this outcome still occurred under higher gene
flow in the polygenic architectures, even though in these
cases some proportion of QTNs were swamping-prone, and
we might have expected inversions to offer an advantage
(figure 1a, rightmost red diamond outcome in polygenic
cases). In these cases, there was a lot more migration load
(in the form of alleles that did not increase fitness in that
deme) that made it unlikely that an inversion would harbour
a favourable set of alleles at any point in time (see electronic
supplementary material, S4, pages 5, 9). In most of the other
cases, however, inversions were not necessary to facilitate
adaptation in this parameter space because alleles were
swamping-resistant.

Finally, some parameter combinations had variation
between replicate simulations in whether adaptive inversions
evolved or not. Adaptive inversions evolved in some replicates
because inversions happened to occasionally capture an
advantageous combination of already locally adapted alleles
that had higher FST values than what would be expected due
to drift (i.e. in comparison to loci on the neutral linkage
group; see electronic supplementary material, S2, section
I.B.4 criteria b for details). This transitory region of the par-
ameter space was designated both a red diamond and an
orange square (see below for orange square description).

(B) ‘Outcome 2: Inversions concentrate divergence but do
not increase LA’ (figure 1; orange square outcome) occurred
when divergence was concentrated in inversions more than
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expected, but inversionsdidnot increase the amountofLAcom-
pared to no-inversion control simulations (figure 2a–d, orange
squares). In this case, VA was concentrated within inversion
windows (figure 2e,f, orange squares), and multiple adaptive
inversions typically evolved (figure 2g,h, orange squares).

This outcome could be achieved through three mechan-
isms. The first mechanism occurred with polygenic
architectures at (i) low migration and moderate selection and
(ii) intermediate migration rates and strong selection
(figure 1a, red diamond/orange square outcomes) when
QTN alleles were not swamping-prone. Under these con-
ditions, adaptive inversions typically established long after
LA was achieved in the metapopulation (e.g. younger inver-
sions) because they tended to capture locally adapted sets of
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alleles (electronic supplementary material, S4, pages 6, 11–14).
The capture event(s) did not lead to a higher level of LA com-
pared to no-inversion controls, due to alleles not being prone to
swamping in the latter.

The second mechanism occurred with highly polygenic
architectures at low/moderate migration and under strong
selection (figure 1a orange square outcome in highly polygenic
architectures, strong selection, m = 0.01), when QTNs were a
combination of swamping-prone and swamping-resistant (elec-
tronic supplementary material, S4, page 22). In simulations
with inversions, adaptive inversions typically arose early in
adaptation and gained swamping-prone QTNs through time,
leading to concentration of QTNs within the inversion (elec-
tronic supplementary material, S4, page 22). The simulations
without inversions achieved similar levels of LA, due to
many swamping-resistant QTNs scattered across the genome
(electronic supplementary material, S4, page 22).

The third mechanism also occurred with highly polygenic
architectures under strong selection, but with higher levels of
migration (figure 1a second orange square in highly polygenic
architectures, strong selection, m = 0.1), when many QTN
mutations were swamping-prone. In this case, migration
was high enough such that genomic clustering (table 1) in the
no-inversion control simulations was necessary for alleles to
avoid swamping by migration, but not so high as to erode
genomic clustering (e.g. figure 1d orange square; electronic
supplementary material, S4, page 23). Thus, simulations with
and without inversions achieved similar levels of LA due to
genomic clustering. Without inversions, clustering produced
similar patterns to an adaptive inversion in FST outlier plots
and genotype heatmaps (e.g. electronic supplementary
material, S3, figure S9). In the simulations with inversions
(and in contrast to the first mechanism discussed above), adap-
tive inversions typically arose early in adaptation and gained
QTNs through time (electronic supplementary material, S4,
page 23).

(C) ‘Outcome 3: Inversions concentrate divergence and
increase LA’ (figure 1; blue circle outcome) occurred when
divergence was concentrated in inversions more than expected
based on their size, and inversions also increased the amount of
LA compared to no-inversion control simulations (figure 2b,d,
blue circles). The VA was concentrated within inversion win-
dows above that expected based on their size (figure 2f, blue
circles) and genomes harboured multiple adaptive inversions
(figure 2h, blue circles). This only occurred under highly poly-
genic scenarios, when a large proportion or all QTNmutations
were swamping-prone (mcrit >> m, electronic supplementary
material, S4, pages 17–20, 24–25). Under high migration, no-
inversion control simulations did not form genomic clustering
because the clusters were partially or fully eroded bymigration
(figure 1e blue circle outcome), and thus simulations with
inversions achieved a higher level of LA (electronic sup-
plementary material, S4, pages 24–25). When migration was
low and selection was weak/moderate, only a slight or
modest increase in LA was achieved by the addition of inver-
sions (electronic supplementary material, S4, pages 17–20).
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Across all blue circle outcomes, adaptive inversions typically
arose early in adaptation and gained QTNs through time (elec-
tronic supplementarymaterial, S4, pages 17–20, 24–25; see also
Q4 below).

(D)Outcome 4:No LA.Under high gene flowandweak-to-
moderate selection, LA did not evolve (blank space; figure 1a).
In a few rare cases, very few adaptive inversions evolved,
even though no LA occurred (figure 2g,h; see parameters that
have no symbol on x-axis, but have some number of adaptive
inversions). This meant that the inversions harboured diver-
gence for the trait above what was expected by random, but
not enough to contribute to divergence under high gene flow.

(c) Q3: What are the characteristics of adaptive
inversions?

Across all simulations where adaptive inversions evolved, we
found that these inversions tended to be older (figure 3a) and
longer (figure 3b). Additionally, they contained more length-
normalized QTNs when highly polygenic, but not when poly-
genic compared to nonadaptive inversions and neutral
inversions from the no-selection paired control simulation
(figure 3c,d). There were some exceptions to these general pat-
terns based on the conditions of the simulation (but see
electronic supplementary material, S3, figure S10 for break-
down of characteristics across the parameter space). For
instance, sometimes inversions arose late in adaptation and
captured locally adapted alleles. This occurred when QTNs
were a combination of swamping-prone and swamping-resist-
ant (as described ‘Inversions concentrate divergence but do not
increase LA’), or when a recent inversion mutation overlapped
with an older adaptive inversion.
(d) Q4: For an adaptive inversion to segregate and
persist under local adaptation with gene flow, must
it capture QTNs initially?

Three distinct evolutionary histories for adaptive inversions
were evaluated: (i) neutral and gain: QTNs were absent
within inversions at the time of origin, but accumulated
over time; (ii) capture and no gain: at the time of mutation
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the inversion captured one or more QTNs, but did not gain
additional QTNs through time; and (iii) capture and gain: at
the time of mutation the inversion captured one or more
QTNs and also gained additional QTNs over time. Across
all simulations that had adaptive inversions, we found that
the overwhelming majority arose by capturing standing gen-
etic variation at the time of mutation and then accumulating
mutations through time (i.e. capture and gain; figure 4a). It
was not straightforward to determine the relative importance
of capture versus gain to inversion evolution, but we could
understand the qualitative contribution of each by examining
the dynamics of individual inversions.

We illustrate this with a simulation from the highly poly-
genic architecture, high gene flow scenario (strong selection,
m = 0.25, blue circle; figure 4b–e), in which simulations with
inversions achieved LA while those without inversions did
not. All inversions discussed and shown are those that
were present in the final generation of the simulation (i.e.
60 000). This simulation evolved seven adaptive inversions
that were numbered according to when they arose (i–vii). In
this simulation, one inversion arose before the burn-in and,
by drift, had a small positive effect on the phenotype at the
onset of selection (inversion i), which set it on a trajectory
to gain mean inversion effect size through time (figure 4b).
After the onset of selection, four more inversions (ii–v) cap-
tured a small set of locally adapted alleles and then gained
mean inversion effect size and FST through time (figure 4b;
electronic supplementary material, S3, figure S11). The age
distribution of QTNs within these first five inversions
shows that the majority of QTNs were gained through time
(electronic supplementary material, S3, figure S12a,b). In
addition, inversions ii–v established during a bout of adap-
tation (15 000–20 000 generations). By contrast, two
inversions (vi–vii) arose after LA had reached equilibrium,
primarily captured diverged QTNs already present in the
genome (electronic supplementary material, S3, figure S12a,
b), and did not change much in mean inversion effect size
through time (figure 4b). Their establishment did not increase
the total amount of LA (electronic supplementary material,
S4, page 24). Interestingly, there was considerable mutation
load (in terms of alleles that bring the phenotype away
from the optimum) segregating inside all the inversions (elec-
tronic supplementary material, S3, figure S13).

Nonadaptive inversions and control inversions (from no-
selection simulations) segregating at the end of the simulation
typically arose recently (figure 4c,d respectively), had low FST
values (electronic supplementary material, S3, figure S11),
and consisted of QTNs that were 2–3 orders of magnitude
younger than QTNs in adaptive inversions (electronic sup-
plementary material, S3, figure S12c,d). Although the
amount of LA reached an equilibrium after the initial adap-
tive inversions established early in divergence, the mean
inversion effect size (figure 4b) and inversion FST (electronic
supplementary material, S3, figure S11) steadily increased
through time and did not appear to reach equilibrium. This
suggested a gradual transition of the genetic architecture of
divergence from the collinear genome to the inverted
genome through time. Other inversions arose throughout
the simulation, but were lost due to either drift or swamping.

Three sets of inverted arrangements evolved that over-
lapped on the genetic map (electronic supplementary
material, S3, figure S1). These overlapping inverted arrange-
ments appeared as a single large inversion block in both FST
outlier plots and genotype heatmaps (electronic supplemen-
tary material, S3, figure S9). The first overlap consisted of
inversion arrangements i and vi (figure 4e): inversion i estab-
lished first in deme 1 (blue colour; figure 4b), followed by
inversion vi several thousand generations later. However,
inversion vi was at a higher frequency in deme 2 (i.e. red
colour; figure 4b) because it captured alleles on the standard
arrangement that had already diverged due to being within
the inversion i window. The second overlap of inversion
arrangements were iii and iv (figure 4e), which established
one shortly after the other in a bout of adaptation (electronic
supplementary material, S3, figure S11), but again each
arrangement was at a higher frequency in an opposite deme
(figure 4b). Finally, the third overlap consisted of inversion
arrangements v and vii (figure 4e), where v established early
in divergence in deme 2 (i.e. red colour; figure 4b) and inversion
vii arosewithin the bounds of inversion v and established late in
divergence in deme 1 (i.e. blue colour; figure 4b). Inversion vii
captured locally adapted alleles and its mean inversion effect
size remained constant (figure 4b), and thus did not affect the
level of LA. There was one other inversion (inversion ii) that
established in deme 2 during the bout of adaptation (i.e. red
colour; figure 4b), but did not overlap with another inversion.

(e) Q5: Do outlier tests reliably detect adaptive
inversions?

Overall, we found that pcadapt and OutFLANK accurately
categorized adaptive, nonadaptive, and neutral inversions
as outliers for genetic differentiation across a wide parameter
space (electronic supplementary material, S3, figure S14a–d;
compare blue bars to yellow). Although both methods were
generally accurate, each had slight, unique weaknesses
when differentiating between adaptive and nonadaptive
inversions (see electronic supplementary material,
S3, figures S14–S16 for detailed explanations and examples
of weaknesses).
4. Discussion
Understanding the conditions in which inversion polymorph-
isms not only harbour loci affecting adaptive divergence but
actually increase the amount of LA that populations can
reach is an important yet unresolved evolutionary question.
Using simulations that both incorporate flexible inversion
characteristics and combine quantitative and population
genetic frameworks, our study unites these two fields
and provides a unique perspective on the way inversion
polymorphisms influence genome architecture and LA. We
showed that inversions facilitated LA under high gene
flow when loci were mostly swamping-prone, spatially
divergent selection on the phenotype (determined by the
strength of stabilizing selection on the trait and the difference
in trait optimums among demes) was sufficiently strong,
and the trait was governed by a highly polygenic architecture
(i.e. high mutation rate, small mutation effect size on the
trait). Under these conditions, genomes with multiple long,
old inversions evolved, and each inversion acted similarly
to a supergene complex of loci. In addition, inversions
also facilitated adaptation at low migration and weak-to-
moderate selection, but to a much lesser degree. In addition,
we showed that inversions could still harbour the genetic
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basis of LA, even when they did not facilitate a higher level of
LA.

Additionally, we found that the degree to which alleles
were prone to swamping by migration indicated whether
inversions facilitated LA. When a major proportion of alleles
were swamping-prone, divergence was often concentrated
within inversions. As the proportion of swamping-prone
alleles increased, the amount of divergence in inversions typi-
cally increased. There was an exception to this general rule:
we found that in a few cases adaptive inversions did not
evolve when alleles were swamping-prone. This outcome
occurred when there was more migration load (in the form
of alleles segregating in a deme that did not increase fitness
in that deme) and mutations of larger phenotypic effects,
which made it rare that an inversion would harbour a favour-
able set of alleles at any point in time. On the other hand,
when the majority of mutations were swamping-resistant,
inversions rarely concentrated divergence more than
expected. Occasionally they would capture a beneficial com-
bination of alleles that were already diverged and therefore,
would not influence the total amount of LA. These general
patterns may be hard to test empirically, but are important
avenues for the development of future theory.
 200
(a) Genetic architecture of local adaptation
By contrast to previous models that focused on the capture of
advantageous alleles by inversions (which typically arises
after a period of allopatry), our research showed that the evol-
ution of adaptive inversions did not require these conditions
and could occurwith high gene flow.However, adaptive inver-
sions could arise in a variety of ways whichwas affected by not
only the level of gene flow, but also the degree of spatially
divergent selection. Together these processes, along with the
strength of genetic drift, determined the extent to which indi-
vidual QTNs were swamping-prone and the conditions
when inversions were beneficial for adaptation.

Although the role of selection and its interplay with both
migration and the genomic architecture underlying diver-
gence has not been fully resolved in the literature [47,48],
many empirical examples of ecotype divergence have found
that genomic clustering and inversions underlie differen-
tiation [10,11,49]. A growing body of theory has supported
these empirical findings [24,32,50], although previous
models have not compared the dynamics of genomic cluster-
ing to that of inversions in a common modelling framework,
as we have here. By comparing inversion simulations to no-
inversion-control simulations, we highlighted how the geno-
mic architecture of adaptation was influenced by the level of
swamping. When most alleles were swamping-resistant, we
did not find that genomic clustering or inversions played a
major role in adaptation. As the proportion of swamping-
prone alleles increased (either due to decreasing selection
strength and/or increasing migration), genomic clustering
in no-inversion simulations resulted in LA equal to that of
genomes with inversion mutations under a narrow range of
conditions (i.e. strong selection and intermediate migration,
m = 0.1). As the proportion of swamping-prone alleles
increased further (either due to decreasing selection strength
and/or increasing migration), inversion simulations achieved
a higher level of LA than no-inversion simulations due to
genomic clustering being partially (moderate selection, m =
0.01) or fully (strong selection, m = 0.25 and 0.4) eroded by
swamping in the latter.

Some empirical studies have distilled the relationship
between genetic architecture and gene flow to a simple relation-
ship: as gene flow increases, more clustering evolves. We
showed that it is a muchmore nuanced story when the strength
of selection on both the trait and the individualQTNswere con-
sidered, as these greatly influence the degree of swamping. In
addition, we showed that when most loci were swamping-
prone, genomic clustering was eroded and inversions were
the only mechanism that facilitated adaptation. Determining
the exact threshold in which genomic clustering is eroded and
inversions are the only mechanism by which adaptation can
occur is an important next step for analytical theory. Addition-
ally, quantifying critical migration rates and the degree towhich
genomic architectures are swamping-prone is an important step
for future empirical research.

When inversions are implicated in adaptation, they are
often outliers in genome scan methods and this can lead
investigators to focus entirely on the inversion region. How-
ever, our simulations showed that these outliers can consist
of many polygenic loci with small effects [24], without any
large effect loci affecting the trait. By simulating a quantitat-
ive genetic trait, we were able to partition additive genetic
variance (VA) into different regions of the genome. Under
conditions in which inversions played an important role in
adaptation, inversions rarely explained more than 50–60%
of the VA. Thus, our simulations predict that if inversions
evolve under highly polygenic architectures, a substantial
part of the VA will be outside of inversions; however, it
will remain undetectable by genome scans because the trait
is governed by loci of small effect. In line with this prediction,
a recent empirical study that partitioned VA for adaptive
traits in the marine snail Littorina saxatilis found that approxi-
mately half of the VA was inside inversions and half in the
collinear genome [51]. Although it is tempting to want to
identify targets of selection that may be harboured in inver-
sions, care must be taken when interpreting potential
targets of selection inside inversions and empirical studies
should consider how a polygenic trait architecture may
influence those interpretations.

(b) Capture versus accumulation and inversion length
and age

There is currently a debate about whether inversions capture
QTNs at the time of mutation or if they arise neutrally and
accumulate QTNs through time. Some have suggested that
the accumulation of mutations inside the inversion over
time caused it to establish and persist (e.g. gain scenario;
[12]). Conversely, in species where ecotype differentiation
predates the inversion age estimates, researchers have specu-
lated that the inversion captured locally adapted alleles at the
time of mutation (e.g. capture scenario; [11]). Across nearly
all of our simulations, the most common mechanism for the
establishment of adaptive inversions was capture combined
with accumulation/gain. Although we were unable to quan-
tify the relative importance of capture and gain, we were able
to qualitatively determine whether the dynamics were driven
by mostly capture or mostly gain. Under conditions where
alleles were not swamping-prone (e.g. low gene flow) inver-
sions were rarely involved in adaptation; but when
inversions were involved, they were typically young and
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captured alleles that were already locally adapted, followed
by little accumulation.

In contrast, under conditions where alleles were swamp-
ing-prone, inversions typically arose early in adaptation and
captured a small number of advantageous like-effect alleles
(which allowed the inversion to overcome drift), followed by
a substantial accumulation of QTNs in the inversion window
until migration–drift–selection equilibrium was reached. This
resulted in most adaptive inversions being much larger and
older compared to nonadaptive inversions. A larger size
increased the probability of capturing an advantageous combi-
nation of loci that pushed them over the drift threshold early in
adaptation, and over thousands of generations they gained
mutations that caused adaptive divergence. Under these
swamping-prone conditions, large inversions were unlikely
to establish after the phenotype reached equilibrium for that
deme because they would be more likely to capture an
unfavourable combination of alleles that caused the phenotype
to move away from that equilibrium and potentially overshoot
the optimum. Capture-and-gain could be a plausible mechan-
ism to explain the old age and large size of inversions in
empirical studies [3,11].

On the other hand, we did observe overlapping inversions
or inversions-within-inversion mutations arising after the phe-
notype reached equilibrium in swamping-prone simulations; a
phenomenon that has been observed empirically in LA (e.g.
[13,38,39]). The overlapping inversions arose later in the simu-
lation because they captured QTNs that were already locally
adapted within an inversion that arose early in the simulation
via a capture-a-little-and-gain-a-lot mechanism. Often the
newer overlapping inversion would capture locally adapted
alleles on the standard arrangement in the opposite deme as
the onewith the higher frequency of the inverted arrangement.

Taken together, our findings lend support to a stepwise
model of supergene evolution where adaptation occurs via
multiple structural changes and accumulation of 100s of
linked loci underlying an evolving trait [52,53]. Note that
the way our simulations were set up, in which a large
amount of VA was segregating at the onset of environmental
change, is partly why capture and gain/accumulation was so
commonly observed. Nevertheless, these results highlight an
unexplored dynamic in empirical studies and show that the
capture and gain of very small effect alleles is a plausible
mechanism for adaptive inversions to arise.
5. Future directions
Although our simulations incorporated many aspects of rea-
lism previously lacking in other modelling studies, there are
still other mechanisms important for the evolution of inver-
sions in adaptation that we did not address. These include
mechanisms that may hinder the spread and maintenance of
an inversion, such as the accumulation of globally deleterious
mutations within inverted regions [8]. Note that in our model,
new QTN mutations could behave as locally deleterious
because their effect on fitness depended on the genetic back-
ground on which they arose. Therefore, in our simulations
the genetic background of an individual could greatly influ-
ence whether a new inversion established or was lost. True
globally deleterious mutations, however, can also generate
overdominance (i.e. heterozygote advantage) which does not
generally happen for LA alleles except under special
conditions (e.g. fluctuating environments). This could lead to
different dynamics than our LA alleles. Inclusion of true
deleterious mutations was not explored in our simulations,
but would be an important avenue for future research to
understand the interaction of deleterious mutations and LA
alleles on the invasion and maintenance of inversions.

Gene flux can also decrease the establishment probability of
an inversion through the breakup of adaptive loci via gene con-
version or double-crossover events [34,54]. Rates of gene flux
have mainly been estimated in Drosophila and have ranged in
value between approximately 10−5 to 10−8 [55]. Previous
models have found that the inclusion of gene flux can reduce
the establishment probability of an inversion [20,34]. These
studies, however, assumed conditions in which the genetic
material that ‘fluxed’ was perfectly adapted to its local con-
ditions, as well as an oligogenic architecture with only a few
loci underlying adaptation [20,34]. Although gene flux was
not simulated in this study because it was computationally
intractable, the influence of gene flux on our results is not
immediately clear. Due to the polygenic nature of our simu-
lations and genotypic redundancy, small-effect alleles with
both positive and negative effects on the phenotype segregated
within inversions (a type of mutation load; [26,29]). This
demonstrates that adaptive inversions can have, at any point
in time, both a favourable and an unfavourable set of alleles
for the local conditions. Gene flux would thus deliver alleles
of both effect sizes to the other orientation, which may not be
as detrimental to LA as it would be if all alleles within the
inversion were perfectly adapted to their local conditions.

On the other hand, we also showed in our simulations
that inversions facilitated adaptation evenwithout consideration
of additional mechanisms that, although possibly hindering
the initial spread of an inversion, may also facilitate increa-
sed divergence of an already established inversion. A few
examples include heterozygote disadvantage through under-
dominance (e.g. decreased fecundity due to unbalanced
gametes; [6,56,57]) or genomic incompatibilities (e.g. Bateson-
Dobzhansky-Müller incompatibilities; [8,58–60]). Other mech-
anisms, such as shifting genes to a new regulatory region or
through disrupting sequences in the inversion breakpoints,
may increase or decrease the establishment probability of inver-
sions depending on their phenotypic effects. These mechanisms
would involve simulating selection on the inversion arrange-
ment itself, which is different from our simulations in which
selection acted directly on the inversion content (e.g. QTNs)
and indirectlyon the arrangement. In addition,we didnot simu-
late conditions to evaluate linked selection (e.g. background
selection or selective sweeps of neutral loci). These consider-
ations are important next steps for understanding the complex
dynamics of inversions in adaptation.

Future research could seek to relax additional assump-
tions made in this study. Firstly, our simulations were run
for 60 000 generations (30 N) and thus represent the amount
of LA and genetic architecture present at a snapshot in
time. Although most simulations reached an equilibrium
amount of LA, in some cases we observed a gradual shift
of VA from the collinear genome to the inverted genome
that did not seem to reach equilibrium. Secondly, lower
heritabilities than evolved here (either due to higher environ-
mental noise or lower VA) may lessen the probability of
inversions being involved in adaptation. Investigating the
equilibrium dynamics over greater time scales and lower
heritabilities is an important direction for future research.
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6. Conclusion
Our results highlight how highly polygenic architectures
can lead to an inversion behaving as a single large-effect
locus. Previous theory has shown that an inversion does
not offer a selective advantage for closely linked loci because
they are effectively swamping-resistant [23], and our results
corroborate this theory. When loci are loosely linked and
swamping-prone, however, the advantage of being captured
by an inversion is much greater and this increases the estab-
lishment probability of the inversion [23]. In other words,
large-effect loci (that are not swamped by gene flow) do
not need to be captured by an inversion to lead to LA,
while under polygenicity there are many more possible
locations for useful inversions, making the probability of an
adaptive inversion to arise much higher. Exceptions might
be in an allopatric model (such as [22]), whereby an inversion
that arises in allopatry and captures like-effect loci will persist
under secondary contact, or in some of the scenarios pre-
sented here, in which an inversion captures locally adapted
alleles, but do not lead to higher levels of LA.

In conclusion, our simulations raise interesting hypoth-
eses that could be tested empirically. When inversions are
inferred to play a central role in adaptive divergence of a
trait under high gene flow, our simulations predict that the
trait will be highly polygenic (H1). This hypothesis can
now be tested by using gene editing to ‘flip’ an inverted
arrangement back to a standard arrangement and then con-
ducting quantitative trait mapping. Our simulations also
predict that inversions will play a central role when most
QTNs are swamping-prone, while the phenotype is under
strong spatially divergent selection (H2). Determining the
extent to which alleles underlying a quantitative trait are
swamping-prone (which is determined by migration rate,
drift, and the strength of selection) is an important direction
for future research. Our simulations also predict that adaptive
inversions will harbour a significant proportion of the VA in
the trait, but a significant proportion will also be harboured
outside adaptive inversions (H3). This hypothesis can be
tested by partitioning the VA to inverted and collinear regions
with an animal model (see [51] for an example). Furthermore,
with sequencing data now being used to identify all inver-
sions segregating in a metapopulation (e.g. [13,61]), the
predictions from this study regarding the characteristics for
adaptive versus nonadaptive inversions (e.g. size, age) can
be tested (H4). Research aimed at evaluating these predic-
tions will have important implications for advancing our
understanding of how intraspecific diversity evolves in the
face of gene flow.
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