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Abstract—Recent research applies soft computing techniques
to fit software reliability growth models. However, runtime
performance and the distribution of the distance from an optimal
solution over multiple runs must be explicitly considered to justify
the practical utility of these approaches, promote comparison,
and support reproducible research. This paper presents a meta-
optimization framework to design stable and efficient multi-
phase algorithms for fitting software reliability growth models.
The approach combines initial parameter estimation techniques
from statistical algorithms, the global search properties of soft
computing, and the rapid convergence of numerical methods.
Designs that exhibit the best balance between runtime perfor-
mance and accuracy are identified. The approach is illustrated
on a nonhomogeneous Poisson process software reliability growth
model, including a cross-validation step on data sets not used
to identify designs. The results indicate the nonhomogeneous
Poisson process model considered is too simple to benefit from
soft computing because it incurs additional runtime with no
increase in accuracy attained.

Index Terms—Software reliability, software reliability growth
model, soft computing, numerical methods, multi-phase algo-
rithms

I. INTRODUCTION

Recent research has seen an explosion in the number of
studies applying soft computing techniques and especially
swarm algorithms [[1], [2] to fit software reliability growth
models (SRGM). While optimization techniques [3] are es-
sential to fit models and enable predictions, these past studies
often fail to consider two competing attributes, namely (i)
the speed of convergence to the maximum likelihood estimate
(MLE) and (ii) the stability of convergence to this maximum.
These two attributes are especially important when implement-
ing tools for non-experts [4], [5] because the model fitting
step must be both fast and consistent, so that users who often
lack detailed knowledge of the underlying mathematics can
be confident that the parameter estimates are accurate and
that model assessments and predictions reported by the tool
can be trusted. Moreover, soft computing techniques often
exhibit robust global search, which has helped to overcome the
instability of early numerical techniques such as the Newton-
Raphson method. However, numerical methods exhibit mathe-
matically proven rates of convergence and can therefore serve
as a powerful complement to soft computing techniques, sug-
gesting that multi-phase algorithms incorporating soft comput-
ing techniques followed by traditional optimization procedures
may achieve the desired tradeoff between speed and stability

of convergence. A framework is needed to identify stable and
efficient multi-phase algorithms that leverage the strengths
of these alternative approaches to (i) promote the objective
comparison of alternative algorithms for fitting models and (ii)
focus the research community on the practical goal of stable
and efficient algorithmic designs for implementation in a tool
that will support the widespread application of SRGM in the
user community.

Surveys [6], [7] document dozens of applications of soft
computing techniques to fit SRGM and closely related prob-
lems, while Mohanty et al. [8] reviewed papers published
between 1990 and 2008 that applied Al and soft computing
techniques to SRGM, effort estimation, and other software.
Examples of machine learning techniques include neural net-
works [9], [10]] and support vector machines [11], [[12], while
metaphor-based meta-heuristics and evolutionary algorithms
include genetic algorithms [13], [14]], [15], genetic program-
ming [16], [17], harmony search [18], [19], and gravitational
search [20]]. Applications of swarm intelligence algorithms,
which share information among members of the popula-
tion, include particle swarm optimization [21], [22], artificial
bee colony [23], ant colony optimization [24], [25], cuckoo
search [26]], grey wolf optimization [27], firefly [28]], [29], ant
lion optimization [30], and whale optimization [31].

Hybrid approaches have also been proposed, including
genetic algorithms to optimize the parameters of particle
swarm [32], [33] and grey wolf optimization [34] as well as
methods that combine artificial bee colony and particle swarm
optimization [35]]. Despite their global search properties, nei-
ther individual or pairwise combinations of these population-
based search techniques converge rapidly and precisely to
the maximum in a manner similar to traditional numerical
methods such as the Newton-Raphson method when provided
accurate initial estimates or statistical algorithms, including
the expectation maximization (EM) algorithm [36]], [37] and
expectation conditional maximization (ECM) algorithm [38]],
[39]. Thus, multi-phase algorithms composed of a swarm
algorithm for global search followed by local search with
a numerical or statistical algorithm is a naturally appealing
concept to capitalize on the strengths of these two classes
of algorithms to achieve a balance between convergence and
speed.

To impose structure and support reproducibility, this paper
proposes a framework to design multi-phase model fitting



algorithms. Algorithms to perform multi-objective optimiza-
tion [40] such as a posteriori methods, which seek to produce
all Pareto optimal solutions or a representative subset, are
suitable for this purpose. Examples include Normal Con-
straint [41] and Successive Pareto Optimization [42] as well
as evolutionary methods such as the Non-dominated Sorting
Genetic Algorithm (NSGA)-II [43] and the Strength Pareto
Evolutionary Algorithm [44]. NSGA-II is employed in this
study because of its widespread success in diverse problem
domains, although the other approaches may also be suitable
for the design of stable, efficient, and accurate multi-phase
algorithms.

Our approach explores the space of alternative algorithmic
designs for those that exhibit a combination of consistent
convergence and runtime. These designs combine initial pa-
rameter estimation techniques, swarm algorithms, and numer-
ical methods. The intuition is that designs including a swarm
algorithm must contribute to global search without compro-
mising runtime excessively in order to justify the number
of iterations, population, and cost of evaluating the objective
function and moves within the search space before switching
to a gradient-based method. The framework is applied to
a nonhomogeneous Poisson process (NHPP) [45] software
reliability growth model. A cross-validation step assesses the
accuracy and runtime of dominant designs on alternative data
sets. The results indicate that the NHPP model did not benefit
significantly from a multi-phase algorithm because of the
relatively low dimension, smoothness of the objective function,
and efficient and accurate initial estimates enabled by the EM
algorithm.

The remainder of this paper is organized as follows: Sec-
tion [T describes a concrete implementation of an approach to
design multi-phase algorithms. Section [[II| reviews likelihood
functions, which serve as the primary optimization objective
and Section illustrates the approach, including cross-
validation to verify speed and stability. Section [V] concludes
and identifies possible directions for future research.

II. STABLE, EFFICIENT, AND ACCURATE MULTI-PHASE
ALGORITHM DESIGN

A systematic approach to design and assess alternative
three-phase algorithms would enumerate all possible combina-
tions of algorithms and measure their speed and stability for a
range of t; and ¢;;. Consider two three-phase algorithms A
and A,. These algorithms may be composed of different Phase
I, II, and III algorithms as well as potentially distinct rules for
determining ¢; and ¢;;. These design choices produce unique
combinations of stability (percentage of runs that converge
to the optimal or a near optimal solution), performance (run
time), and accuracy along the Pareto front, where accuracy is
defined as (1 + ¢), 1.0 is the optimal value, which is known
for test cases, and ¢ is the error.

A preferred algorithm will be fast, accurate, and stable.
However, later ¢t; may improve stability and accuracy because
Phase I algorithms are suitable for global search that increases
the likelihood of convergence to the optimal or a near optimal

solution, but lower performance because of the computational
cost incurred. Conversely, earlier {; may lower stability and
accuracy but improve performance. Similarly, later £;; may
improve stability an accuracy because Phase II algorithms are
suitable for making consistent progress toward a maximum,
but also lower performance because of computational costs.
Moreover, earlier t;; may lower stability and accuracy, but
increase performance. Thus, there are many possible algorith-
mic designs and efficiency is inherently a competing constraint
with stability and accuracy.

If algorithms A; and A, exhibit the same performance but
A; possesses greater stability, it would be preferred. Similarly,
given the choice between two algorithms of equal stability, the
faster one would be preferred. Furthermore, a designer may
wish to impose an upper bound on the time required to com-
plete and a lower bound on stability to ensure suitability for
use in a computer-aided tool. These bounds create constrained
multi-objective optimization problems. Algorithms that reside
within this region for a range of ¢; or ¢;; constitute the space
of feasible solutions.

A. Non-dominated Sorting Genetic Algorithm-II

NSGA-II [43] is an extension of the genetic algorithm [46]]
to efficiently identify the Pareto frontier of a multi-objective
optimization problem. Inputs include a user specified num-
ber of generations (iterations), population of chromosomes
(candidate solutions), and a probability of crossover, which
is used when hybridizing parent chromosomes to produce
candidate offspring. In each generation, chromosomes are
decoded and evaluated with respect to a fitness function. In
this case, each chromosome represents an alternative multi-
phase algorithm design and is run on the optimization problem.
One candidate is said to dominate another if and only if all of
its optimization objectives are preferred. Each iteration of the
NSGA-II algorithm employs non-dominated sorting to order
existing candidates according to the number of alternative
candidates dominating them.

To avoid outliers, each design is run an odd number of
times, non-dominated sorting performed, and the median value
chosen as the chromosome’s fitness. A crowding distance
function is applied to sort chromosomes according to their
fitness in a manner that encourages search along the Pareto
frontier. Selection samples two pairs of chromosomes and the
dominant chromosome in each pair undergo crossover and
mutation to produce a pair of offspring. The most dominant
parents and offspring combine to form the next generation and
the process repeats.

Figure [T| shows the components of an example candidate so-
lution for the multi-phase algorithm design problem. The first
three sets of bits respectively correspond to (i) the method of
generating initial parameter estimates, (ii) a swarm algorithm
to perform efficient global search, and (iii) a numerical method
to achieve convergence. Examples of techniques employed to
produce initial estimates include interval-constrained random
number generation and an adaptation of the expectation max-
imization algorithm [37]. Swarm algorithms presented in [1],



[2] were implemented, including particle swarm optimiza-
tion [47], the bat [48]], artificial fish swarm [49], cuckoo
search [S0], firefly [S1], flower pollination [S2], artificial bee
colony [S3], and wolf search [54] algorithms. A potential
design may also omit the swarm algorithm stage. Swarm bit
sequences are used to map uniformly within the range of avail-
able swarm algorithms. Our implementation does not allow
crossover or mutation within the swarm-stage bits because
parameter values that perform well for one algorithm tend not
to perform well for another swarm algorithm. This restriction
was determined to be reasonable, as phylogenetically diverse
animals in nature cannot interbreed. Thus, the population
consists of subpopulations that compete for dominance similar
to the manner in which different species evolved on earth.
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Fig. 1: Encoding of multi-phase algorithm

Numerical methods available in the SciPy library [335],
including the Nelder-Mead algorithm [56], Powell’s
method [57], conjugate gradient [58]], the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm [59], Limited-memory
BFGS [60], truncated Newton’s method [61], and the
sequential least squares procedure [62] were employed.
Numerical bit sequences also map uniformly within the range
of available numerical algorithms. However, a numerical
method is always included to ensure convergence to an
optimum. Thus, the bit sequence 00...0 encodes a numerical
method not the omission of this phase. In all cases, numerical
method convergence is defined as | f(x;+1) — f(xi)| < &€ when
improvement in successive values of the objective function
fall below a small positive convergence criteria € > 0.

The fourth and fifth sets of bits are integers defining
the population size and number of iterations for the swarm
algorithm, if one is included in the design. The remaining
sets of bits are floating point values for each parameter of
the swarm algorithm. Since the alternative swarm algorithms
possess different numbers of parameters, only the first £ < n
sets of bits are decoded according to the swarm algorithm.
This leads to a small amount of memory in unused bits
of chromosomes when a swarm algorithm possesses fewer
parameters.

To represent the parameters of swarm algorithms as floating
point values within a finite interval (6=, 67), the bit sequence
is decoded according to
bio

max (1)
10

0=06"+ (0" —67)x

where by is the Base-10 value of the bit sequence and b}H** is
the maximum possible value of that bit sequence. For example,
a parameter constrained to the interval (0.4, 0.5) using a four-
bit sequence possessing the value 01102 may be interpreted
as 6 = 0.44, since 0.4 + (0.5 — 0.4) x . A linear increase
in the number of bits exponentially increases the precision of

the decimal values in the interval, but also increases the time
to decode.

III. LIKELIHOOD FUNCTION

The multi-phase algorithm design framework is illustrated
in the context of nonhomogeneous Poisson process software
reliability growth models [45]]. Therefore, this section provides
a self-contained review. The NHPP counts the number of
unique software defects discovered as a function of testing
time and a SRGM fit to defect data enables predictions such
as the number of defects remaining, the number of defects that
would be detected with additional testing, and the probability
of failure free operation for a specified period of time in a
specified environment (reliability [63]).

Given defect discovery times T = (t1,t9,...,1,), the
objective function is to maximize the log-likelihood function

L(t;;©) = —m(ty) + > _log (A(t:)) 2
i=1
where © is the vector of model parameters and A(t) := angt(t)

is the instantaneous failure rate at time {.
For example, the mean value function of the Weibull
SRGM [64] is

m(t) =a (1 - efbtc) 3)

where b and c are the scale and shape parameters, respectively.

Two alternative methods for generating initial parameter
estimates were incorporated into the encoding of the multi-
phase algorithm described in Figure |1] The first was uniform
random numbers by ~ U(0,0.1) and ¢ ~ U(0,5) with
ag = 176_% and the second was uniform random numbers
in an interval about feasible initial estimates determined by
the expectation maximization algorithm [37], such that by ~
UL x Z” 7705 X Zli tc) and ¢g ~ U(%,s), since ¢ = 1
is the spemal case where the Weibull reduces to the Goel-
Okumoto [65] model and s = 2 is a user-defined parameter
to control the width of the interval.

IV. ILLUSTRATIONS

This section illustrates the application of the framework to
the nonhomogeneous Poisson process, including design and
cross-validation experiments and accompanying discussion.

Table [| summarizes the parameters of NSGA-II, including
the number of generations, population size, precision of nu-
merical parameters, and crossover logic.

TABLE I: NSGA-II Parameters

Parameter Value
Generations 128
Population 128
Number of runs 31
Bits per parameter 32
Crossover probability 98%
Use head-tail crossover True




A. NHPP Software Reliability Growth Model

The NSGA-II implementation of the multi-phase algorithm
design problem was run with the Weibull NHPP SRGM as
the objective function defined by Equations and on
the SYS1 data set [66]. Pareto optimal designs trained on this
data set were then cross-validated with eight similar data sets
to assess the generalizability of their performance with respect
to run time and accuracy.

Figure [2] shows the percentage of the population utilizing
each swarm algorithm as a function of the generations of
NSGA-IIL By the end of 128 iterations, designs incorporating
the artificial bee colony (ABC) algorithm constituted the
majority of the population. However, this does not necessarily
mean that multi-phase designs incorporating ABC are “best”
because the multi-objective nature of the problem requires
explicit consideration of the tradeoff between speed and accu-
racy, which we were able to quantify because the maximum of
Equation (2) on the SYS1 data [66] is known to be 966.0803
at parameter values a = 172.5262, b = 0.000696, and
¢ = 0.676739. This design stage required about 90 minutes to
complete.
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Fig. 2: Percentage of population utilizing alternative swarm
algorithms in each generation of NSGA-II

To compare alternative designs, Figure [3] shows a Pareto
plot composed of the 128 members of the population in the
final generation. Figure |3| indicates that the designs achieving
the lowest median runtimes included a swarm stage utilizing
the artificial bee colony algorithm, but a median error of as
much as 0.8%, whereas many of the designs achieving low
median error did not incorporate a swarm stage. For example,
the fastest design (0.001990 seconds) with low median error
(e = 0.005716), denoted Design 1, employed six iterations
of the artificial bee colony algorithm with a population of six
bees with subpopulations scout (34.7%), experienced (39.5%),
and onlooker (25.8%), which rounded to two bees in each
of the three subpopulations, and experienced bee parameters

wp = 0.607, wg = 0.738, r = 0.191. This brief swarm stage
was followed by the Truncated Newton algorithm.
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Fig. 3: Pareto frontier of multi-phase algorithm designs in
final generation of NSGA-II on Weibull NHPP SRGM

Solutions at the knee of the curve in the bottom left
of Figure 3| may be preferred because they simultaneously
achieve low error and runtime. For example, Design 2 was
the fastest algorithm with error below 0.001 (¢ = 0.000273),
achieving a median runtime of 0.002581 seconds with the
Broyden-Fletcher-Goldfarb-Shanno algorithm and no swarm
stage. Design 3 also employed BFGS, exhibiting median error
nearly 16 times smaller than Design 2 with ¢ = 0.000017,
but increased median runtime approximately 1.67 times to
0.004414 seconds. Thus, the variation between Designs 2
and 3 was explained by the number of runs (31) and initial
parameter estimation based on the EM algorithm, which was
selected over uniform random numbers in all three designs
identified in Figure [3]

To test the generalizability of our designs, we ran the two
unique designs identified in Figure [3on eight additional failure
times data sets from the software reliability literature [66],
which took about five minutes to complete. The number of
runs was increased to 63 and the 32" run from the dominated
sort used to determine the median, which greatly reduced
variation similar to the differences between Designs 2 and 3
observed in the design phase.

Figure 4| shows the results of these cross-validation exper-
iments, where each of the eight data sets is indicated by a
unique marker and the results of Design 1 (black), which
applied EM initial estimates, six iterations of the artificial
bee colony optimization, and a Truncated Newton algorithm,
while Design 2/3 (gray) applied EM initial estimates and
the Broyden-Fletcher-Goldfarb-Shanno algorithm. With few
exceptions, nearly 90% (24/27) of the combinations exhibited
median error below 0.001. Moreover, most of the combinations
with negligible error exhibited median run times between
0.005 and 0.015 seconds, similar to the range (0.005,0.010)
observed in Figure 3| The relatively slow performance of both



designs on CSRI1 is likely data set specific. The main result
of the comparison is that Design 1 possessing a swarm stage
was only faster on one data set (S2) and more accurate on
only two data sets (SYS2 and SS3), suggesting that a simple
and efficient initial parameter estimation technique applied
in conjunction with a traditional numerical method may be
preferred over a multi-phase algorithm utilizing a swarm stage
for models with a relatively small number of parameters.
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Fig. 4: Cross-validation Pareto frontier

V. CONCLUSIONS AND FUTURE RESEARCH

This paper presented a framework to design stable and
efficient multi-phase algorithms for fitting software relia-
bility growth models. The Non-dominated Sorting Genetic
Algorithm-II was employed to identify designs that achieved
a desirable tradeoff between these competing objectives. The
framework implemented several swarm intelligence algorithms
and numerical methods, allowing designs with and without a
swarm stage. The framework was employed to identify multi-
phase algorithms for a nonhomogeneous Poisson process soft-
ware reliability growth model. Cross-validation was performed
on other failure time data sets. The results suggested that the
NHPP SRGM considered did not benefit significantly from a
multi-phase algorithm.

To promote future research, the source code of the frame-
work, algorithms implemented, and experiments have been
published as an open source repository, available from |GitHub.
The framework will be applied to higher dimensional problems
such as models possessing a larger number of parameters.
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