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Abstract
Researchers often need to manipulate faces, such as developing a continuum between two faces or averaging a set of faces. 
In order to do so, researchers use morphing software, but they first need to fit a template to the idiosyncratic landmarks in 
each face. In this paper, we present a set of landmark templates for the Chicago Face Database (CFD; Ma, D. S., Correll, J., 
& Wittenbrink, B. (2015). The Chicago Face Database: A free stimulus set of faces and norming data. Behavior Research 
Methods, 47(4), 1122–1135). The CFD is a free online face database containing images of faces of people from various races 
and genders. We provide templates for each of 597 neutral (non-expressive) faces in version two of the CFD. Our templates 
are unique because the facial landmarks were hand placed by researchers. Hand placing facial landmarks allows for more 
accurate placement of landmarks than a computer-generated template. Historically, hand-placed templates were created by 
individual labs and not shared. In this paper, we describe how our templates were created, and some possible uses for the 
templates. We hope that our templates ease the burden for other researchers to manipulate faces.

Keywords  Face perception · Social perception · Face manipulation · Morph 

The Chicago Face Database (CFD; Lakshmi et al., 2021; 
Ma et al., 2015, 2020) comprises over 800 faces and has 
been downloaded thousands of times by researchers around 
the world. The first two versions of the database contained 
American faces of different races including Black, White, 
Latinx, and Asian. The database was recently expanded 
to include multiracial faces as well as Indian faces photo-
graphed in Delhi, India.

Researchers use the CFD for a variety of experiments, 
which can range from person perception (e.g., Wilson et al., 
2017), to interpersonal interactions (e.g., Olivera-La Rosa 
et al., 2020) to stereotyping and prejudice (e.g., Rees et al., 
2019). Depending on the research design and methodology, 
researchers may want to manipulate the faces they present to 
participants. Often, manipulation involves averaging faces 
together (e.g., Ji & Hayward, 2021; Ritchie et al., 2020; 

Valentine et al., 2004), and morphing/transforming faces 
(e.g., Beale & Keil, 1995; Walker & Tanaka, 2003).

In order to manipulate a face using morphing software, 
a set of facial landmarks typically needs to be placed on 
the image. Combined, these facial landmarks are referred 
to as a template and allow software to differentiate details 
of the face. As the number of landmarks placed on the 
face increases, the specificity of the face approximation 
increases. Figure 1 shows a face with an applied template. In 
the template shown, 17 landmarks are used to approximate 
each eye. Some landmarks outline the edges of the eyelids, 
while others approximate the shape of the iris and the pupil. 
These landmarks are numbered so that the same landmark 
can be placed at the same relative position across faces. For 
example, suppose landmark 100 indicates the left pupil of a 
specific face. Landmark 100 will also indicate the left pupil 
for every other face that is included in the set.

There are two ways a face can be templated. Either the 
template can be automatically placed by software or the 
template can be hand-placed. Computer-generated templates 
are often used by computer scientists (Baddar et  al., 
2016; Juhong & Pintavirooj, 2017) and have been used in 

 *	 Balbir Singh 
	 balbir.singh@colorado.edu

1	 Department of Psychology and Neuroscience, University 
of Colorado Boulder, Muenzinger D343D, 345 UCB, 
Boulder, CO 80309, USA

http://orcid.org/0000-0002-3120-1791
http://crossmark.crossref.org/dialog/?doi=10.3758/s13428-022-01830-7&domain=pdf


	 Behavior Research Methods

1 3

psychological research as well (Jones et al., 2021). Dlib is 
one such machine learning toolkit (King, 2009) that can be 
used in conjunction with other Python packages to template 
faces. Unfortunately, computer-generated templates do not 
always detect facial structures and place landmarks correctly 
(Jones et al., 2021). For computer scientists who may be 
looking at patterns that emerge across hundreds or thousands 
of faces, this measurement error may not pose much of a 
problem (Baddar et al., 2016). However, errors can create 
artifacts in averages or morph continua that are problematic 
for laboratory studies (Scherhag et al., 2019; Venkatesh et al., 
2020). Even more troubling, these errors seem to depend 
on race (and other demographic variables) such that faces 
of some races are more likely to have errors in their facial 
landmarks compared to other races (Jones et al., 2021; see 
Abdurrahim et al., 2018 for a review of errors in automatic 
face recognition). If researchers are looking to manipulate a 
specific face, computer-generated templates are less accurate 
than hand-placed templates.

Hand placing templates is tedious and time-consuming. 
Templating has often been done by individual labs around 
the world in order to complete specific projects. These tem-
plates are not usually shared (see DeBruine & Jones, 2017 
for an exception), and therefore the manipulated faces are 
not reproducible. It is important to note that there can be 
ethical and or legal constraints on researchers that can pre-
vent them from being able to share templates. Since tem-
plates outline the shape and features of the face, the template 
itself contains identifying information. Researchers should 
only share templates if they have permission to share and 
distribute the models’ face.

The Chicago Face Database (CFD) is a freely available 
and downloadable resource for academics and researchers. 
To aid researchers who would like to manipulate faces 

easily and reproducibly, we have built a set of hand-placed 
templates for all of the neutral faces in version two of 
the CFD. Each of these templates has been placed by one 
researcher and checked by a second researcher to ensure 
consistency within and between faces. In consultation with 
the authors of the CFD, we are able to make our set of 
facial landmarks available on the CFD website: https://​
www.​chica​gofac​es.​org/​resou​rces/. Researchers can visit 
the Chicago Faces website, download the CFD, and then 
navigate to the resources tab to download these templates. 
Each template is written as a .tem file, which can be used 
with Psychomorph (Tiddeman et al., 2005) and WebMorph 
(DeBruine, 2018). These programs natively read .tem files 
and are free and open access to researchers.

Psychomorph and its online counterpart WebMorph are 
designed to read in images and template files. These pro-
grams can then be used to manipulate faces. To manipu-
late faces, both Psychomorph and WebMorph calculate a 
vector of change between two images. For example, let’s 
consider the left pupil landmark. For the first face, the 
pupil may be 2 mm from the top of the eyelid. On the 
second face, the pupil may be 4 mm from the top of the 
eyelid. Psychomorph and WebMorph use this difference 
along with every other difference from all of the land-
marks and the relationships between each landmark to 
calculate a vector of change from one individual face to 
the other individual face. This vector can then be applied 
to either of the faces, which results in a morphed face that 
sits between each of the two faces (at the percentage of the 
user’s choosing).

Below we describe how the templates were created. 
We then discuss several potential uses of the templates. 
Although there may be many more, we believe these exam-
ples include common and interesting uses of the templates.

Fig. 1   Example template superimposed onto a face. On the left is an Asian Female face from the CFD with a template superimposed on the face. 
On the right is a zoomed in view of the model’s left eye

https://www.chicagofaces.org/resources/
https://www.chicagofaces.org/resources/
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Method

We have built templates for all of the neutral faces that are 
included in version two of the CFD. Version two consists 
of 597 images of separate models. Each of the templates 
was created using WebMorph. WebMorph defaults to a 
189-landmark template referred to as the “FRL-face” tem-
plate, which we used for all of the templates1. WebMorph 
first asks the user to place an initial landmark on the left 
pupil, a second landmark on the right pupil, and a third 
landmark on the center of the bottom of the upper lip. 
After the first three landmarks are placed on the face, an 
initial rough template is automatically mapped onto the 
face. The generated template is a rough estimation of the 
facial features and is generally a relatively poor representa-
tion of the face. The researcher working on the template 
must move each landmark to its correct place on the face.

The template outlines the following features of the faces: 
Fifteen landmarks estimate the outer hairline as well the 
throat/larynx. Thirty landmarks estimate the inner hairline, 
jaw, and overall shape of the face. Five landmarks estimate 
each ear lobe. Inside the face, each structure of the face is 
outlined by landmarks: right and left eyebrows (k = 8 each), 
right and left eye crease (k = 5 each), right and left eye out-
line (k = 8 each), right and left iris (k = 8 each), right and 
left pupil (k = 1 each), right and left circle under eye (k = 3 
each), right and left cheekbone (k = 3 each), nose (k = 11), 
right and left nostril (k = 7 each), right and left smile line 
(k = 3 each), right and left philtrum (k = 2 each), outer lips 
(k = 12), upper and bottom lip (k = 5 each), crease between 
the bottom lip and chin (k = 3), and the chin dimple (k = 2).

Procedure

Training researchers

Four researchers templated faces and each of them was 
trained by the first author. The trainer would first template a 
face with the trainee present and then would ask the trainee 
to template a face on their own. They would then discuss any 
changes and continue this process until the templating style 
matched the trainer’s. Researchers templated one race and 
one gender at a time. All landmark templates were initially 
placed by the trained researcher. Once the landmark template 
was completed, either the first or second author reviewed 
the completed template to ensure consistency. Following 
the initial review of this manuscript, templates were again 
reviewed by the first author to ensure consistency with the 
templating style and the FRL-face template.

Template procedure

Each image from the CFD was uploaded into WebMorph. 
Images were not manipulated or edited in any way prior to 
upload. Once the image was uploaded, a researcher applied 
the 189-landmark default FRL-face template and then 
moved the landmarks to match the face structure.

It is important to note that some of the landmark place-
ments require subjective judgment. For example, the smile 
line represents the nasolabial fold. This fold can range from 
the outer nostrils to the lip. With only three landmarks to 
estimate this fold, researchers need to decide where to place 
each landmark. However, researchers made every effort to be 
consistent both within faces (placing the left and right smile 
line landmarks in the same relative places) and between 
faces.

The inner hairline deserves special mention. The hairline 
of faces fell into three categories, in some faces the hairline 
was distinct and there was little to no hair obstructing the 
hairline. In other faces, hair partially obstructed the hairline 
but most of the forehead was observable. Lastly, some faces 

Fig. 2   Hairline examples. Three images illustrating how hairline 
landmarks were placed on three use cases. (Left), When the top of the 
forehead and hairline are visible, landmarks were placed at the edge 
of the hairline. (Middle), When the edge of the hairline is not visible, 

but hair does not occlude the face, landmarks were placed at the edge 
of hair. (Right), When the edge of the hairline is not visible and the 
hair occludes the face, landmarks were placed at the presumed edge 
of the hairline

1  If a user would like to use the 189-point FRL-face template, it can 
be accessed on WebMo​rph.​org. This template is a creation of Lisa 
Debruine, PhD.

http://webmorph.org
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either did not have a distinct hairline (bald heads) or had a 
lot of hair that swept across the forehead so that the hairline 
was not visible. The researchers used the following guide-
lines. When the hairline was easily discernible, the inner 
hairline landmarks were mapped to the edge of the hairline. 
When there was a small amount of hair on the forehead, 
the researcher mapped the landmarks to the edge between 
the hair and the visible forehead. Lastly, when the hairline 
was indiscernible, the inner hairline landmarks were placed 
onto the occluding hair, based on the researcher’s estimate 
of where the hairline would be, see Fig. 22.

Possible template uses

In this section, we will describe a few possible uses of the 
templates. This is not an exhaustive list. Researchers may 
find novel and creative ways to use these templates (see 
Sutherland et al., 2017 for a review of face manipulation).

Averaging faces

One of the most common uses of morphing software 
involves averaging a set of faces (see Fig. 3 for an example). 
Once a user has a set of images that are templated, it is 
trivial to create an average in Psychomorph and WebMorph. 
Users simply denote which faces they want included in the 
average, and the software generates the image. The details 
on how the averaging function works are available online on 
WebMorph and Psychomorph (DeBruine, 2021; Sutherland, 
2015).

Fig. 3   Example average face. The center face is the average (determined by WebMorph) of the surrounding four faces. The shape, color, and tex-
ture have all been modified to the same degree

2  This hairline decision is optimal for some image transformations 
but not others. If two faces are being morphed and the researcher 
would like to produce a realistic face, then these templates should 
work for the researcher. If a researcher plans to use the templates in 
other ways (examining sexual dimorphism) than modifications to the 
templates may be required.
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Averaged faces can be used for a multitude of experi-
ments. For example, face averages can be used to assess 
attractiveness (e.g., Valentine et al., 2004), category rep-
resentations (e.g., Lloyd et al., 2020; Mangini & Bieder-
man, 2004), the presentation of depression in the face 
(Scott et al., 2013), as well as how individual identities or 
groups are encoded (Davis et al., 2020; Ji & Hayward, 2021, 
respectively).

Morph continua

Another common manipulation involves generating a contin-
uum of images that gradually transition between two faces. 
This is done by morphing two individual faces to create a 
new face that blends the two individual faces to different 
degrees (see Fig. 4 for an example, which uses average faces 
as the endpoints of the continuum). WebMorph and Psy-
chomorph allow the researcher to individually control the 
shape, texture, and color of the morph. In short, these three 
variables allow the user to fine tune the morph to increase 
believability (see Tiddeman et al., 2001, 2005). This type 
of morphing has been used many times in the literature. 
From investigating the detection and recognition of emo-
tion (Corneille et al., 2007), race (Levin & Angelone, 2002; 
Walker & Hewstone, 2006; Walker & Tanaka, 2003), and 
identity (Beale & Keil, 1995; Campanella et al., 2003; Levin 
& Beale, 2000), the possibilities are extensive.

Transforming (morphing a third face)

One of the reasons we chose to build these templates using 
Psychomorph and WebMorph, rather than another software 
package, was the unique way in which these two programs 
handle face manipulation. Psychomorph and WebMorph 
give the user the flexibility to employ three source faces in 
the manipulating process, rather than just two individuals. 
The first two individual faces are used to define the vector 
of change. The user can then apply that vector to transform a 

third face (e.g., DeBruine, 2005). This process is “an exten-
sion of morphing” referred to as transforming (Sutherland 
et al., 2017, p. 539). For example, a researcher might first 
create an average Black male face and an average White 
male face and define the vector of change between those 
two faces. Since that vector describes the difference between 
the averages, it should approximate the difference between a 
typical Black male face and a typical White male face. The 
researcher can then adjust a third face, such as a biracial 
(Black & White) face, adjusting it either in the direction of 
the Black-average pole of the vector or the White-average 
pole. This process effectively transforms the biracial face to 
appear more prototypically Black or prototypically White 
(see Fig. 5).

Using templates to measure faces

Lastly, templates can be used to measure facial features (e.g., 
Cai et al., 2019; Holzleitner et al., 2014). As previously dis-
cussed, the templates consist of landmarks that correspond 
to critical points, like the pupils of the right and left eyes or 
the tip of the nose, in a two-dimensional representation of 
the face. Each template consists of a list of (x, y) coordinates, 
and researchers can use those coordinates to measure the 
distances between landmarks.

Without the template, researchers could certainly manu-
ally measure the distance between any two features of 
the face. In fact, the CFD includes roughly 30 metrics of 
facial structure for each neutral face, including the distance 
between the pupils, the width of the face, the length of the 
nose, etc., which were measured in Adobe Photoshop. This 
process is tedious and time-consuming. On the other hand, 
using the templates we have developed, researchers can eas-
ily compute the distance between any pair of landmarks. 
With 189 individual landmarks, these templates easily allow 
a researcher to derive more than 17,000 possible measures 
of facial structure. Measurement could, of course, be auto-
mated using a program like R or Python or SPSS, to find 
the pupil-to-pupil distance (or any other distance) for all of 

Fig. 4   Example morph continua. The face on the left is an average 
White Male face created by a set of CFD faces. The face on the left 
is an average Black Male face created by a set of CFD faces. These 

two average faces were then morphed. The percentages refer to how 
much the shape, color and texture was adjusted from one end of the 
continua to the other. The resulting continua is shown
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the faces in the CFD. This method of measuring features of 
the face can be extended to configurations within the face, 
or global face measurements such as width to height ratios, 
shapes of the nose, and many others. To aid in this process, 
we created a single CSV file that includes the x,y coordinates 
of all 189 landmarks for all of the faces in CFD.

Conclusions

We believe these templates are a valuable resource to the 
community of researchers who use faces in their research. 
These templates should aid in manipulating CFD faces and 
may stimulate novel research questions and potentially novel 
methodologies. We hope that by making templates available 
for a commonly used face database, there will be a reduction 
of duplicative work. It is important to note that this reduction 
does come with a drawback. These templates all conform to 
the particular templating style adopted by our laboratory, 
which may result in certain idiosyncrasies. Nonetheless, we 
hope that the provided templates ease some of the barriers to 
face manipulation and face research more broadly.
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