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Abstract

Uniformity testing is one of the most well-studied problems in property testing, with many known
test statistics, including ones based on counting collisions, singletons, and the empirical TV distance.
It is known that the optimal sample complexity to distinguish the uniform distribution on m elements

from any e-far distribution with 1 — ¢ probability is n = ©(~ le§ (1/9) + logié/ 8) ), which is achieved by
the empirical TV tester. Yet in simulation, these theoretical analyses are misleading: in many cases,
they do not correctly rank order the performance of existing testers, even in an asymptotic regime of all
parameters tending to 0 or co.

We explain this discrepancy by studying the constant factors required by the algorithms. We show
that the collisions tester achieves a sharp maximal constant in the number of standard deviations of
separation between uniform and non-uniform inputs. We then introduce a new tester based on the
Huber loss, and show that it not only matches this separation, but also has tails corresponding to a
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Gaussian with this separation. This leads to a sample complexity of in the regime

where this term is dominant, unlike all other existing testers.

1 Introduction

Property testing of distributions is an area of study initiated in [GR11] and [BFRT00]. The foundation of
these works is a test for uniformity: given n samples from a distribution ¢ on [m], can we distinguish the case
that ¢ is uniform from the case that ¢ is e-far from uniform, with probability 1 — 07 The remarkable result is
that this is often possible for n < m, when we cannot learn the actual distribution. Over the years, several
different tests and bounds have been established for uniformity. In this paper we better understand and
explain the relative performance of these testers, then introduce a new uniformity tester that outperforms
all of them.

The first uniformity tester introduced was the collisions tester [GR11, BFR"00], which counts the number
of collisions among the samples. It is equivalent to Pearson’s x? test, or any other statistic quadratic in the
histogram. It succeeds with constant probability for n = O(y/m/e?) [DGPP19], which is optimal [Pan08].

What happens for high-probability bounds? Naive repetition gives a multiplicative O(log %) loss, but this

can be improved: Huang and Meyn [HM13] showed that the singletons tester [Pan08] achieves |/mlog §/e2,

but only in the setting of n = o(m) and e = Q(1). The collisions tester, however, really does involve a log §
loss [Peel5].

Achieving optimal dependence of the whole range is the empirical TV tester [DGPP18], which measures
the TV distance between the empirical distribution and uniform. It needs
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which is optimal in all settings of parameters.



To summarize 20 years of theory, the TV tester is asymptotically optimal while the collisions tester has
poor § dependence and the singletons tester is good for n < m but fails when n > m. This suggests that,
given an actual example of a uniformity testing problem, the TV tester is as good as possible.

In Figure 3 we compare the TV tester to the collisions tester in simulation. We test the uniform dis-
tribution against the distribution that puts 1£2¢ mass on half the bins, and =2 mass on the remaining
bins. This is the worst case e-far distribution for both these testers [DGPP18]. We find that, contrary to
the theoretical prediction, the collisions tester outperforms the TV tester on the parameters we consider.
In our first experiment, with m = n = 10* and ¢ = 1/8, the TV tester has twice the error rate as the
collisions tester (3.3% vs 1.7%). In our second experiment, with m = n = 10° and € = 1/10, the gap widens
to a factor 10 (10~* vs 107°) despite the error rate 6—the parameter the collisions tester is suboptimal
in—becoming much smaller. This means that our theory is giving the wrong advice: a practitioner should
prefer the collisions tester to the TV tester here.

To better explain this, and to develop a new tester that outperforms all existing ones, we need to start
considering constant factors.

Designing a new tester. How should we design an efficient tester for uniformity? We consider “separable”
testers that take as input the histogram Y} (so Y; is the number of samples equal to j), compute a statistic
m
S=>f¥),

Jj=1

and output YES or NO based on whether S lies below some threshold 7. Existing testers are all either of
this form, or use this as the main subroutine (e.g., after Poissonization or taking the median of multiple
attempts). Differences lie in the choice of f. Quadratic functions f(k) = (k —n/m)? or f(k) = (’2“) give the
x? or collisions tester [GR11, BFRT00], which are equivalent because > . Y; = n is fixed, so the two statistics
S are linearly related. The TV tester [DGPP18] uses f(k) = |k — n/mf, while the singletons tester [Pan08]
uses f(k) = 1p=1. But how would one design f from first principles to work well?

In this paper we introduce a natural approach to designing a test statistic with good asymptotic constants.
First, we find the test statistic f that maximizes the number of standard deviations of separation between
YES and NO instances; then, we modify the tails of f so that S has Gaussian tails. This approach is
summarized in Figure 1.

| Tester | Optimal variance? | Subgaussian tails? |
Collisions/x? | Yes (Theorem 1.1) | No (Theorem E.1)
TV No (Theorem 1.5) Yes
Huber (new) Yes Yes (Theorem 1.2)

Figure 1: Our main contributions are (1) that the collisions statistic achieves optimal variance, and (2) that
the Huber statistic can get high-probability bounds matching this variance.

Step 1: Optimize variance. Intuitively, S is a sum of m terms f(Y;) that are nearly independent, so we

expect central limit-type behavior 5
S ~ N(E[S], Var[S]).

That is, we expect our separable statistic to behave like a Gaussian, with expectation and variance that
depend on the particular statistic. Because the hard alternative distributions g are very close to p, typically
Var,[S] = (1 +0(1))Var,[S]. Then our ability to distinguish p and ¢ depends on how this variance compares
to the separation in means: we want to minimize this normalized variance

Var,[S]
(Bq[S] — Ep[S])*

varp,q(S5) =



We can set our threshold to lie halfway between E,[S] and E4[S], so that, under the Gaussian approxi-
mation, the error probability will be given by

MGXI)(_((EHS}—EP[SD/”>:exp<_ 1 ) -

Var,[S] 8var, o (S)

For any ¢, miny var, ,(Ss) is a quadratic program in f, so we can compute the variance-minimizing f for
any setting of parameters. We can also approximate it analytically in the asymptotic limit. We find that
the quadratic statistics (like collisions or x?) are near-optimal:

Theorem 1.1. Lete? <« = S 1andn,m,1/e — oo withm 2, 1/e*. Any separable statistic S has normalized

variance
1 m

8 n2et
between the uniform distribution p and the balanced nonuniform distribution q with q, =
Quadratic statistics (like collisions or x?) match this, getting

varp,q(5) = (1 +0(1))
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for any e-far distribution q.

Theorem 1.1 shows that, if the Gaussian approximations hold, the collisions tester has optimal constants.

Per (2), for failure probability ¢ we need var, ,(S) = @, or
s

n= (1+0(1))6i21/m10g% 4)

samples. This matches the optimal complexity (1) in the large-m regime, but with a sharp constant of 1.
(Sharp in the sense that no other separable statistic behaves better under its Gaussian approximation.) One
could also trade off the false positive and false negative errors by choosing a different threshold between the
means, getting

log &~ + ,/log s~
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for false positive/negative probabilities d /d_.

By contrast, the TV tester has a constant factor worse normalized variance than the quadratic tester
(we shall state this constant precisely later). Therefore the Gaussian approximation loses a constant factor
relative to (4), and it would be very surprising if the actual statistic avoided this inefficiency.! So the
Gaussian approximations predict the actual Figure 3 behavior.

Unfortunately, the Gaussian approximation does not hold in general for the collisions statistic, so it does
not get (4) or (5). See Appendix E.1 for a detailed example, due to [Peel5], showing that for exponentially
small ¢ the collisions tester does not achieve (1) for any constant much less 1 + o(1).

Step 2: Massage the tails. The Gaussian tail bound implying (4) and (5) is given by its moment
generating function, so it would suffice to bound the MGF of S. The problem is that Y; has roughly
exponential tails for every j, so the MGF of ng does not have a good bound. To get a good MGF for f(Y;),
we need to look at an f with at most linear growth.

So this is our situation: the quadratic f(Y;) = Yj2 has near-optimal variance but a very large MGF, while
the TV statistic f(Y;) = |Y; —n/m| has suboptimal variance but a pretty good MGF. Introducing the linear

tail with f(Y;) = |Y; —n/m| is how [DGPP18] achieved the y/log 3 dependence, but the worse variance
means it inherently performs worse than the quadratic for large § where the Gaussian approximation holds.

1Unsurprisingly, as we show in Theorem 1.5, the inefficiency is real.
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Comparing collisions and TV testers
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(b) The constant C in different (n,e,d) parameter
regimes. In region A, the collisions tester performs bet-
ter than the TV tester. In region B, both the collisions
and TV tester have C1 > 1.

(a) The Huber statistic achieves the best constant over
almost the entire region of ¢ < 1. The singletons statis-
tic was previously known to achieve this for ¢ = Q(1)
and m > n [HM13].

Figure 2: Our results in different regimes.

To achieve both good variance and MGF, we should start with the good-variance quadratic statistic,
then attenuate the tail behavior to get good concentration. We do this with the Huber loss

f(Y;) = hp(Yj = n/m)

for
ha(w) = min(a?, 26[z] — 52).

If we choose a tradeoff point 8 > 1+ \/n/m, most Y; will lie in the quadratic region and we still get the
variance bound (3). But now the MGF is bounded. We show that, for a large range of parameters, this
leads to the tester that matches a Gaussian with the optimal variance:

Theorem 1.2 (Huber). The Huber statistic for appropriate 3 achieves (4) for n/m < 1/e%, ¢,§ < 1, and
m > Clogn for sufficiently large constant C. It achieves (5) under the same conditions and 6,04 < 1.

Combined with Theorem 1.1, Theorem 1.2 shows that the Huber statistic gets the optimal variance over
separable statistics and matches the Gaussian concentration with this variance.

The parameter regime is illustrated in Figure 2a. The first three asymptotic conditions for Theorem 1.2
delineate the boundaries of the “sublinear” regime, where testing is possible, nontrivial, and the asymptotic

sample complexity (1) is dominated by the Eiﬂ/mlog% term. The last condition, that m > C'logn, is likely

an artifact of our analysis but is pretty mild.
The rest of our results look at other regimes and other testers, and we summarize our results in Figure 2.
If we express the sample complexity (1) as

\/mlog % 1
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then we can express the constants Cy,Cy in different regimes of (n,m,e). In the “sublinear regime” of
n/m < 6%, where we cannot reliably estimate the distribution, what matters is C;. For n = m, when
logn < log 2 < /13 so that Q(n1/*) < e < n~%/13, that is, in regime A of small e/large d, collisions gets
Cy; = 1and TV has C; > 1; in regime B of large ¢ /small §, collisions gets C; > 1 and TV has 1 < C; = O(1).
The Huber statistic, by contrast, gets C; = 1 for almost the whole regime. In the superlinear regime, where
the empirical distribution is £/2-accurate, a simple union bound shows that the TV statistic (and hence
Huber statistic for 5 = 0) gets the optimal Cy = 2:



Theorem 1.3 (Superlinear regime). For n/m > 1/¢% and e < 1, the TV statistic achieves

log %
o2

n=(2+o(1))
and no other tester can do better.

Analysis of collisions. While the x?/collisions tester does not match the Gaussian tails to achieve (4)
everywhere, it still is a sum of mostly-independent variables and so looks like a Gaussian outside the extreme
tails. Hence the Gaussian approximation (4) ought to hold when § isn’t too small. Indeed, we show this is
true for n = ©(m) and intermediate ¢:

Theorem 1.4 (Collisions for large §). The quadratic statistic achieves (4) forn/m = 6(1), logn < log § <
/13 and e < 1.

Analysis of TV. The TV tester, for n < m, is equivalent to the tester that counts empty bins. We show
that this has

o (V™ —1—n/m) m
X Vatpa(f) = (L o()) =3 a

rather than (3). For n < m these are equivalent, but for n = m it is 44% larger, leading to about 20% more
samples.

Theorem 1.5 (TV). The TV statistic uses

n/m _1—n/m ml 1
n:(1+0(1))\/2(e/ 1= njm) \Jmlos 3

(n/m)? g2

form<m,n>1, ande,d < 1.

Like Theorem 1.2, both Theorem 1.4 and Theorem 1.5 work by showing the Gaussian approximation is

accurate. Thus one could also trade off false positive/negative probabilities, with a %(\/ log 6% + \/ log i)
dependence.

Failure probability in region B

--------- Collisions

TV
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Figure 3: Empirical failure probability of different testers when n = m = (.7/¢)%!, which is in region B of

Figure 2b. The x axis is n%e*/m, which should be linear in log% per (6). The shaded region shows two
standard deviations of uncertainty.



Experimental performance. In Figure 3, we compare the empirical performance of the new Huber tester
to the existing collisions and TV testers in a synthetic experiment. The experiment has m = n, ¢ = .7/n'/81
with alternative distribution ¢ = *£2¢ and varies n from 200 to 600. This is in region B of Figure 2b, and
as predicted we find that the Huber tester has lower failure probability than the TV or collisions testers.

1.1 Related work

The past twenty years have seen a large body of work in distribution testing; see [Gol17, Can20] for surveys
of the area. Uniformity testing has been either the basis for, or a necessary subproblem in, many such
results. Such extensions include testing identity [BFFT01, CDVV14, Goll7, DK16, VV17, DGK™21], testing
independence [CDKS18], and testing uniformity over unknown domains [BC17, DKS18]. One particularly
clean relation is that you can black-box reduce testing identity to a fixed distribution p to uniformity testing
with only a constant factor loss in parameters [Goll7].

Most of the above results do not focus on the dependence on §; exceptions include [DGPP18, KBW22,
DGK™21, HM13] which give algorithms within constant factors of optimal for testing uniformity, identity,
and independence.

Lower bounds for uniformity testing started with an Q(y/m) bound in [GR11], followed by Q(y/m/e?)
in [Pan08] and Q(%+/mlog1/6 + logg—;/é) in [DGPP18|.

When it comes to constant factors in distribution testing, the classical regime of e, m constant and
n — oo was analyzed in [Hoe65] and the likelihood ratio test was shown to be optimal. Alternatively, for
m, § constant and n,1/e — oo, Pearson’s x? tester—the quadratic tester—is known to be asymptotically
near optimal for identity testing (see [LRCO05], Chapter 14).

The most closely related work to our paper is Huang and Meyn [HM13], which (unlike the classical
results) studies constant factors in a regime where all of n,m,1/6 — oo. They consider the singletons tester,
and show that C7 = 1 for constant € and n < m. They also show that no algorithm can do better in this
regime. However, for n = ©(m) the singletons tester loses constant factors and for n > O(mlogm) it fails
with high probability.

1.2 Future work

As discussed above, uniformity testing has been the building block for many other distribution testing
problems, such as identity and independence testing. Where there are direct reductions (as in testing
identity to a fixed distribution [Gol17]), these reductions lose constant factors. However, these tests still
involve statistics that are the sum of mostly independent random variables. We believe that our approach to
constructing a test statistic—find a statistic to optimize performance of the Gaussian approximation, then
adjust it to match the Gaussian tails—could lead to higher performance testers in these problems as well.

Second, there are some settings of parameters that we have not analyzed. Most interesting would be to
analyze the intermediate regime of > = @(E%), where both sample complexity terms in (1) are significant.

Third, we could consider constant factors for high probability bounds in other settings. For example, it
is known by the Cramér-Rao bound [Cra46] that the maximum likelihood estimator (MLE) in parametric
statistics converges to a Gaussian with variance equal to the inverse of the Fisher information under a broad
set of assumptions; but the tails of this estimator are less well understood, and could likely be improved by
modifying the estimator to be less sensitive to outliers. Other examples lie in streaming algorithms. There
has been a line of work on understanding the constants in the space complexity of cardinality estimation
in streams [FFGMO7, Ert17, Lan17, PW21], but these have focused on the constant ¢ regime. We believe
our techniques could lead to optimal high probability bounds on the space complexity for this problem.
Alternatively, for problems like heavy hitters [CCF02, MP14], the analysis has focused on the high ¢ regime
and ignored constant factors; but the underlying algorithms involve sums of random variables that ought to
converge to Gaussians.



2 Proof Overview

2.1 Variance Optimality
To show Theorem 1.1, we write the optimization problem

m?var, 4(S) = min Var,[S]
S.t. E[Sf] — E[Sf} =m
q P

as a quadratic program in the vector f = (fo,..., fn). For o, = P,[Y1 = k] and G, = Eicp Py[Yi = K],
the constraint is that (7 —p) - f = 1, and the objective is f7Qf for some matrix (). The KKT condition
[Kar39, KT51, BV04] shows that the optimum is achieved when Qf = a(g — p) for some scalar a.

Solving this exactly requires the pseudoinverse Q*, which would be tricky. Instead, we show that the
quadratic statistic f, = k? satisfies a slightly different condition

Q.f = (L(q/ 7?)7

for a different distribution ¢’ € R"™! we can write explicitly. Therefore the quadratic statistic minimizes the
variance subject to an expectation gap in ¢’ relative to p. Moreover, this ¢’ turns out to be precisely the
Taylor approximation in ¢ to g, with order * error. All that remains is to show that this O(¢*) distinction
between g and ¢’ gives 1+ o(1) loss in the program. That is,

E fi —E fr[= (1 +0(1)[E fr — E fil,
q P q iz
or equivalently
1
E fi — E fr|l< —|E[S¢] — E[S/]|, 7
|q,fk am m\q[ 7] p[ 7l (7)
for any statistic that we care about. We can bound this LHS in terms of the variance of f:
E fi —E filS e, [E[f7).
q q P
Then we can relate the variance of f to the variance of S:
ELf7] < —Vany[S)]
5 m P
using the fact that our statistic is indifferent to constant and linear terms, so we can assume WLOG E[f;] =

E[kfx] = 0.
Combining these results, we get that (7) holds whenever

Varp [Sf} < 1

a5) = E ST B S < &

Since the quadratic has var, 4(S) = ©(f+z), this holds for both the quadratic and the statistic of maximal
separation vary 4(S). Therefore this maximum is within 1 + o(1) of the quadratic.

2.2 Concentration of Tails

Setting. In this proof overview we will focus on the Huber statistic in the regime where 1 $ = < E%, as
well as £,0 < 1 (so el 1).

Let X1,..., X, be the n samples drawn from distribution v supported on [m], and let Y;* = 371" | Tx,—j}
be the number of balls that end up in bin j.



The Huber statistic. We consider the Huber statistic
i n
S=S"h (Y—” - —) 8
]; s (Y- (8)

where

o 2 for |z|< B
hg(x) := { 28|x|-B? otherwise )

is the Huber loss function, which continuously interpolates between a quadratic center and linear tails.
Note that this is twice the standard definition, but the statistic’s performance is invariant under affine
transformations.

We will set 8 large enough that most bins usually lie in the quadratic regime in the uniform case. If we were
to set 8 = oo (so S is an affine transformation of the collisions statistic), we would have E,[S] =n—n/m ~n
for the uniform distribution p and E,[S] > n—n/m+4n(n—1)e*/m =~ n+4n?e*/m for any e-far distribution
g. This motivates us to consider the rescaled statistic:

~ m
S = 2.2 [S —n] (10)
which (for 8 = oo) has E[S] being o(1) or > 4 —o(1) in the uniform and far-from-uniform cases, respectively.

Because Y]* ~ B(n,1/m) in the uniform case, Bernstein’s inequality shows that setting

B=uw <log (%) + % log (%)) (11)

gives that each bin lies in the quadratic regime with probability 1 — A2, for a parameter A < 1 that we will
constrain later. Choosing this 3 leads to smaller E[S] than 8 = oo, but the difference is only about 32A2?m
because each of the m bins has a A? chance of lying in the linear region, and most of the differences happen
at the boundary where the Huber statistic is ©(42). This error is O(nA2log” +) < O(nA'®), so

m

E[S] = o(1 Aln) = o(1
(3] = 0(1) + O( 5 A1) = o(1)
as long as we have
ne?
A= 12
o(™") (12)

which is o(1). Similarly, this implies )

E[S] > 4 — o(1)

q
for any e-far distribution gq.

Finally, we will need some constraint that g8 is not too large/A too small. A third moment condition
suffices, as we shall see in a few pages:

(B%e*)? = 0 (A?) (13)
One can check that 8 and A can be chosen such that the constraints (11), (12), and (13) hold in the regime
we consider here.

Analyzing the Huber statistic. Our tester will pick a threshold 7, and “accept” the distribution as
uniform if S < 7. We therefore need to understand the false negative probability

5 :=P[S > 1]
P

and similarly, for any e-far distribution g, we need to bound the false positive probability

6, :=P[S < 7]
a

To bound the maximum error § = max(d_, ), it suffices to pick 7 = 2, halfway between the expectation
bounds in the uniform and e-far cases.



Completeness. We start by describing how to analyze §_. The bulk of our analysis here is devoted to
analyzing the moment generating function Mg ,(t) := E, [exp(t5)].
A careful analysis (see, e.g., [DGPP19] Lemma 3) shows that when v is the uniform distribution, the

number of collisions has variance (1 + 0(1))% For large enough S per (11), this implies
5 2m
Var[S] = (1 1)—.
arlS] = (1 + o(1))

Therefore we hope that S has MGF close to a Gaussian with this variance. In Lemma C.12 we show that
this is in fact the case: for the uniform distribution p,
2.4

M;, (%9) = (1+0(1/n))exp {%254 (6% +o0 (1))} (14)

Here, we pulled out %54 from the MGF parameter, so that we will set 6 to be constant at the end. Once
we have this, then standard Chernoff-type arguments imply

n264
5 'fMg’p(me) inf (1 + O(1/n)) ”24[92 0+ o0(1)]
< e < O/ e et P = o)
and hence
n?et
b < (1+0(1/n))exp(—=J-(1+0(1)) — )
for “error exponent”
J_ = sup{ ——~log M ﬁf) + 67 >su {97'792}*7——2 (15)
- ‘92% 2t 08 Msp \ T —‘GZ% =7

The above is an upper bound on §_, but we can also get a lower bound. Because the MGF bound (14)
is tightly that of a Gaussian, with both upper and lower bounds, we can apply the Géartner-Ellis theorem
(see Appendix B.1) to show that the tail bound is tightly that of a Gaussian as well: J_ 2 exp(—(1 +
o(1))Jn2e*/m).

Soundness. Because the Huber statistic S is convex, we can apply existing tools from [DGPP18] to analyze
the statistic for uniformity testing. In particular, it is sufficient to consider alternate distributions of the
form ¢ such that
1/m+ ¢ <1
Qj—{limji 7= (16)
m1 J >1
for some ! € [m]. Our discussion of this appears in Appendix B.2. For simplicity of this exposition, suppose
m is even and [ = m/2. Using a similar procedure as in the case of the uniform distribution, we show in
Lemma C.12 that for this alternate distribution g¢,
2_4 2.4

Mg, <%0) =1 +O(1/n))cxp{% 6% + 46 + o(1)] } (17)

That is to say, except for a mean shift of 4 4+ o(1), S under q concentrates as a Gaussian with the same
variance as it did under p. This gives us that

51 < (1+0(1/n))exp (—J+(1 + 0(1))n:4>

for “error exponent”

2.4 2
m n°e (r—4)
Jy i=sup{ ———logMz (———0) — 07} >sup{—70 — 0% + 40} = ——~
+ 0>Ig{ n2€4 g S.q < m ) T} = 0218{ T + } 4
Setting 7 = 2 so that J_ = J, =1 gives us that the error exponent achieved by the Huber tester is 1 for
the uniformity testing problem in this regime.
Alternatively, we could pick a different 7 € (0,4) to trade off §_ and J., always getting within (1+ o(1))
of the tradeoff given by the Gaussian approximation to S.



Analyzing the MGF. The key question, therefore, is how to analyze the MGF. For this, we follow the
structure of [HM13], though with different approximations because of our different regime.
We would like to analyze the MGF Mg, of our test statistic

S = hs(IY" — n/m).

If the Y;" were independent over j, this would be easy: we would simply bound the MGF of each individual
term, and take the product. For the same reason, it is easy to bound the MGF Ay (0) of the poissonized test
statistic Spoi(x), where Poi(\) balls are drawn rather than n. We can get a Taylor approximation to Ay that
is quite accurate in our regime.

Unfortunately, we cannot just use the Poissonized MGF A,, in place of the true MGF Mg, . The problem

n?
2m

before Poissonization but (1 + 0(1))(% + 7Z—Z) after Poissonization. For n = ©(m) this is a constant factor
we cannot afford to lose, and for n > m it’s even worse. So we need to “depoissonize” A, into Mg, .

To depoissonize, we observe that the Poissonized MGF A) is a mixture of the non-Poissonized MGF's
Mg, for k > 0, and in fact Mg, is just (up to scaling) the A" coefficient in the Taylor expansion of Ay. We
then use Cauchy’s theorem to evaluate this coefficient.

is that Poissonization inherently increases the variance: the variance of the collisions statistic is (14 o0(1))

Comparison to Huang-Meyn Our proof structure is similar to [HM13]. Differences arise from two
causes: first, [HM13] consider the simpler singletons tester f(k) = 1x=1, so the MGF of f(Y;) can be written
in closed form. For the Huber statistic, we need to bound the terms corresponding to the higher moments
of the statistic, which is done in Lemma C.2. Second, they use the asymptotic regime n/m < 1 rather than
e < 1 for their Taylor series expansions to drop o(1) terms, leading to a number of differences.

Finally, our proof for the alternate distributions is much simpler than the proof in [HM13] since we make
use of results from [DGPP18].

2.3 Organization of the Appendix

Appendix A shows Theorem 1.1, that quadratic statistics have asymptotically optimal variance. The next
sections show Theorem 1.2, that the Huber statistic combines this variance with good concentration, in the
main new regime of 1 < n/m < 1/¢%: some background is given in Appendix B, the main argument in
Appendix C, and some technical computations are deferred to Appendix D.

The rest of the appendix includes our analyses of other testers and other regimes. Proof of the asymp-
totically poor performance of the collisions and singletons testers in some regimes is in Appendix E. The
“superlinear” regime of n/m > 1/¢2 is covered in Appendix F. Analysis of the collisions/quadratic statistic
is in Appendix G, while the TV /empty bins statistic for n < m is in Appendix H.
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A Variance Optimality (Theorem 1.1)

Setting. Consider throwing n balls into m bins, for A = n/m = O(1). Suppose m = 1/¢* (as is needed
for constant success probability when n < m). Let k,k’ be the number of balls landing in bins 1 and 2,
respectively. For any f, let 0% = Ei[f7].

A.1 Optimality under a different distribution ¢

We define
Dy := Bin(n,1/m, k)

to be the probability any given bin has k balls in it under the uniform distribution.

Lemma A.1. For any alternative distribution q, any statistic f minimizing the normalized variance

Var,[SF]
(Ex~glfe] — Exnplfe])?

satisfies
(Qf )k = a®y —Ty)

for some a and all k.

Proof. This is the KKT condition for minimizing the quadratic Var,[S;] = % fTQf subject to >, (P —
q)fr = 1. O

Let g, := $Bin(n, (14 2¢)/m,k) + 1Bin(n, (1 — 2¢)/m, k). We would like to show that a quadratic is
1 — o(1)-close to maximizing the normalized separation between P and g.
We have that

pe= () 1= 1/m

mk

O = (n> (22— (14 22)/m)" ™+ (1= 2)H(1 — (1~ 26)/m)"H)

k) mk 2
(4201 - (1 +2e)/m)"F 4+ (1 —2e)(1 — (1 — 2¢)/m)" "
= Pr 2(1 — 1/m)n—F
_ 1 k 2 .k k 2 .k
=Py (L +20)" (1 = ——)" "+ (1 -2 (1 + ——=)"")

Now, for |a|< 2¢,
(1+a) = o dat+ 3406
and

(1+ a )nfk _ ea>\+()(|Ic—/\|a/m+a?>\/m) _ ea)\+()(a4)
m—1

for k < 1/e and our setting of A = O(1),m > 1/&*. Thus

pk%(626k7252k+%53k+0(54k)6726)\+O(54) + 6725k7252k7%53k+0(54k)625)\+0(54))
8
— Z—le—Zgzk-‘rO(g‘l(k-‘rl)) COSh(QE(k _ )\) + gEgk)

Pe(14+22((k = N2 = k) +O(E* (K + 1+ (k= N)h)

gy,

as long as the final error term is o(1) We now define

ap:=(k—=N2—k+\/m (18)
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so that
T, = Pp(1 + 2%y + O(eH(E* + 1)) (19)

under k < % and our assumptions. We make the following simple observations:

~

Lemma A.2.

E [ =2 (20)
E [k = 2% = A1 = 1/m) (21)
k]Eﬁ[ak] =0. (22)

Proof. The first two equations are just the mean and variance of a binomial random variable, and the third
follows trivially. O

Define
@1, = Pr(1 4 2%ay)

which is also a probability distribution, since Ezfay] = 0 and ag > —O() so it is positive. For ¢’, the
quadratic statistics are ezactly optimal:

Lemma A.3. Quadratic statistics fi, = ak? + bk + ¢ minimize

Var,[S]
(Exng [mfi] = Exnplm fi])?

over all f, attaining value

(14 0(1)) (23)

et 2m’

Proof. Value. We first measure the value obtained by the quadratic statistic. The quadratic statistic
f(k) = (k — X)? has four times the variance of the collisions statistic (S), so Lemma 3 of [DGPP19] shows
that

Var,[S] = 4(2) (% - %) = (1 +o(1))2\%m.

We also have, using the moments of a binomial, that
E — E[fi]l =) 28%ap
oy [fx] W_)[fk] Zk: kP fx

= 27 E[(k— A)* — (k= X)* — (1 — 1/m)A(k — \)?]
3n—6

=2¢2(1—1/m)(A\1 + (1—1/m)) — A1 —2/m) — \*(1 — 1/m))
=221+ 0(1)) (A +3X%2 = A = )\?)
= 42?1+ 0(1))
Hence
Var,[S]
(Exng [fk] — Exnplfi])?

= (1+0(1) i35+

Scaling by m? gives the result.
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Optimality. We now show that it is optimal. For any statistic f, we have that
Var[S;] = mfTQF

for a matrix @) defined by
Qrk =Dp + (m — 1)DDrie — mpy
and
Qrir = (M — 1)Py Py e — PPy »
where Py, = P[Y2 = k' [ Y1 = k]
For any statistic S = 3 f(Y;), we have that
(Qf)r =D (E[S | Y1 = K] — E[S]).
We also have that
W el = B 1fi] = 225 e f-
Therefore we can express the optimization as
m]in rQf
s.t. QEQZOékfk = l/m
k

The KKT condition for optimality is then that @) f = a«a for some constant a.
Now, the quadratic function fi, = k? satisfies

Therefore 12 .
E[S | Y, = }—k2+(ﬂ7_/1) +(n—k)(1—m)
m 2n 1
]E[S|Y1:k}—]E[S]:m_1k _k(m—1+(1_m)> (h1(n,m))

il 7Otk + ha(n,m)

for some functions hi, ho of n and m but not k. But since the LHS is zero in expectation over k ~ p, and so
is ag by Lemma A.2, we have hy = 0. Thus:

Hence the quadratic satisfies the KKT condition, so it optimizes (24) when scaled appropriately. O
We also note that the error in approximating g by ¢’ has low moments:

Lemma A.4. In our setting,

Yk +1)
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such that

=IE

,
(B —Tky2y, ] SEESHE + 1)) S &8
Pk - D

On the other hand, for k& > 1/e,

Qfg A \2 dg \2
1 J SE[(=)1 ol
[( Pr ) k>1/ } 5[(_]@) k>1/ ]

=IE

Now, for k > 1/e, the A(1 + ¢) part of § is more likely than the A\(1 — ) part. Thus

G _ (DA +2)/m) (1= (1 +e)/m)"*

N ATV RV E
while
B, < (%)k — (Ok)—klogk
S0 .
E[(u)21k>1/a} < Z o2ck O (k) —klog k < Q1/e) 8
Pk k>1/e
giving the result. O

A.2 Relating the covariance of one bin to the whole

Recall that o2 = E[fZ], for k ~ P.

Lemma A.5. For any B > 2\, we have

]E[fk:’fklk’>B] S 02\/P[k/ > B]
Proof. For any t > B, we have
Pk | k' =t] S P[K]
for all k. This is trivially true for small & < O(1) because P[k] = (1), and for large k—since ¢ is above
average—P[k | K’ = t] < P[k].
This implies
Ellfil | ¥ =] SElfl <o

So
Elfi felwssl = Y pofw Elfs | K]S 0> pulfel

k'>B k'>B

Of course, by Cauchy-Schwarz,

S pelfil< \/( S )Y pef2) < o/ER > B

k'>B k'>B k'>B

and hence

Elfw frlysp) S o2 /Pk' > Bl.

Lemma A.6. Let fi satisfy E,[fx] = Eplkfi] = 0. For sufficiently large n, m we have

0? <

1
po Var[Sy].



Proof. We can expand
VarlSy] = mo® + m(m — 1) E [fifi].

The lemma statement would be implied by

1 2

| E [fxfw] o”, (25)

k! < 2(m —1)

where k is the number of balls in bin 1 and &’ is the number in bin 2. The probability that k£ > B is at most

ny) 1 e\ g 1
2 — < 2(— < —
(B) mB ( B ) n2m4

for B = O(logm). By Lemma A.5,

1
E 1 >B||I< 2| E 1 <[ —0”
|k’k,[fkfk k>BUk'>B]|< ‘k,k,[fkfk k>BIS id

Therefore it would suffice to show

2

|kl[%,[fkfk’1k<Bﬂk'<BH<< — (26)

Let B be the event that k < BNE < B.
Let N :=(n—k)/(m—1) = A1+¢') for & = —L-A(XA — k'), which under B satisfies |¢'|< m~%/. Then
(k| k)isb(n—k,1/(m — 1)), which is well approximated by Poi()\"). This Poisson approximation gives

)\/ k:ef)\/ i
po= T )k, = pe(1+e)fee

(k—X\)e'+0((')%k)
= pr(1+ (k=N +O((k+ (k= N)?)()?))

for k < 1/|¢’|, which holds given B. Since E,[fi] = E,[kfx] = 0, we have that

|Zpk(1 + (k= Ne') flk<n| = |Zpk(1 + (k= Ne') fulrsB|
3 %

\/Zpk (L4 (k= N2

k>B

1
< /Plk > Blone' < 50

Therefore, for any k¥’ < B,

LE lisall < o5 + B0 + (k= )*)() filrss]l

S 2+ (€)% Bl + (k= N2PIEL]

< o/mi/3.

Therefore
o2

g
|E e filew<sll=Elfulesn E [filiss]l] S Elfellv<s77] S -

which gives (26) as needed. O
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A.3 Putting it together

Theorem 1.1. Lete? <« o S 1andn,m,1/e — oo withm 2, 1/e*. Any separable statistic S has normalized

variance
1 m

8 n2et
between the uniform distribution p and the balanced nonuniform distribution q with q; =
Quadratic statistics (like collisions or x?) match this, getting

Gty g(S) > (1+0(1))

14+2¢
e

_m_ (3)

n2et

| =

vary ¢(S) < (1+0(1))

for any e-far distribution q.

Proof. Because the normalized separation is invariant to adding any linear function ak +0b to fi, we can add
use this degree of freedom to WLOG satisfy any two linear constraints. We require that

E[fi] = 0

and
]g[k‘fk} =0.

Let fk = kf + ak 4+ b be the quadratic test statistic with a and b set to satisfy these two constraints.. By
Lemma A.3, f is optimal under ¢’, so we have that

1 Var[S7] o _Var[Sy]

OrT = o) et = Eyfga ~ Byl

(27)

We have that

(ELf) — ELf])* = (Q_(ak — @) fi)®

k

et~ Ty g2
- @l )

% —1 :
< E[(Z=—")Elf]
P Pr p
< 5801% (Lemma A .4)
1
S 68EVar[Sf}. (Lemma A.5)

The same holds for 7/”\, where we also have by (27) that

B = (1+ 0(1))%Var[5f} L8\

SO
(B[] ~ ELRD? £ &2 Vas[S7) = ¢t (1+ o{1) 5 BRI < B(A2
and hence R R
B[ = (1+ o(1) EIf )
SO
Vitpq(S7) = VarylS7l _ (14 o(1))OPT.
P = s

For any alternative f, we split into two cases:
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Reasonably good f. When
Var[S/]
——-__ < 1000PT,
By [mfi]? ~

we again have

1 —~
e® —Var[S;] < E[fi]?
m q’

SO
EIl? = (1-+ (1)) B[]
and VarlS)]
—~ ar|jof
var, ,(S¢) = (1 +0(1))=—————== > (1 +0(1))OPT.
p?Q( f) ( ( ))Eq’[/rnfk]2 ( ( ))
Bad f. When
Var[Sf}
———— > 1000PT,
Eq [mfe]?
we use (a + b)? < 2a? + 2b% to observe that
N Var[Sy] 1 Var[S§]
var, (Sy) = =
P50 = B g2 = 2R el R (] Eql7i)?
_1 Var([Sy]
2Ey [mfi]? + O(e¥mVar[Sy])
1 1
> E R
ToooPT T € M
> OPT

Thus, the quadratic tester achieves near-optimal separation for this q.
Finally, for arbitrary distributions ¢ e-far from p in TV, we note that the collisions tester satisfies

Eis] = ()l

By convexity the e-far ¢ minimizing this has its values above and below 1/m all equal; if there are k values
above 1/m this gives

1 1 € 1 €

—E[S] = k(— + —)? —k)(=— 2
o7 EIS) = ko + 207+ on = W) = )
_ 1 +¢&? 1+ !
S m k- m-—k
which is minimized at k = m — k = m/2, precisely the ¢ considered above. O
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B Background for Tester Analysis

B.1 Gartner-Ellis Theorem

The statements in this section are taken from [DZ98].
Consider a sequence of random variables Z, ~ p,, and let the logarithmic moment generating function of
Z, be
A, () :=log E[e%n]

Assumption 1. Suppose that for each 0 € R, the logarithmic moment generating function, defined as the
limit 1
A(f) = nlgr;o EAn(ne)
exists as an extended real number, and that the origin lies in the interior of the set Dy := {6 e R: A(f) <
oo}

Let
A (1) = sup{6T — A(6)} (28)
>0

be the Fenchel-Legendre transform of A.

Definition B.1. 7 € R is an exposed point of A* if for some X\ € R, for every x # v,
AT = A (1) > A — A (2)
Then, X is called an exposing hyperplane.
Theorem B.2 (Gértner-Ellis). Let Assumption 1 hold.

(a) For any closed set F,
1
lim sup — log p,, (F) < — inf A™(z)

n—oo N rzcl

(b) For any open set G,

1
. ot
bty loepnl(G) 2 = Jgl A7)

where F' is the set of exposed points of A* whose exposing hyperplane belongs to DY, where DY is the
interior of Dy .

B.2 Worst Case Distributions for Uniformity Testing

In this section, we study the worst-case e-far distributions for test statistics that are convex symmetric
functions of the histogram (i.e., the number of times each domain element is sampled) of an arbitrary
random variable Y. This is an extension of the results in [DGPP18], which we recap below.

Prior work. We start with the following definition:

Definition B.3. Let p = (p1,...,0n),q4 = (q1,--.,qn) be probability distributions and p*,q* denote the
vectors with the same values as p and q respectively, but sorted in non-increasing order. We say that p

majorizes q (denoted by p = q) if
k
Vk:Zp%Zqu. (29)

A proof of the following simple fact can be found in [DGPP18]:
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Fact B.4. Let p be a probability distribution over [n] and S C [n]. Let q be the distribution which is identical
to p on [n]\ S, and for every i € S we have ¢; = %S'), where |S| denotes the cardinality of S. Then, we have
that p > q.

We also use the following standard terminology: we say that a real random variable A stochastically
dominates a real random variable B if for all # € R it holds P[4 > z] > P[B > z].

We say that a test statistic S is “convex symmetric” if it is a convex function of the histogram (Y1,...,Y:,)
and invariant under permutation of the Y;. A “test” is given by a test statistic S and threshold 7, and outputs
“uniform” if S < 7 and “non-uniform” otherwise.

It was shown in [DGPP18] that if p majorizes ¢, then a convex symmetric test statistic of p stochastically
dominates one from q:

Lemma B.5 (Lemma 19 of [DGPP18]). Let f : R®™ — R be a symmetric convex function and p be a
distribution over [n]. Suppose that we draw m samples from p, and let X; denote the number of times we
sample element i. Let g(p) be the random variable f(X1,Xa,...,X,). Then, for any distribution q over [n]
such that p = q, we have that g(p) stochastically dominates g(q).

New claims. We will show that it suffices to consider distributions that are “flat”, meaning that p; takes
only two values:

Definition B.6. We say a probability distribution p over [n] is an ~-skewed flat distribution if it takes the
form:
_Ja ieT
Piz= b igT
for some reals a,b and set T C [n] with |T|€ [yn, (1 — v)n].

We make the following generalization of Lemma 21 in [DGPP18] (which is the v = 1/2 case):

Lemma B.7. Let p be a probability distribution. For any 0 < v < 1/2, there exists an y-skewed flat
distribution p' such that p = p’ and

(1= llp = Unllov< 9" = Unllov < llp = Unllzy-

Proof. Let T ={i:p; > 1/n}, so

Ip = Unllrv= Z(pz —1/n) = Z (1/n = p;). (30)

€T i€[n]\T

If |T'|€ [yn, (1 —¥)n], we can simply choose p’ to be p averaged over T', and p averaged over [n] \ T—this is
~v-skewed and flat, has p > p’ by Lemma B.4, and has ||p’ — Uy, ||7v= |lp — Un||7v. The only remaining cases
have |T'|¢ [yn, (1 — v)n], since this approach would not be y-skewed.

Let T' C [n] contain the largest either yn or (1 — v)n coordinates of p, depending on whether |T|< yn
or [T|> (1 —~)n, and let p’ average p over T” and over [n]\ T. This is y-skewed and flat, and has p > p’ by
Lemma B.4, so the only question is the TV bound.

We have that

10 = Uallzv= 30 = 1/m) = (i = 1/m) = o~ Uallrv— 3 (= 1/n) = 3 (1/n—py).

ieT ieT i€T\T" i€T\T

Every term in the right two sums is nonnegative, so ||p’ — Upll7v < ||p — UnllTv-
Now, if |T|< yn, then T\ T is empty and, since T’ takes the largest coordinates in p, p; is larger on
average for ¢ € T\ T than for i € [n] \ T

T'\T n—|T
S Wn-p) < TS~ gy = 2T <l - Unllry
2 Tl 2 n =]
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S0
I = Unllzv= (1 =)llp = Unllzv-

Similarly, if |T'|> (1 —)n, then 7"\ T is empty and

T\71T' 1
S =1/ < TS 1y = TEQ =00 < 5llp = U,
1€T\T’ | | icT | ‘

again giving
[p" = Unllrv> (1 =9)llp = Unllzv
as desired. 0

The above results mean that it suffices to prove that our algorithm can distinguish the uniform distribution
from ~-skewed flat distributions. The inefficiency from not considering extremely skewed distributions is only
14+ 0O(y):

Lemma B.8. Suppose a convex symmetric test statistic S and threshold has the property that, when applied
to any e-far y-skewed flat distribution p, the false negative rate is at most §. Then the same statistic and
threshold, when applied to any ﬁs-far distribution p’, also has false negative rate at most 4.

Proof. For any such p’, Lemma B.7 states that there exists a p that is y-skewed, e-far from U,, in TV, and
with p’ = p. Lemma B.5 then states that S on p’ stochastically dominates S on p, so the chance of falling
below the threshold is smaller for p’ than for p—and the latter is § by assumption. O

Implication for Error Exponents. Let ¢ =¢(n), m = m(n), and 7 = 7(n) be functions of n. Let p be
uniform on [m]. The false positive error exponent c; = cy(g,m) of a test (S,7) is

. m
ct —nli}n;o—n s 1og]§[5 > 7).

For a particular family of distributions g, the false negative error exponent c(q) (f) (e,m) is

c(f) = lim —
n—oo fL2€4

log ]P’[S <7l

The false negative error exponent c_ is the worst such exponent over all e-far distributions g:

c_ = inf c(,q).

q:llp—qllrv>e

Varying 7 allows for a tradeoff between false negatives and false positives. Balancing the two gives us the
error exponent ¢ = ¢(e, m) for a test statistic S:

¢ = supmin(cy,c_).
T

If a test statistic has error exponent ¢, it can distinguish the uniform distribution from any non-uniform
distribution with probability 1 — exp(—(1 + o(1))ce*n?/m). Equivalently, it gets error probability § where

_l+4o0(1) leog%

= 7 =

We define ¢ = ¢(g,m, ) to denote an alternative to ¢ where we only consider e-far distributions ¢ that
are y-skewed and flat.

Lemma B.9. For any functions e,m,~y,

(1= 49) - &(1 = 1), m,7) < e, m) < Fle,m, 7).
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Proof. The upper bound on c is trivial: as an infimum over a larger set of ¢, c. <¢_, so ¢ <C.
For the lower bound on ¢, we note by Lemma B.8 that for any ¢ with ||p — ¢||7v> € that there exists a
~-skewed flat distribution ¢’ with ||p — ¢/||7v> (1 — v)e such that

P[S < 7] < P[S < 7). (31)

q q
This implies that

m 4 L
n2—€410g]§[5 <7 <(1-7)—

——— logP|S < 7).
Wyt =T

SO

W em) = (1=t (1 =)z, m).
and hence ¢ > (1 — 47)¢((1 — v)e, m). O
Lemma B.10. Let S by a convex symmetric test statistic. Consider any family of parameters (n,e,m).
Suppose that there exists a constant ~' such that, for any v = Q(1) > +' and €' that uniformly satisfies

(1~ )e(n) < &'(n) < eln),
c(e',m,y) =c

for a fized value c* [that depends on the family (n,e,m) but not on the value of n or v,v'].
Then
c(e,m) = .

Proof. By Lemma B.9,
c(e,m) <e(e,m,y) =c".

Moreover, for any C' we have
cle,m) > (1 —4v)c".

where ¢ is a limit as n — oo independent of C. But this means that c¢(e, m) = ¢*, because it is larger than
any fixed value less than c*. [l
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C Huber Statistic in Sublinear Regime

C.1 Regime
The Huber statistic is given by

m
n N

S=Y hg (Yj _E) (8)

j=1

where
x? for |z|< 8

hs(x) = { 28|x|—B? otherwise )
is the Huber loss function. Here Y= Z?Zl I{x,—;j} and Xi,...,X,, are the n samples drawn from distri-

bution v supported on [m].

Assumption 2. n = Q(m),n/m < E%, ek 1, %54 > 1, and m > Clogn for sufficiently large constant
C. In addition, we have the following constraints on 3, the Huber parameter, and A.

B=uw (log (%) + % log (%)) (11)

A=0 (_) (12)

m

(8% = 0 (A?) (13)
We will assume that Assumption 2 holds throughout this section.
Note that since A = o(1), (13) implies that
B%e? = o(1) (32)

Our goal is to compute an upper bound on the asymptotic expansion of the cumulant generating function
(also called the logarithmic moment generating function) of this statistic.
For ease, instead of analyzing S directly, we will analyze the statistic

[S —n] (33)

Note that this has the same error probability as .S since it simply applies a translation and scaling to S.
Consider the moment generating function (MGF) of S with respect to distribution v, given by

Mg ,(0) =E {exp(&g)}
The logarithmic moment generating function of S with respect to distribution v is given by
A (6) 1= og (Mg, (6)) (34)

We will compute an asymptotic expansion of the limiting logarithmic moment generating function of S,

given by
n2-4
Ay(0) = lim —=A,, (” c 9>
19 m




C.2 Poissonization

Define S Poi(x) to be the Poissonized statistic, that is the statistic S when the number of balls is chosen
according to the Poisson distribution with mean A.
~ 2_4
We begin by computing the MGF of Spy;x) with MGF parameter #-=-6. That is, let

2.4

n-e ~
— 63Poi(k)>:| = exp(—e0n)E |exp GZhﬁ (Z _ _) (36)

A0) = E [oxp

where Z; ~ Poi(Av;) and are independent. Due to this independence,

AX(0) = exp(~ 29”ﬁ jexp (*0ns (2 - 1))

Define
92

5 ok)* (37)

f(k) :==1+*0(k)* +
We will first show the following

Lemma C.1.

20F [hﬁ (Zj - %)} = 20E[¢(Z;)?] + o(A?)

Te " [hﬁ (2 - %)1 = Te El6(Z;)"] +o(A%)
i (529)1 . {h@ (Zj B %)z} o)

1=3
where hg is defined in (9), and Z; ~ Poi(\v;), for A =n(1+ O(e?)) and v; = 1/m + O(g/m) for all j.
Proof.
n
S0E [hy (2= = )| = 20 {E [Lpz) <y 9(2)%] +E [Ligiz,)5 8(26(2;) - B)]}
=0 Bl¢(Z;)°] = *0E[L{2,)>58(Z)°] + e*0E[L{y(2,)>y8(26(Z;) — B)]

By Lemma D.8, the second term is 0o(A2%). For the third term,

0 E[L{o(2,)>5)8(20(Z;) — B)] < Ell{4(z,)>5) exp(e®|018(26(Z;) — B))]

By Lemma D.10, this is o(A)%. So, we have the first claim. The second claim can be proved in a similar
way. For the third claim,

E [1{4(z,)<p16(Z;)"']

e £

E [1i4(2,)>5 (B28(Z;) — B))']

By Lemma D.5, the first term is o(A?). For the second term, in a similar fashion as before,

20\
> (““9) E [L1o(2,)>5)(B(20(Z;) — B))'] < E [Lig(z,)>p) exp(*[0]8(26(Z;) — B))]

=3
By Lemma D.10, this is o(A?). O
Lemma C.2. We have n
Eexp (20 (2= =) )| = ELf(2))] + 0 (8?) (38)
where hg is defined in (9), and Z; ~ Poi(\v;), for A =n(1+ O(£?)) and v; = 1/m + O(g/m) for all j.
Proof. Follows from Lemma C.1. O

26



C.3 Depoissonization
First, we will show that Ay(#) is analytic in A.
Lemma C.3. Ay(0) is analytic in \.

Proof. We will show that Efexp (¢20hg (Z; — 2))] can be written as a finite sum of analytic functions in A.
Since the sum and product of analytic functions also analytic, this will show that A, (6) is analytic. Let

A= Y [%e—m exp (ﬁ%(k)%]

k:p(k)<p

B—F [exp {5295 (2 (Zj - %) - B) H
oo T [ el a8 ool ) )]

kik< -—p

Then, the expectations in B and C can be expressed in terms of the moments and MGF of the Poisson
distribution, and so, are analytic. Each of A, B,C is a finite sum of analytic functions, and so, is analytic.
It is easy to verify that

E |exp (2005 (2 - %))} —A+B+C

is thus analytic.
O

Now, we want depoissonize A (6). For ease of exposition, we will prove a more general result. First we
assume the following.
Assumption 3. Suppose £ is a function such that

m

Ax(0) = exp(—£0n) [ | Elexp(e*0¢(Z;))]

j=1

where Ax(0) is analytic in A, and Z; ~ Poi(\v;).
We assume that, for A = n(1 + O(g?)) and v; = 1/m + O(e/m) for all j, we have

e*0E[§(Z))] = 0 E[¢(Z;)"] + o(A?) (39)
e10? N 4 9
T BIE(Z)] = S EI6(Z,)] + o(a?) (40)

> (20)! .
> C Ele(z,)) = ofa?) (41)
=3 ’
so that
Elexp(e20€(Z5))] = E[f(Z;)] + 0 (A®)
where [ is defined in (37).
Let Y]' = S Lix,—;3 and X1,..., X, ben samples drawn from distribution v supported on [m].

We will show the following:
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Lemma C.4. Suppose Assumption 3 holds. Then, if v is the uniform distribution such that v; = 1/m for
all j, we have

exp(—e0n) E |exp 2025 (Y;") ] (1+0 1/n))exp{n:§4(92+0(1))}
14

If v is an alternate distribution such that v; = 'vm for 3 <ym, and v; = % — m forj >ym
fory=0(1),1—~=0(1), we have
9 9 - n2et 9 1
exp(—e“On)E |exp | €70 Zf(Yj") =(1+0(1/n))exp { (9 +0—+ 0(1)> }
= m Y1 =7)
First, we have that our expression stated can be written as an integral.
Lemma C.5. Consider any function f : R — R. If we draw Z; ~ Poi(\v;) for j € [m], and
[T ELF(Z)
j=1
is analytic in A, we have
1:[ f(Y]n) = 27.” ?{ Ant1 H E
where Y*, ..., Y are n samples drawn according to v.
Proof. Conditioning on Y7, Z; = k, we have
[TEF@N=E T[] 12| =3 P> 2 =k B[] 12| > 2 =+
j=1 j=1 k=0 |j=1 j=1 j=1
5 /\k —A . n
= e EIIsa
k=0 j=1
Now, for any analytic function ¢(\) with power series expansion given by
A) = apa
k=0
we have by Cauchy’s theorem that
1 1
By assumption, [jL, E[f(Z;)] is analytic in X. Therefore,
: j];[lf(yyn) B 27TZ )\”+1 HE
which is the desired bound.
O
Corollary C.5.1. Under Assumption 3,
exp(—e%0n) E |exp azeif(Y”) = L!jl{e’\A,\(Q) dX (42)
J 2mi An+l

j=1
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We will choose a contour passing through a particular )\g, and this will make it easy to evaluate the
integral. We carry out the integration along the contour given by A = \ge'¥, where

o = n(1 —£26)
We substitute A\ge®” into (42) to get that

m R , ! T
exp(—e?0n) E |exp 52025(3/]-”) =e ° eng—ﬂ)\anRe [/ g(¢)dw] (43)

j=1 -

with
oin T[S (Movje
= oY H {Z 0 J exp(529§(k‘))} (44)
k=0

We will split this integral into 3 parts. Let

Il = Re

/ :/; gw)dw]

—n/3
/_ g<w>dw] (45)

/ ; g(wdw]

We will show that I; dominates. We show this by bounding ¢(¢) in the region ¢ € [—m, —7/3]U [r/3, 7]
as follows.

12:Re

]3:R6

Lemma C.6. Under Assumption 3, and m > C'logn for sufficiently large constant C, for ¢ € [—m, —m/3]U

[n/3,7, )
w0 (%)

Proof. By definition of g from (44), and using the assumption on £ from Assumption 3, we have that,

_ —zm/; )‘UVJ )k 2
()| = H Z S exp(06 (k)
1 o= (Aorjet?)F (1 o= (Aovet)F [N (e20)
_ {Z“k! >}+H{Z(°m ) <Z<“>£(,€)l>}
Now, for choice of \g = n(1 —&20), and ¢ € [—7, —7/3] U [r/3, 7],

I I G R
j=1 (k=0

For the second term, by Assumption 3, for our A\g = n(1 —e26), and v; = 1/m + O(g/m) for all m, this is

6A0 H {Z (El’g) E[&( j) ]} — n(l €20) H{ 29E ] %GZ]E[¢(ZJ)4] +O(A2)}

j=1 Li=1

_e20)ei?
— |€n(1 e“0)e

S O(eo.Em)

By Lemma D.1, and since n = o(m/e?), this is

m 2
n(1—e20) 19) ne < n(1—e20)—Q(m)
e I | <_m <e

Jj=1

Since m > C'logn for sufficiently large constant C, the claim follows. O
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Note that this implies that for the integrals defined in (45) that

n

Li+13=0 (%) (46)

Now, we will compute I;. Define G(¢) := log(g(v)). Then, by definition of ¢ in (44),

G() = —i g 43 Qo e 47
() = —in+ S tog 4 30 QI o 20 (47)
j=1 k=0
Note that
Im(G(0)) =0 (48)
Then, applying Lemma D.14,
Re(G'(0)) =0 (49)
Computing the asymptotic expansion of G”(v)) by Lemma D.4, we have
y n2e2
6"() = —ne' +0 ("= ) o) (50)

Now, by Taylor’s theorem, for any ¢ € [—x/3,7/3] there exists Ve (0,%) such that
e 7 .
W) = GO + &/ + Ty (51)

But, by (50), Re[G"(v)] < —0.4n for any ¢ € [-x/3,7/3]. So, for ¢ € [-7/3,7/3],
Re(G(¢)) < G(0) — 0.2ny)? (52)
Now, we have the following upper bound on I;.

Lemma C.7.
I, < GO VT

v0.2n
Proof.
w/3 w/3 w/3
I, = Re / eGW)dw] < / TGN gyy < GO / e=02n%% ) (53)
—7/3 —m/3 —m/3

< G0) /OO =020 g, _ (G(0) VT
o v0.2n

The next lemma shows that I; is also lower bounded by the above quantity (up to constants).

Lemma C.8. JF
0.5y/m
I > GO 22V (1 4 o1
1> ’—1.1n( (1)

where Iy is defined in (45)

Proof. By (50), Im(G"(¢)) = —nsin(y) + O (%) So, for large enough n, since [sin(¢0)|< ||, for any
Y € [—n/3,7/3], |Im(G" (¥))|< 1.1n|y|. So, by (51), (48) and (49), we have that for constant ¢ > 0 and

Y€ [—n/3,7/3],
IIm(G(¥))|< 1.1n|1/}|3+cn521/)2
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Also, Re(G"(v)) > —1.1n by a similar argument. So, by (51) and (49), for ¢ € [-7/3,7/3],

Re(G()) > G(0) — 1.1nyp?

Now, for t,, = 0.1min{n~'/3, 2}, we have that for ¢) € [~t,,t,], cos(Im(G(¢)))) > 0.5 so that

Re(e“®)) > 0.5eR¢(G(¥) | We can split I; further into 3 parts:
—tn w/3 tn
I; = Re / Oy | + Re / “Wdy | + Re {/ eG(‘/’)dw}
—7/3 tn —iln
Now, by (52),
—in —tn 2 - 272 -
|/ G0 gl < GG(O)/ 0200 d¢:tn60(o)/ 02nt2 R g
—m/3 —00 -0

1
< 1,60 / =022 10 g — (G(0) ) (L) _ (G0, <L>
o nt, D

In a similar way, we can bound the second term. For the third term, we have

tn tn tn
Re { / eGW‘)dw] > / 0.5eRe(CW) gy > 0.5eC©) / e~ 110 gu)
J—t, . .

—tn —tn

o0 —tn
> 0.5¢(®) [/ e LI gy — 2/ el'l”wzdw]

> 0.5¢4 (%j O (n—in» = 0.5;@)\/%(1 +o(1))

Combining the bounds, we get that

L= eG(O)%(l +o(1))

1.1n
O
Combining the upper bound on I; from Lemma C.7 and the lower bound from Lemma C.8, we have
co)y 1 om
I =e —e
n
So, by (43) and (46),
2 n —e20n n! —n _G(0) ﬁ
exp(—e“n)E [£(Y.")]| =e —Ag e —(1+o0o(1 54
xp( VE (Y] 50 M( (1)) (54)
So, it remains to compute G(0).
Lemma C.9. Under Assumption 3,
L n = n?
G(O) =X+ Z {629 |:()\01/j)2 + )\Ol/j — 2)\0ij + W
Jj=1 (55)
e40? 3 9 M n n? 9
5 [400)” +6(0v;)” + (hovy) = 8(hov;)* — = d—(hovs) +4—5(ov;) | +0 (A7)
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Proof. Using equation (47), we have
G(0) = Xo + > _log {E [exp(c*0¢(Z;))] }
j=1

where Z; ~ Poi(Aov;). By Assumption 3, we have that this is

/\0+Zlog{]E +0(A2)}
Using the definition of f from (37), this is

- ( 462 ,
Ao + Z log {1 +e20E[p(Z;)?] + 5 E[¢(Z;)*] +o (Az)}
j=1

Since by Lemma D.1, 20 E[¢(Z;)?] and 54§ E[¢(Z;)*] are o(1), using the fact that log(l + z) = z —
22/2 4+ O(23) for = — 0, we have

402

— o+ Z { P0E[0(Z))") + —— (El0(2))"] — El6(Z;))) + o (Az)}

Now, using Lemma D.11, we have that

2
n n
)\0+Z{ |: )\01/J +)\0Vj _QAOVjE—’_W

e10? 3 2 o N n n? 9
+ 5 [400r3)” + 6(hors)” + (owy) = 8(hors)* — = 4—(Nov;) +4—5 (hovs) | +0 (A7)
O
Lemma C.10. For the uniform distribution so that v; = 1/m for all j, and Ao = n(1 — %),
2 2.4
G(0) = \g + £20n + 62 (—ﬁ + n_) +o <n c )
2 m m
Proof. Substituting v; = 1/m for all j, and A\g = n(1 — 26), we have
m 2 2.4
n o n n°e
z=: |:(/\ol/j)2 + )\oljj — 2)\0ng + W] =n — TLEQG + ?92
i 3 9 oM n n? B n? n?e?
; 40v)? +6(Aow;)? + (ovy) = 8(Aowy)* — = 4= (Novy) +4—3 (hovy) | =n+ 2~ + 0 ( —
So, by Lemma C.9, we have
_ 2 2.4
G(0) = Ao + £20n + £*6> <—n + n—) +o (£>
2 m m
O
Lemma C.11. For alternate distributions such that v; = — —|— = for j < ym, and v; = % — m for

>, fory=0(1),1—-~=0(1), and \g = n(1l — 20), we have
2 20 _ A2020 2.4
G0) = o +e20n+ %2 (2 + +s49n(7m 6 = 7"m’6 = mn) oS
2 m v(v — 1)m? m
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Proof. We have

n 2

n n
Z |:()\01/j)2 + )\01/]' — 2)\0ij + W:| =n-—

Jj=1

n(mn + v?*m? — ym?0)e> <n252>

3 +o
(v = 1)m

oM

Ui 3 2 n 7L2 'rL2 2¢2
D 1400)® 4+ 6(Xovs)? + (hov;) — 8(Aov;) — =4 Qovg) + 45 Aovy) | =n 42—+ 0 —

j=1

Thus, for this v, from Lemma C.9,

? 20 — ~2m?20 — 2.4
G(0) = Ao + £20n + £*6* n + n + 549”(77” 0 — v*m*0 — mn) o n2e
2 m ’Y(’Y - 1)””2 m

Finally, we prove the main lemma.

Proof of Lemma C.4. By (54), substituting Ay = n(1—¢20) and G(0) from Lemma C.10, we have for uniform
1/7

_ 2 n\] _ —e20n e"nl 20\ —n 2 2 Ap2 (N TL_2 n2et
exp( 5971)]];3[5(1/]- )] =e —27m(n(1 e“0)) exp{ ne“f +ned + %0 < 2+m>+0< -

29, €™l 5, €102 4o n n? n?et
= mexp{—”(—“— 2 )P (e ) el
e™n! 402 <n2> <n2e4>}
= ———=expief | —|+o
n"\2mn p{ m m

= (1+0(1/n)) exp{n ‘ ((92 +0(1))}

m

By (54), substituting A\g = n(1 — 20) and G(0) from Lemma C.11, for v such that v; = L + 7 for
j<ymandy; = L — Ty for j > (1 —~)m, with v = ©(1), (1 - v) = ©(1), we have
(~<om ELe(v7)) = (1 +0(1/m)esxp { "= (92 40— 4001
exp(—e“fn "N =0104+0(1/n exp{ ( —l—i—i—ol)}
v m (1 —7)
O
Finally, this gives us the MGF of the Huber statistic.
Lemma C.12. We have that for uniform v such that v; = 1/m for all j,
E |ex n25495, = exp(—e0n)E |ex 5292m:h (Y” - ﬁ)
] = exp P 2 s \Y7'
n2et
— @+ o /myesp { =02 + o)
and for alternate v such that v; = % + "/Lm for j < ym and v; = % — m for j > (1 —~)m, for
Y= @(1)’ l—v= @(1),
E |e n2€40§ exp(—e?0n)E |e 820§:} (Y" n)
xp | —— = exp(—e“On X ) " —
P m p P P B\ m
n2et 1
=(1+0(1/n exp{ (92—1-9——1-01)}
(1+0(1/m)exp { " T+ o)
Proof. Note that Assumption 3 holds for A, () as defined in (36) due to Lemma C.1. So, by Lemma C.4,
the claim holds. O
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C.4 Application of the Gartner-Ellis Theorem

In this section, we apply the Gértner-Ellis Theorem to obtain the probability that our statistic crosses a
threshold, under the uniform distribution, and under one of the worst-case e-far distributions.

Lemma C.13. Under the uniform distribution p, we have that for T > 0,

n—oo  n2et log(IE’{S’ }):TZ

lim —

—l—AYmeorjglcmclquL

m T Tm 'v)m forj >1, and

Under an e-far distribution q of the form q; = %

Y= 6(1)7 1- Y= 6(1)7 fOTT < ﬁ;

lim —
n—oo n2et

log@{ésﬂ) _ (MmO -1n+1)°

492 (y = 1)?

Proof. Note that by Lemma C.12, the limiting logarithmic moment generating function with respect to the

uniform distribution p is given by
2.4
= li log Eexp HSGS =0
n—oo n254 m

Thus, Assumption 1 holds for Dy, = R. Furthermore, the Fenchel-Legendre Transform (defined in
equation 28) of A, is given by

* 2 T2
Aj(T) = sgp{HT —0°} = T

This is a strongly convex function of 7, so the set of exposed points of A7 whose exposing hyperplane
belongs to DY is all of R. Thus, by the Theorem B.2 (Gértner-Ellis), for 7 > 0,

: 5 2
lim —Llog <IP’ {Szﬂ) = inf Aj(z )—T—
P 4

n—oo n2gt T>T

Similarly, the limiting logarithmic moment generating function with respect to an alternate distribution

q is given by
2.4 1
Ag(0) = lim —ilog E |exp E s =0+ ——0
n—oo nlet q m v(1—7)

The Fenchel-Legendre transform is given by

1 (=1 +1)°
)=t

Aq(m) _S“p{f”‘g BT T

0

Again, applying the Gértner-Ellis Theorem gives, for 7 < (1 ok

10g< {S <T}):1an*( ):M

lim —
S <t 472 (v —1)2

n—ooo n2e4

C.5 Setting the threshold

We need to set our threshold 7 so that the minimum of the error probability under the uniform distribution
p, and any e-far distribution q is maximized. Note that by Lemma C.13, it is sufficient to consider a threshold
7 such that 0 < 7 < W since otherwise, the error probability in one of the two cases is at least constant.
To set our threshold, we will first observe that for any 7 in this range, the “error exponent” under e-far
distributions is minimized for a particular e-far distribution. Then, we will set the threshold to maximize
the minimum of the error exponent under the uniform distribution, and under this e-far distribution.
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Lemma C.14. Setting the threshold T = 2, we have for the uniform distribution p,

hm2410g< |:S>T}>—1
n—oo  NAe
and for any e-far distribution q such that q; = % + % for 3 < ym and q; = % - m for j > ~ym and

y=06(1),1-~v=0(1),

i st (2[5 < TD 21

with equality for q such that q; = l 4 2 == for j <m/2 and q; = E — £ f07” Jj>m/2.
Proof. By Lemma C.13, for 0 < 7 < 7(1 ok
- —1)+1)
lim log P |:S < T} = M
n—oo n 64 q 4y2(y —1)2

Now, the numerator of the right hand side is minimized when v = 1/2, and the denominator is maximized
when v = 1/2. Thus, the right hand side is minimized when v = 1/2. So, we have that,

1
- < > (1 —4)?
i s (2[5 7] ) = e -
with equality for distribution ¢ such that ¢; = 1/m + 2¢/m for j < m/2 and ¢; = 1/m — 2¢/m for j > m/2.
Then, the claim follows by substituting in 7 = 2 in the expression for the uniform distribution in Lemma
C.13 and in the above expression. O

Recall that our target sample complexity is

=(1+0(1)) mlog%/a2 4)

We have our result for the Huber tester.

Theorem C.15 (Huber with n/m > 1). The Huber statistic for appropriate B achieves (4) for 1 < n/m <
1/€2, 6,6 < 1 and m > C'logn for sufficiently large constant C.

Proof. First we need to show that for every (n, m,e) that satisfy our conditions, there is a 3, A that satisfies

(12), (11) and (13). We will set
22

A:

so that (12) is satisfied. Then, observe that (11) and (1

1 i + 21 i = Al/S
e\ A m t\Aa) T\
Now, since n = Q(m),

tog (L) Z1og (1) = o (tog (L)) o () o (2 ) Z (AL
B A ) T8 <n52) =ollog| 2 =ol\am )=\ aman ) =0\ 2
and since n = o (ﬁ)’

n 1 n | my\ nt/3 B AL/3
m "g m 8 (@) “ O\t ) T\ e

By Lemma C.14, we have that é(e,m,C) = 1 for every ¢ that satisfies our assumptions, and every C' > 2.
In particular, any &’ such that (1 — %) g(n) < €'(n) < e(n) has ¢(e’,m,C) =1 for every C > 2. Thus, by
Lemma B.10, we have that ¢(e,m) = 1 for every ¢ that satisfies our assumptions. The claim follows. [l

) can be satisfied as long as
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Since the Huber statistic for § = 0 is equivalent to the TV statistic, Theorem C.15 and Theorem 1.5
together give us the main result.

Theorem 1.2 (Huber). The Huber statistic for appropriate 3 achieves (4) for n/m < 1/e%, ¢,§ < 1, and
m > Clogn for sufficiently large constant C. It achieves (5) under the same conditions and 6,04 < 1.
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D MGF computation Lemmas

D.1 Huber Lemmas

Lemma D.1. Suppose Assumption 2 holds. For Z; ~ Poi(Av;) and Ao = n(1 —€%0), v; = £ + O (
and for n = Q(m)

3o

7’L€2

e?0E[p(Z; +¢)’] = O (—)

B2+ = 0 ((%))

Proof. Note that A\gv; = == + O(%<). Then, using Lemma D.11,

20E[¢(Z;)?) = 20 <% +o(=)+o0 (”;;2» =0 <"§>

forany 0 <c <4

since n = o(m/e?).
Similarly,

Now,

S0E[p(Z; + )’ = 20 [(zj to- %)1 = 20F [0(2))* +2¢(2; - =) +¢?]

~0 (%) o =0 ()

since 2 = O (ﬂ)

m
Similarly,
e 5 _ cto? 4 ny? 2 2 3 n 4
5 Elo(Z; + o)) = - E {(b(zj) +4c (Zj - E) +6c26(Z;)? + dc (Zj _ E) te ]
Now,
n\3 3 oM n? n?
E 4c(zj—E) =4E|Z} =32} = 32— —

By Lemma D.13, this is

3 9 9 n 712 7’L3
4 ()\Ql/j) + 3()\ol/j) + )\ol/j - 3(()\ol/j) + AOVJ)E + 3)\01/j

m2  m3

Now, since Agv; = 2 + O (2£), this is

so that

So, finally

as required.
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Lemma D.2. Suppose Assumption 2 holds. For Z; ~ Poi(Xov;), and Ao = n(1 —&20), v; = = + O(<

all j, "

|m

) for

H {E[f(Z;)] +0(A%)} = exp{O(ne?)}

where f is defined in (37)
Proof.

ﬁ{]E [F(Z))] + = exp {Zlog +0(A2)}}

Note that due to Lemma D.1, A = O (%) and the fact that n = o(m/e?), the above is

{z {Hocg)}}

We can Taylor expand the log since it is of form log(1 + o(1)). The above is then

wo{ £ [0 ()]} -t

exp(O(ne?))

Setting n > 2, this is

O

Lemma D.3. Suppose Assumption 2 holds. For Ao = n(1 —&%0) and v; = L+ + O ( ) for all j, and for &
that satisfies Assumption 3, where Zj ~ Poi(A\ov;), we have

e’} i ?
672)\011]' (Z ()\Oyljg—?)k exp(EQQE(k + 1)))
k=0 '
o) 1/-6“” k i ijei’ll) k 2 2 TL62 :
_ <Z ()\U% exp(EQGE(k))> (Z ()\T) exp(e“0&(k + 2))) ‘ =0()+0 <<W> )
P k=0
and
Ay i)k L (Aovjett)k ne’
2o, ( et exp(EZas(k>>> ( o) exp(c20g(h + 1))) ‘ -1+ (55)
rd ' k=0 '

Proof. Notation: For simplicity, let E[f(W;)] = S22, ()‘OVJI: )kf(k) Note that

E[f(W)) + g(W;)] = ELf(W;)] + E[g(W))]

Also, note that e_’\o”f]]:Z[f(W,»)}‘ = E[f(Z;)] where Z; ~ Poi(\ov;). We have that,

o0 20£W L]’

Elexp(206(W; + 1)) = E |1 + £20¢(W; + 1) +Z
=2

L (206(W; + 1))
Z—

=B [1+206(W; +1)]” + 2 [1 + £206(W; + 1)) l
=2
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Similarly,

Elexp(e*0¢(W)))|E[exp(e*06 (W + 2))] = E[1 + e206(W))]E[1 + 206(W; + 2)]

VE[L+ 206(W [ ZGEW”)
=2
E ;(6205;%)) B[l +206(W; + 1)] +E Z 295 LZ € HEW +2))

So, using the properties of £ from Assumption 3, this first expression is

672)\0 vj

Elexp(e*06(W; + 1))]” — E[exp(*06(W;))|E[exp(*6¢(W; +2))]‘

S e—2>\01/j

E[L + 206(W; + DJ? — E[1 + 206(W, )JE[L + 206(W; +2)]| + 0(8?)

e20R[1] {2 (W + 1)] - Ble(W;)] - BlE(W; +2)]}

02 {BIE(W; + 1))* = BIEWHIBIEW; +2)1 ]| + o(22)

= €20 {2E[§(Z; + 1)] - BIE(Z))] — E[§(Z; + )1} + £'60° {E[E(Z; + DI” ~ EIE(Z)EIE(Z; +2)]} +0(A%)

6—2/\01/J

Using properties of &, this is
20 {2E[¢(Z; + 1)°] — E[¢(Z;)*] — E[¢(Z; + 2)°]}
+e%0? {E[6(Z; + 1)°]” — E[6(Z;)°] E[¢(Z; + 2)°]} + 0(A?)

Simplifying using the definition of ¢, and applying Lemma D.1, this is

2
ne
0] 0]
() + <( ) )
This gives us the first claim. For the second claim, we have the expression

2% [Efexp (06 (W;)|Elexp(e*06 (W; + 1))]|= Elexp(?6¢(Z;))] Elexp(e*06(Z; + 1))

By properties of £ from Assumption 3, and using Lemma D.1, this is
140 (”6 )
m

Lemma D.4. Suppose Assumption 2 holds. For Ao = n(1 — &%), v; = % + 0 (%), and & that satisfies
Assumption 3,
and

O

we have




By Lemma D.1, this is,

3o ()~ oo (10 (57)) } (0 ()

Jj=1
2 2.2 2.2
—(Aoe™) (1 +0 (E» +0 (n c ) =-—ne' +0 <n < >
m m m

Lemma D.5. Suppose Assumption 2 holds. For Ao = n(1+ O(g?) and v such that v; = 1/m+ O(g/m) for
all j, and 0 = O(1), we have

O (2 1)) )
e e RS

O

=3

where Z; ~ Poi(Aov;)
Proof. We have that

e 20 Z + e 529 2\1
E 1{¢(Z+c<ﬁ}{z¢—@)}]‘ < ElZ( l'ﬂ )]
=3 =3
e (62052)l
<2 Il
=3
=0 <(529ﬁ2)3 i (529'52)l>
=0 !
Also,
e 2 2\l
Z (5 GZI'B ) :exp(€2052)
1=0 ’
But, by (32),

£208* = o(1)

Thus, we have that
exp(e20p%) = e = O(1)

Putting the above together gives us the claim. O

Lemma D.6. Suppose Assumption 2 holds. For X\ = n(1 + O(e?) + O(2¢e?)) and v such that v; = 1/m +
O(e/m) for all j, for any B,

Flo(% +0) > ) < 20 { -2} 4 2o (-0}

for integer 0 < ¢ < 3 and any constant n > 0.

Proof. Note that for the conditions given,

n ne
Avj = —+0(—)
Now, since Z; ~ Poi(Av;) and A = n(1 + O(g?) + O(%EQ»
E[l4z;40)>p] = Plp(Z; +¢) > B] = Hz +e— _‘ > ﬁ}
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<P (12 - wj] >ﬁ+‘ij+cf%H <P (12— 2yl > B+ O()]

Using Poisson concentration bounds [Canl7], this is at most

(Brot)” | _ (8+0(2))*
QGXP{‘M (5+o<"e>)}‘%Xp{‘umo("f)}

Now, if = O(Z), this is

ol 5} -5

m

Similarly, if instead > = O(f3), the bound is

BroE)y _,
2exp{ O(ﬁ)—}—O(E)}Q p{—Q(8)}

The claim follows.
O

Lemma D.7. Suppose Assumption 2 holds. For A = n(1 + O(e?) + O(£¢&?)) and v such that v; = 1/m +
O(e/m) for all j, for B such that (11) is satisfied,

E[ly(z,+c)>p] = O (A™)
for integer 0 < ¢ < 3 and any constant n > 0.

Proof. By Lemma D.6,

2
E[l{(z,+e)>py] < 2exp { ) Bﬂ) } +2exp {—Q(8)}

el ()} o

Lemma D.8. Suppose Assumption 2 holds. For A\ =n(1+ O(e?)), v; = 1/m+ O(e/m) for all j, we have

But by (11), this is

O

|E [Lio(z,10)>81°06(Z; + ¢)°]| = 0 (A?)

eto? 4 2
‘E {]1{¢(Zj+c)>5}7¢(zj +c) ] =0(A%)
for integer 0 < ¢ < 3 and Z; ~ Poi(Av;)
Proof. We have
o0
B [L4s(2,+0>88°08(Z; + 0)*]| < Y [P[8(Z; +c) > 2'8] £20(2' ' B)?|

=0

By Lemma D.6, this is

>

(2 CXp{ (OQ(Qf;)} + 2cxp{ Q2'p )}) £29(21 )2




By (11), this is ~
Z ‘() (A?”) 529(21+15)2’

1=0
Note that by (13), 28?2 = o(1). Thus, this is

Slo(stonn

1=0
Setting 1 > 3, since 220+ < O(22') we have that this is this is
A% 3 [o()*

=0

0 (Aa?)

The first claim follows. The second claim can be proved in a similar way.
O

Lemma D.9. Suppose Assumption 2 holds. For X = n(1 + O(e?) + O(£¢e?)) and v such that v; = 1/m +
O(e/m) for all j,
E [exp(c08(20(2; + <) — B))] = O()

for integer 0 < ¢ <3

Proof.
exp(208(20(k) — B)) = exp {208 (2| — =

m

-5)}
= exp {6295 (]l{k<l}2 (ﬁ - k) + Lgsny2 (k - %) N ﬁ)}

- tiesy o (03 (0 (1) 1)} 2y oo o o~ 2) )
Since exp(z) > 0 for all z, this is at most
exp {08 (2 (2~ k) = 5) } +exp {05 (2 (k- 2 ) - 5) }
Thus,
om0 10-9) < o {299 (o (-5-0)-3) | o (90 2 2 90-2) -9

Now,

E |exp {208 (2 (= — 2, —c) = 8) }| = exp {5295 (%” — 92— /3) } E [exp {—2:2087;}]  (56)

But, since Z; ~ Poi(Av;), we have

Elexp{—2c208Z;}] = exp {)\I/j (672629ﬁ - 1)}

Note that
n ne

Avj = - + O(E)
So,
Elexp{—2¢08Z;}] = exp {%(1 + O(e)) (672526ﬁ - 1)}

Using the fact that e® < 14 x for all x, the above is at most

exp {%(1 v 0(6))(—2629[3)} = exp {—252%% n 0(%95)}
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Since n = o(m/e?), and 6§ = O(&?),
0 (£e08) = o(Be)

Using (32), this is o(1).
Thus,

Elexp{—2:2087,}] = exp {_2620/3% + 0(1)}
Thus, using this in (56), we have that
E [exp {5205 (2 (% -7 — c) — B) H = exp {—52952 —2ce?0B + 0(1)}

Equation (32) tells us that
£205% = o(1)

Similarly,

20 = o(e)
So,
E [exp {5206 (2 (% —Z; — c) - ﬁ) H =exp{o(1l)} = 0(1)

Using a very similar argument, we can show that
E [exp {5295 (2 (Zj te— 3) - 5) H —0(1)
m

So, by the above and (D.1),

E [exp(e20B(2¢(Z; + ¢) — B))] = O(1)

O
Lemma D.10. Suppose Assumption 2 holds. For A = n(1 + O(e?) + O(2¢e?)) and v such that v; =
1/m+ O(e/m) for all j,
E [1{(z,+c)>p exp {e708(26(Z; + ¢) — B)}] = O (A")
with integer 0 < ¢ < 3 and any constant n > 0.
Proof. By the Cauchy-Schwarz inequality,
E [Lis(z,+0)>p1 exp {e208(20(Z; +¢) — B)}] < \/E[]l{¢(z,-+c)>ﬁ}] E [exp {e208(2¢(Z; + ¢) — B)}]
By Lemmas D.7 and D.9, this is O (A"). d

D.2 General Lemmas
Lemma D.11. For Z; ~ Poi(\v;), and ¢ defined in (35)

n2

n
E[(b(zj)z] = ()\l/j)2 + )\Z/j — QAVjE + W

E[6(Z;)"] = Awy)* +6(\)° + T(Avy)? + Ay — 4% [(Ow)? +30w;)? + ]

+6 (%)2 [()\Vj)Q + /\z/j] —4 (%)BAVJ‘ + (%)4
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Proof.

E[¢(Z;)%) = E [(Zj - %)Q] —E [ZJ? —22;~ + ;—Z]

. n n?
=)+ — 2w — + —
(Avj)” + Ay ij+m2

E[¢(Z,)] = E [(zj - %)1 —F [Z;* —al 7246 ( )zzf —4 (%)SZJ- + (%)4]

n
m
= (M)t + 6(Av;)® + 7(A)* + Ay — 4% [(A5)® + 3(\w;)* + Ay

+6 (%)2 [()\z/j)2 + /\l/j] —4 (%)3)\1@ + (%)4

Lemma D.12. For Z; ~ Poi(\v;), and ¢ defined in (35)

E [¢(Z; +1)? — ¢(Z;)?] = 20wy + 1 — %”

E[¢(Z; + 1)* — ¢(Z))*] = 4(\v;)® + 18(\v)* + 14(Av;) + 1

4n 6n2 4n?

E(?)(Auj)? +6Av; +1) + W(zmjy— )= —

Proof.

2 2
El¢(Z; +1)* — ¢(Z;)*] = E {QZJ- +1- E”] =2\ +1— Fn

El¢(Z; + 1) — ¢(Z;)"]

=E|(4Z} +6Z; +4Z;+1)

4n n? n3
- E(sz?, +3Z;+1) + Gﬁ(zzj +1)—d—g
6n? 4n3

dn
=4(0w;)? +18(\v;)2 + 14(0wy) + 1 — E(S(M)Q + 62+ 1)+ 5 (20 4 1) =

Lemma D.13. The first four moments of the Poisson distribution are given by
E[X] = A
E[X?] = A2 + A
E[X?] =A% +3X% + A
E[X4 =M+ 6%+ 7TA% + A
for X ~ Poi(\)
Proof. Computation of moments.
Lemma D.14. For any function f and

G() = —ing + > _ log {

Jj=1

S [P ]

k=0
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we have

Z?O—“W Lk +1)
oo (Agvjet?)k
reo B £ (k)

G :—m—I—zZ /\01/]

so that Re(G’(0)) =0, and

' - 3 2k—o(Aovje™) 2
G"( Z{( - (Aoyjc e (k)>2 l()\ov] w2 {(%ﬂkﬁ-l))

j=1 k=0

- (Z Aoy]ew ) <°° ,\OVJ k+2)>}
k=0 k=0

. oVie i Ol/j “L k
Qo) <Z “%f(k)) <Z Qonie) rre 4 1))
k=0

k=0

Proof. Follows from taking derivatives.
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E Lower bounds

E.1 The collisions tester is asymptotically bad when n = ©(m) and ¢ = w (10531”)

The following lower bound showing the collisions tester is asymptotically suboptimal is based on a note of
Peebles [Peel5].

Theorem E.1. Whenn =0(m) ande = w (1°g1/4 ”), the collisions tester has error probability exp (—0 ("254» ,

ni/8 m

and so, takes w(y/mlog(1/8)/e%) samples to distinguish between the uniform distribution and an e-far dis-
tribution with error probability §.

Theorem E.1 (Due to Peebles.). When n = ©(m) and € = w (loiz:”), the collisions tester has error

probability exp (—0 ("24)), and so, takes w(y/mlog(1/8)/e?) samples to distinguish between the uniform
distribution and an e-far distribution with error probability 6.

Proof. First, let Xi,...,X,, be the elements sampled from our distribution. Let E;; be the event that
X; = X;. Under the uniform distribution p, we have that the probability that X; = X is

L 1
PlE: ] = > opi= -
j=1

Thus, the expected number of collisions under the uniform distribution is

n
B | B | = S BiE] = (4 )/m
i<j i<j
Now, consider the e-far distribution ¢ such that ¢; = % + % for j <m/2 and ¢; =
We have that the probability that X; = X; under ¢ is

m 1 & 1\? 144
S
j=1

— 2 for j > m/2.

L
m m

j=1

Thus, the expected number of collisions under q is

14 4¢?
1 > By :ZE[Ei,j]=<;> mE

i<j i<j

Now, under p, if we sample the first element at least 4n/+/m times, then we will have at least (4”/2‘/m) >

() HT“EQ collisions for large enough n, m. In this case, since the number of collisions under p is more than the

expected number of collisions under ¢, and our threshold will be less than the expected number of collisions
under g, we will output ¢, and make a mistake. This happens with probability at least

B Y
n4n/\/m—exp N ogn

This is bigger than exp(—&l(#)), the error probability of the TV tester, as long as

4n o _ n2et
Jm gn = o0 —

Since n = ©(m), this happens as long as

Thus, for error probability §, we require w(y/mlog(1/§)/e?) samples in the regime stated. O
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E.2 Paninski tester is asymptotically bad when n > ©(mlogm)

Theorem E.2. When n > 48mlogm, the Paninski tester fails to distinguish between the uniform distribution
on m and an e-far distribution with error probability Q(1) for e < 1/3.

Proof. Recall that the Paninski tester counts the number of bins that see exactly one sample. Let F; =
L;y,=1y be the event that the bin j has exactly 1 sample. Now, for p the uniform distribution on [m], the
expected number of samples that land in the j** bin is

E[Y;] = — = 48logm
P m
Thus, by the Bernstein’s inequality,
47 2
]P[Y; < logm] =P |:}/J < <]_ — —) E[Y}]:| < @7(_8) x12logm __ 67310gm <
P P P

So, by union bound,

So, with probability 1 —1/m?, every bin has at least logm balls, which means that the Paninski statistic
is 0 with probability 1 — 1/m?.
Now, under e-far distribution g such that ¢; = L4 72n—5 for j < m/2 and ¢; =

- — 2 for j > m/2, we
have, for j < m/2

1
m

n
ElY;] = — = (1 4+ 2¢)481
E[Y,) = % = (14 248 1ogm
and for j > m/2,
E[Y;] = — = (1 — 2)48logm
7 m - &

Then, for j < m/2, since € > 0,

47 4 96¢ 47 1
PlY; <1 =P|Y;<({1———|E[Y;]| <P|Y. < ([1—— |E[Y;]| < —
q[Jfogm] q{J< 48+965>q[]]]q{j< )q[j]}

On the other hand, for j > m/2

47 — 96¢ _(AT=96 V2 g
PIY: <1 —PlY, < (1. 2L 7P 1) < o (a8 ) x(1-20)121logm
q[ J = Ogm] q[.?—( 48(1725) q[ ]])—e
Since e < 1/3, this is at most
152 x3 1

e—ng—xwlogm <
S,
Thus, we have that
1

2

P[3j,Y; < logm] < ;Igm <logm] < —

So again, with probability 1 — 1/m?, every bin has at least logm balls under ¢, so that the Paninski
statistic is 0 with 1 — # Putting the above together gives us that we will fail with probability Q(1).
O
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F TV Tester in the Superlinear Regime

Lemma F.1. The TV tester can distinguish between the uniform distribution on [m] and an e-far distribution

with failure probability e~ 2 "(1+oW) yhen e = o(1) and n = w(m/e?).

Proof. Let Y be the empirical distribution when n samples are drawn from the distribution. The TV tester
compares the empirical distribution Y to the uniform distribution and outputs uniform if and only if
€

1Y —pllrv< 5

where p is the uniform distribution on [m].
Since by the definition of TV distance,

Y — = max |Yg —
1Y = pllrv dnax Ys — ps|
we have that under the uniform distribution p, the probability of failure is

* 13
PIY = pllrv= 7] =P [max [Ys — ps|> =
P p | SC[m] 2

€
< Pl|Ys — > —
< 3 Pl¥s —pslz
SC[m]
Note that the summand is the probability that the empirical mean of n samples from a coin with
probability of heads 151 geviates from its expectation by at least 5. By the Chernoff bound, this is at most

m

since for any 7,7, D(r + 7||r) > 272
Thus,
P [||Y —pllrv> % < 9mem3E°n — g—3e’n(l+o(1)
P
since n = w(m/e?).
Now, under e-far distribution ¢, since ||p — g|lrv> ¢, the set S = {jlg; > p;} has |gs — ps|> € so that

ZjeS q; > Imil + e. Now, since ||Y — p|lrv> |Ys — psl, we have

9 9
Pl —pllrv< 5] < P[|¥s —psi< 5
q 2 q 2

Now, the RHS of the above is at most the probability that the empirical mean of n samples from a coin
with probability of heads at least % + ¢ is less than % + 5. By the Chernoff bound, this is at most

efD(%jL%H%«kE)n < 67%7%2

Thus, the TV tester fails with probability at most e~ 3ne (14o(1) g required. O

Lemma F.2. Whenn =w (%) and e = o(1), any tester that distinguishes between the uniform distribution

on [m] and an e-far distribution fails with probability at least e~ 3ne"(1+o(1))
Proof. Let p be the uniform distribution on [m], and let ¢ be the e-far distribution such that ¢; = % + %
for j < m/2 and ¢; = = — 2 for j > m/2. Let Y be the empirical distribution from the samples drawn,

and let B = {E;":/f Y; > 1 + £}. Under the uniform distribution, by Lemma F.4,

BB 3 ot o)

48



Now, the likelihood ratio of Y € B is given by

Tvy> (142581 — 20) =8
p

_ 6(%+%) log(1+2s)n+(%— %) log(1—2¢)n
Now,

(%4—%) log (1+ 2¢) + (%—%) log (1 — 2¢) = (%Jr%) {1°g<%+%> _log(%+%>}

since D(% + %H%) =

=< (1+0(1) and D(X + 51 +¢) =

%(1 +0(1)). Thus,

() 2 e (58)
p

Now, suppose there is a test ¢ that uses n samples and distinguishes between the two cases with failure

probability e~ (3FE)ne” o £ > 0, so that ¢ = 0 denotes that the test outputs uniform, and ¢ = 1 denotes
that the test outputs far from uniform.

By assumption,
Plp = 1] < e (36"
P
Now,
Plp =0l 2 P[{¢ =0} N B] >
q q

({¢=0ynB)P[{¢ =0} N5
But by (57) and our assumption,

hSEES

P[{¢ = 0} N B] > P[B] — Pl¢ = 1] > e~ 2 n(1H+e(1)
p p P
so that, using (58)

Plg = 0] > e—en(i+o()
q

Thus, ¢ has error probabili‘gy at least e’%52"(1+°(1)), and we have a contradiction, so that any test fails
with probability at least e~ 27 (1+o(1),

O
Theorem 1.3 (Superlinear regime). For n/m > 1/e% and e < 1, the TV statistic achieves
log %
n=(2+0(1)-5
and no other tester can do better.
Proof. By Lemmas F.1 and F.2, the claim follows. O
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F.1 Anticoncentration of a Binomial Variable

In this section we show that the Chernoff bound has sharp constants for binomial random variables B(n, %)
We use the following lower bound on binomial coefficients, found in Lemma 4.7.1 of [Ash90]:

Lemma F.3. Ifn and np are integers, then

<”) s 1w
p v/ 8np(1 — p)

where h(p) := —plogy p — (1 — p) log,(1 — p) is the binary entropy function.
Lemma F.4. Let X ~ B(n,1/2), and ﬁ <L e <k 1. Then

PIX > g +en] = exp(—2e2n(1 + o(1)).

Proof. The upper bound is the standard Chernoff bound, so we focus on the lower bound. For any &’ €
[e,e 4+ 3/4/n] with § 4 &'n integral we have by Lemma F.3 that

P[X = = +¢'n] =27" "
2 N (1/2+¢)n
> 1 ,naenGeey)
T /2n(140(1))

Now, the binary entropy function has Taylor series

h(% by =1 %(a')Q +O((E)M).

Since &’ = (1 4+ o(1)) by construction, this means

P[X = E —|— Eln] Z ;e_2n52<1+0(1>)_
2 2n(1 + o(1))

Summing over the 3/n such &', we have

+ E?’L] > €—2n52(1+o(1))

P[X >

|3

as desired. O
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G Squared Statistic in Sublinear Regime

Define a centering function

n
Byi= [k - 2| 35
o) = |1~ - (3)
We will analyze the squared statistic S given by
S=3 o)
j=1
where Y = S 1x,=; and Xi,..., X, are the n samples drawn from distribution v supported on [m].

Note that this is equivalent to the collisions statistic, since it simply applies a translation and scaling. We

will set

n2et

B =k

for constant x > 0 to be set later. We also define a parameter A.

— (59)

Assumption 4. 1 <n/m < E%, e K ﬁ, ?—554 > logm and m > Clogn for sufficiently large constant

C. In addition, we have the following constraints on 5 and A.

- <1og (3)+ M) ()

2

A=0 (E> (12)
m

(B%e*)3 =0 (AQ) (13)

We assume that Assumption 4 holds throughout this section. Observe that Assumption 4 implies As-

sumption 2. Note that since n = ©(m) and ":4 = w(logm), we have that

logm
f=w ( /4 ) (60)

For ease of exposition, we will analyze

?[5 —n] (61)

We will study the log MGF of this statistic conditioned on all (;S(Yj")’s at most 3, given by

A = log (E [exp(69) V), 6(v}") < ] ) (62)

We will compute an asymptotic expansion of the limiting log MGF conditioned on all ¢(Yj") at most g given
by
, m n2et
AI/(9> = lim n2—€4An’V ( m 0) (63)

n—oo

G.1 Poissonization
Let S Poi()) be the Poissonized statistic. We compute the conditional MGF of S Poi(x) With MGF parameter
%9 conditioned on it being the case that ¢(Z;) < g for all j. That is,

Ax(0) = exp(—€%0n) E | Lyv;o(z,)<p) exp | €70 ¢(Z;)? (64)
j=1

o1



where Z; ~ Poi(\v;) and are independent. Due to this independence,

A)\(Q) = exp 26n H ]1{¢>(Z]-)§B} exp (629¢(Zj)2)}

Lemma G.1. Suppose Assumption 4 holds. We have,

SCOE[L (02,12 $(2))7] = SOEIO(Z,)] + o(A?)

TV [otzp<n 9(2)"] = T El6(Z)") +0(a?)

= ()
I

E [1{4(z))<py8(Z)*"] = o(A?)
=3

when Zj ~ Poi(Av;) for A =n(1+ O(¢?)) and v; = 1/m + O(e/m) for all j.
Proof. For the first claim,
e*0E[Ls(z,)<5)9(Z;)"] = e*0E[0(Z;)%] — *0E[L{y(2,)>518(Z))"]

By Lemma D.8, the second term is o(A2). Thus, we have the first claim. The second claim can be proved
in a similar way. The third claim follows by Lemma D.5. O

G.2 Depoissonization

As before, we will first show that Ay(6) is analytic in .

Lemma G.2. A,(0) is analytic in \.

Proof. We will show that E[1{4(z,)<g) exp(e206(Z;)?)] is analytic. We have that it can be written as

Y.
Z {%em’f exp(629¢7(k)2)

k:p(k)<p
which is a finite sum of analytic functions, and is thus analytic. The claim follows. O

Note that for Ay(6) defined in (64), by Lemmas G.1 and G.2, Assumption 3 holds for
&(k) = Ligr)<py exp(e°00(k)?)

Then, we have the following

Lemma G.3. We have that for uniform distribution p such that p; = 1/m for all j,

71254 ~
E ne L o(Y]) < B| = E Ligeyr
E {eXp( — 95) Vi, &(Y}*) B] exp(—*0n)E fexp | e 95 Lisrm<pmo(Y])?

j=1

QL‘

(1+o<1/n>>exp{ o)}

and for alternate distributions q such that g; = = + == forj <l andv; = L

m (l:iy)m forj > l7

2.4
E [exp (”ﬁ‘j es) V4, 6(Y7) < /3] = exp(~<*0n)E |exp | & 921{¢(Yn><ﬁ}¢( ny2

q =1

2.4

= (1+0(1/n)) exp{nnj {92 + Hﬁ + 0(1)} }

Proof. By Lemma C.4, the claim holds. [l
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G.3 Application of the Gartner-Ellis Theorem

In this section, we apply the Gértner-Ellis Theorem to obtain the probability that our statistic crosses a
threshold, under the uniform distribution, and under one of the worst-case e-far distributions.

Lemma G.4. Under the uniform distribution p, we have that for T > 0,

lim —
n—oo ’I’L2

Under an e-far distribution q of the form q; = % + ,yim forj <1l and q; = % m forj > 1, and
vy=0(1),1—-~v=0(1), forT < ﬁ,
(ry(r -1 +1)*
< M < =
i g (2[5 < o < 9] ) - D0

Proof. Note that by Lemma G.3, the limiting logarithmic moment generating function with respect to the
uniform distribution p is given by

n?e* _ )
Jim. n254 log (]E [exp ( — 95) IV, p(Y]") < ﬁ]) =0

A, (0) = lim

Thus, Assumption 1 holds for Dy, = R. Furthermore, the Fenchel-Legendre Transform (defined in

equation 28) of A, is given by
2
Aj(T) = sgp{HT - 0% = TZ

This is a strongly convex function of 7, so the set of exposed points of A7 whose exposing hyperplane
belongs to D is all of R. Thus, by the Theorem B.2 (Gértner-Ellis), for 7> 0,

~ 7_2
log (Ig (8 > rivj 00} < BD = inf A(z) = —

hm N x>T 4

n—oo n 84

Similarly, the limiting logarithmic moment generating function with respect to an alternate distribution
q is given by

n2 4 ) " 1
a0 = i, gz o (& oo (5205 o057 5] ) =0+ 2

The Fenchel-Legendre transform is given by

oy > 1 _ (M =D+’
Ay (T) = sup {07‘9 o 0} =

0 -) dy2(y - 1)?

Again, applying the Gértner-Ellis Theorem gives, for 7 < (1 2y

lim — 1

log( [S* < 7|vj, o(Y[") < ﬂ}) :;ngA*( x) = %

G.4 Removing the conditioning

So far, we have analyzed the probability that S crosses a threshold 7 under the uniform distribution, and
under a family of e-far distributions conditioned on the event that gb(YJ”) < B for all j. We will now remove
this conditioning.
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Lemma G.5. Under the uniform distribution p, we have that for T > 0,

- 72
g (2[520]) =
Under an e-far distribution g for the form q; = % + ﬁn for 3 <l and q; =
vy=0(1),1—-~v=0(1), forT <

%—mforj>l and

_1
y(1—-7)’

lim —
n—ooo nled

—1)+1)?
' log {S < T] _ (b =D+1)
4y2(y — 1)?
Proof. For the uniform distribution we will upper and lower bound PP, [5’ > 7] by

n2et T2

e m

(1+0(1))

The claim for the uniform distribution will follow.
Under any distribution v,

P[5 > 7] =P[5 7vj,6(v]") < 8] PIVj,6(Y}") < 4]

+P {S > 7(3j,6(Y]) > ﬁ} P37, ¢(Y") > B

Now, by Bernstein’s inequality, since ne* = w(1) by (60) and 8 = n”:’f4, we have, for the uniform

distribution p, for every j,

Plo(Y}") > §] < 271

Thus, by union bound,

lis n’n254 n’n254 K’VL E
[31 o(Y]") > f] < Z P(Y]") > B] < 2me™ i =2 Tdm T108™ = e~ Him— (Ite(l)

J=1

since ”:f = w(logm). For Pp[Vj,¢(Y]") < B] and PP 0[S > 7|35, #(Y[') > B], we apply the trivial upper
bound of 1. So, for x > 272, by Lemma G.4,

~ L2 2.4 L2 2.4
PIS > 1] < T 4 2e”F - 140) = =T (14 0(1))
P
For the lower bound, note that
n-e" 54 K E
PG, 6(Y7) < Bl = 1= S Pl(Y]) > B] = 1 — 2me %5 = 1 — 2¢~ 1 %5 (o)
P e
For the second term, i.e., P, {5’ > 7(37,6(Y]") > 6] P37, ¢(Y;]") > ], we apply the trivial lower bound
of 0. Again, setting x > 272, we get
2_4 2

p

So, we have the claim for the uniform distribution. We will upper and lower bound the probability of
crossing 7 for e-far distribution ¢ in the same way. For ease, let

_ (M -=D+1)°
TG p
By Bernstein’s inequality, we have that since 7= ©(1) and 1 —y = O(1) so that ¢; = 1/m+ O(e/m) for

every 7, and since ne* = w(1) by (60) and 3 = /<c” et , for every j, under e-far distribution g,

2

Plp(Y]") > B] < 9e— 525 (1+0(1))
q

Then, setting x > 8c,, and repeating the same argument as in the uniform case, we obtain the required
upper and lower bounds on P,[S < 7]. The claim follows. O
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G.5 Setting the threshold

We need to set our threshold 7 so that the minimum of the error probability under the uniform distribution
p, and any 5 far distribution ¢ is maximized. Note that, it is sufficient to consider a threshold 7 such that
0<t< P ’v) since otherwise, the error probability in one of the two cases is at least constant. To set our
threshold, we will first observe that for any 7 in this range, the “error exponent” under e-far distributions is
minimized for a particular e-far distribution. Then, we will set the threshold to maximize the minimum of
the error exponent under the uniform distribution, and under this e-far distribution.

Lemma G.6. Setting the threshold T = 2, we have for the uniform distribution p,

hm2410g<P[5”27'}>_1
and for any e-far distribution q such that q¢; = = m T = for j <1 and q; = % — m for j > 1 and
7=06(1),1-v=06(),

hrn—2 10g< [S<T})Zl

n—oo n

with equality for q such that g; =1/m+2e/m for j < m/2 and q; = 1/m — 2¢/m for j > m/2.

Proof. By Lemma G.5, for 0 < 7 < (1 ok

e (115 ) - St

Now, the numerator of the right hand side is minimized when v = 1/2, and the denominator is maximized
when v = 1/2. Thus, the right hand side is minimized when v = 1/2. So, we have that,

lim
n—oo N 54

. 1 )
nl;néofn2€4 log <I{[I” [S < T}) > Z(T —4)
with equality for distribution ¢ such that ¢; = 1/m + 2¢/m for j < m/2 and ¢; = 1/m — 2¢/m for j > m/2.
Then, the claim follows by substituting in 7 = 2 in the expression for the uniform distribution in Lemma
C.13 and in the above expression. O

Recall that our target sample complexity is

1
= (1+ (1) /mlog 5 /22 (4)
We have our result for the squared/collisions tester.

Theorem 1.4 (Collisions for large §). The quadratic statistic achieves (4) forn/m = ©(1), logn < log § <
/13 and e < 1.

Proof. We need to show that we can satisfy (12), (11) and (13) for the 8 that we chose in (59), and some
A. Set

so that (12) is satisfied. Now,

and since n = ©(m),




Thus, (11) is satisfied. For (13), note that

e =0 () ) =0 () = ot0nen) = et <ot

mb

since € = o (#) So, the conditions are satisfied.

By Lemma G.6, we have that ¢(e, m,C) = 1 for every ¢ that satisfies our assumptions, and every C' > 2.
In particular, any ¢’ such that (1 — & )e(n) < €'(n) < &(n) has é(e’,m,C) = 1 for every C' > 2. Thus, by
Lemma B.10, we have that ¢(e,m) =1 for every ¢ that satisfies our assumptions. The claim follows. O
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H Empty bins statistic in Sublinear Regime

Assumption 5. n/m <1,¢,0 <1, n> 1.

We will assume that Assumption 5 holds throughout this section. Let our statistic be

m
Jj=1

where V" = Z?Zl Iyx,—j}, and X1,..., X, are the n samples drawn from the distribution v supported on
[m]. In other words, it is the number of empty bins. Note that this has the same error probability as the
total variation statistic when n < m. For ease of exposition, we will analyze the statistic

~ m _
Note that this has the same error probability as S. Consider the moment generating function (MGF) of S
with respect to distribution v, given by

Mg ,(0) =E {exp(@g)}
Note that the logarithmic moment generating function of this statistic is given by
A (0) := log(E[exp(65))) (66)

v

We wish to study the error exponent [HM13] of this statistic with respect to normalization ":54 . To do this,

we will compute the asymptotic expansion of the limiting logarithmic moment generating function of the
statistic, given by

n2et

Ay(0) := lim ﬂAW(WG) (67)

n—oo n2egt

H.1 Poissonization

Define S Poi(n) to be the Poissonized statistic, that is the statistic S when the number of samples is chosen
according to the Poisson distribution with mean A. We begin by computing the MGF of Sp,;(») with MGF

parameter ”;540. Let this be

n2€4

m

m
Ax(9) :=E {exp < 05Po7‘,()x)>:| = exp (—me*"/ms%‘) E |exp 5292 Liz,=0
j=1

where Z; ~ Poi(A\v;) are independent. Due to this independence,
Ax(0) = exp (—me*“/mﬁe) H E [exp (62911{Zj:0})] (68)
j=1

Now, we have the following.

Lemma H.1. ,
E [exp (629]1{2]_:0})] = e_)‘”ie‘f 0 _ e_AVj +1

when Z; ~ Poi(\vj).
Proof.

E [exp (6201{7,—0})] = exp(e?0) P[Z; = 0] + Z P[Z; = k]
k=1

= exp(e”0) PZ; =0]+1-P[Z; =0] = e Mies? 0 _g= 4
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H.2 Depoissonization
First, we will show that Ay(#) is analytic in A.
Lemma H.2. A,(0) is analytic in \.

Proof. By Lemma H.1, E[exp(520]l{zj=0})] is analytic A since it is the finite sum of analytic functions. Then,

Ax(0) is the finite product of analytic functions, and is hence analytic. The claim follows. O
Lemma H.3. - \
n-e n! e
Mg | —0) = =— ¢ ——Ax(0)dA 69
s (B20) = g f s i) (69)
Proof. Follows from Lemma C.5 since Ay(#) is analytic in A. O

We will choose a contour passing through a particular A\g, and this will make it easy to evaluate the
integral. We carry out the integration along the contour given by A = Age'¥, where

Ao = n(l 4+ e ™m:29) (70)
We substitute A = A\ge’¥ and A, (6) from (68) into (69) to get that

n?et n n! i
_ — _ —n/m 2 T y—n
Mg, ( — 0) exp( me 5 9) 277/\0 Re [/W g(w)dw] (71)
with .
g() = e~ inv ghoe™ H {67A°”7'6w6529 — e rovie 1} (72)
j=1
We will split this integral into 3 parts. Let
/3
N a g(wdw]
—m/3
—m/3
—re| [ g(zﬁ)dw] (73)
h—re| [ g<¢)d¢]
w/3

We will show that I; dominates. We show this by bounding ¢(¢) in the region ¢ € [—m, —7/3]U [r/3, 7]
as follows.

Lemma H.4. For ¢ € [—m,—7/3| U [x/3,7],
lg(¥)|< exp{0.5n(1 + O(2)) + 0.5me™"/™20(1 + O(e?))}
Proof. By definition of ¢ from (72) and Lemma H.15, we have that for Z; ~ Poi(Aov;),

m

lg()| = emimbehoet H {67)‘01’1'6“4) =20 _ o Aove’” + 1}

j=1
_ ’e*"wekoew exp {me*%einQQ(l LO(2) + ()(ns?’)} ]
Since A\g = n(1 + O(?)), this is
‘e*i”w exp{ne’ + me*%ewg@(l +0(e?)) + O(n52)}‘
The claim follows since |e~¥|= 1 and

lexp(ei®)|= [exp(cos(t) + isin(1))|= exp(cos(1))) < exp(0.5)

for ¢ in the range stated. O
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Note that this implies that for the integrals defined in (73) that
12 + 13 — 0(60.6n+0.6mein/m629) (74)

Now, we will compute I;. Define G(¢) := log(g(¢)). Then, by definition of ¢ in (72),

G(W) = —int + he™ + Y log {e e e — et 1 (75)
j=1
Note that
Im(G(0)) =0 (76)

Then, applying Lemma D.14,
Re(G'(0)) =0 (77)

Now, computing the asymptotic expansion of G”(¢) by Lemma H.16, we have

G" (1) = —ne™ + O (ne?) (78)

Now, by Taylor’s theorem, for any ¢ € [—n/3,7/3] there exists 1) € (0,1) such that

Gw) = 6(0) + @O+ Ty (79)

But, by (78), Re[G" (¢)] < —0.4n for any ¢ € [-n/3,7/3]. So, for ¢ € [—7/3,7/3],
Re(G()) < G(0) — 0.2n? (s0)
Now, we have the following upper bound on I;.

Lemma H.5.
I, < GO VT

v0.2n
Proof.
/3 /3 /3 5
I, = Re / (G gy §/ eRe(G(w))dwgecw)/ / e—0:2m0 g, (81)
—/3 -7/3 —m/3

< ,G(0) /OO e=0-2n0* gy — (G(O) VT
o oo v0.2n

The next lemma shows that I; is also lower bounded by the above quantity (up to constants).

Lemma H.6. \/_
0.5¢/m
I > GO 221 4 (1
1> l—l.ln( (1))

where I is defined in (73)
Proof. By (78), Im(G"(¢))

¢ € [=7/3,7/3], Im(G"(v))
¥ € [-n/3,7/3],

—nsin(y) + O (ne?). So, for large enough n, since [sin(¢)|< [¢)|, for any
< 1.1n|y|. So, by (79), (76) and (77), we have that for constant ¢ > 0 and

ITm(G())|< 1.1n|h|>+cene?y?
Also, Re(G"(¢)) > —1.1n by a similar argument. So, by (79) and (77), for ¢ € [-7/3,7/3],

Re(G(y)) 2 G(0) — L.1ny)?
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Now, for ¢, = 0.1 min{n‘l/?’76 L1 we have that for ¢ € [~t,,t,], cos(Im(G())) > 0.5 so that

Re(e“)) > 0.5eRe(G(¥) | We can split I; further into 3 parts:
tn
+ Re { / eG(Mz/;}
—tn

—tn /3
/ eG(w)Cw / eG(w)aW)
—m/3 t

n

IlzRe +Re

Now, by (80),

—tn _
< Rel) / e—o.znwzcw _ tneG(O) / e—o.zmﬁw?dd;
—0o0

—00

—tn
/ eG(w)dw
—n/3

—1
< tneG(O)/ =020 10l gy — (GO0 (%) _ G, (%)
—00 Nty n

In a similar way, we can bound the second term. For the third term, we have

t

tn 17 n
Re { / eG(w)dz/;] > / 0.5eRe(CW) gy > 0.5¢5©) / e~ L1nv® gy

—tn —tn —tln

o0 —tn
> 0.5¢(®) U e LI gy — 2/ el'l”wzdw]

— 00 —00

> 0.5¢) (\/% +0 (%)) = 0.5eH<0)\/%(1 +o(1))

Combining the bounds, we get that

I, > eG(O)M(l +0(1))

o V1in
O
Combining the upper bound on I; from Lemma H.5 and the lower bound from Lemma H.6, we have
I, = 6O 1 o
Vn
So, by (71) and (74),
TL2€4 —n/m ’I’L‘ -n G ﬁ
Mg, ( — 9) = exp(—me ™ 520)%)\0 e (O)\/ﬁ(l +o0(1)) (82)

So, it remains to compute G(0).
Lemma H.7. Under the uniform distribution given by v; = 1/m for all j, and Ao = n(1 + e~"/me2p),
e—n/m e—Qn/m

G(0) = Ao + me "2 + 20 [—ne /™ 4 m SR ] + O(me®)

Proof. By definition of G(¢) in equation (75) and Lemma H.1,

G(0) =X+ Zlog[l + e AoV (6620 —1)]
j=1

Now, since e ¢ — 1 = 20 + # + O(e®), this is

m 402 402
7)\0V_7' 2 € 0 _ € 0 72)\01/]' 6
Ao + ;:1[6 (0 + - ) —¢ + O(e%)]
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Substituting in A¢ from (70), and v; = 1/m for all j, this is

_ n, Mmoo 2 _Ev _on 6
_)\O+7§::1[€ (1 e 0)(e°0 5 ) 5 + O(e")]
- n m 492 L.
= Z e me? 672 g2 4 © 492 _ S 2% 4 0(e%)]
= 2 2
n e m -2
= X\o +me " me?0 + 407 ) 5~ M ]+ O(me®)
O
Lemma H.8. Under distribution v such that v; = # + ,YLm for j <ym and v; = # — W for 3 > 1, for
v=0(1), (1 —7) =0(1), and X\g = n(1 + e/"e20), we have
n —n/m —2n/m —n/m,,2
G(0) = \g + me~me?0 + 462 {nc%/m +mE 5~ m< 5 + 5‘%)%
Proof. By definition of G(¢) in equation (75) and Lemma H.1,
m 2
G(0) =X+ > _log[l+ e (=¥ —1)]
j=1
Now, since e ¢ — 1 = £26 + # + O(9), this is
492 5402
—Xovj (g2 —2Xov; 6
)\O+Z ovi ( 9+T)_Te ovi 4 O(e9%)]
Substituting in Ag and v, this is
" —n/m 672n/m e n/mng
=\ - 20 6492 o 2n/m € _ 49
o +me 0+ ne +m 5 m 5 +e€ 2m’y(1—7)
O

Finally, we compute the MGF.

Lemma H.9. Under the uniform distribution p over [m],

n2ct n2et me = e n/m 2 o3
Mg, < - 9) =(1 +O(1/n))exp{ — 62 l__ + = -

and over distribution g such that q; = L4 A/Lm for j <ym and v; =

and 1 —~v = ©(1), we have

n2et nZet , me wm  mZe ™  m2e W
M@q(w(’)—(”()(l/n))w L T e

L (I—A/forj>7m for v =0(1)

A efn/m 2

Yo (1 - v)}
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Proof. For the uniform distribution p, by (82), substituting \g = n(1 + ¢~/™&20) and G(0) from Lemma
H.7, we have

TL2€4 —n/m en! —n/m -n
Mg, <76> = exp(—me™™ s%)m(n(l + e "/me2g))
_n _9omn 5
exp <ne_"/m€20 + me ™m0 4 462 [—ne_zﬁ +mS 5~ mS 5 + O(me®)
e"n! _
= exp(—n(logn + log(1 + e~ /™%
S exp(—nflogn + lo )
) ino ) e—n/m e—2n/m'
exp <ne"/m5 0 +e*d {—ne nmym 5 + O(me®)

e n! { ( —n/m 29
= ————exp<4 —nfe €70 —
n"\/2mn P

672n/7n6492

2

—n/m —2n/m
exp {ne‘"/m€29 + %62 [—ne‘zn/m + mE 5~ mE 5 }
n2et me m  mieMm mPem
=(1+0@1 —0 | —— — - —
(1+ (/n))cxp{ m n 2 +n2 2 nZ 2
by Stirling’s approximation.
Similarly, for ¢ as stated, we have the claim. O

H.3 Application of the Gartner-Ellis Theorem

In this section, we apply the Gértner-Ellis Theorem to obtain the probability that our statistic crosses a
threshold, under the uniform distribution, and under one of the worst-case e-far distributions.

Lemma H.10. When n = ©(m), let « = n/m. Then, under the uniform distribution p, we have that for
T >0,
m

~ 20220
_— N __Tate™
nh—>nolo n2et log (]g {S - ﬂ) 2e* —2 —2a
Under an e-far distribution q of the form q; =
andy=0(1), 1 —y=0(1), fort <

—&—Wimforjgvmandqj: for j > vym,

1 1 _ _ e
m m (1—y)m
S
2v(1=7)’

m ~ a?(2re®y(y — 1) +1)2
lim ——log P{SST} _ _@Qre(y =D +1)
n—oo  n2et q 8(—1—a+e*)y2(y—1)?

Proof. Note that by Lemma H.9, the limiting logarithmic moment generating function with respect to the
uniform distribution p is given by

) m n254 5 6—2a e« e—Qa
Ap(0) = lim =577 log <Ms <—9>> =0 [‘ 0 207 a2

Thus, Assumption 1 holds for Dy, = R. Furthermore, the Fenchel-Legendre Transform (defined in
equation 28) of A, is given by

Aj(T) = Slglp {07' — 0* {

67201 N e« 6720( B T2a262a
200 202 202 |f 2 —2 -2«

This is a strongly convex function of 7, so the set of exposed points of A} whose exposing hyperplane
belongs to Df{p is all of R. Thus, by the Theorem B.2 (Gértner-Ellis), for 7 > 0,

2.2 2«

log <IP’ {§>T}> = inf Aj(z) = Tac
P

r>T 2e® — 2 — 2«
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Similarly, the limiting logarithmic moment generating function with respect to an alternate distribution
q is given by

) m n2et o[ e2 e g2 e ®
n0) = fim s ton (& e (%508)|) =0 |-G+ £ - G | o

The Fenchel-Legendre transform is given by

AZ(T) = Sl;p {97’ —6? [—

—2«a —a —2«

e Lo e _ 0 e _ a’(2rey(y 1) +1)?
2a 202 202 29(1 =) f  8(—1 —a+e2)y2(y —1)2

Again, applying the Gértner-Ellis Theorem gives, for 7 < —276(:7),

2 2 X~ (A 1 1 2
lim ——log (B [$: < 7)) = inf Aj(a) = o~ (2re*y(y — 1) +1)
n—00 n25 z<t 8(—1—a+ex)y2(y—1)2

Lemma H.11. When n = o(m), under the uniform distribution p, we have for 7 > 0,

Jim o (2[5 2 7] ) =2

and under an e-far distribution q such that ¢; = + + = Jor 3 <vym and q; =

vy=0(1),1—-v=0(), and T <

% (1—7f07"3>7m for

27(1 7))’

lim — 2
n—oo n

10g< {5' }) = (27—1,53(7 i)JQl)Z

Proof. Since n = o(m), we have by Lemma H.9, Taylor expanding,

(22 o 25 o]

Mg, (%) — exp { ":49 Ee + Wl—v) + O(n/m)] }

Then, by a similar argument as in H.10, the claim follows. O

and similarly,

H.4 Setting the threshold

We need to set our threshold 7 so that the minimum of the error probability under the uniform distribution
p, and any e-far distribution ¢ is maximized. Note that by Lemmas H.10 and H.11, it is sufficient to consider
a threshold 7 such that 0 < 7 < #jw) when n = ©(m) and 0 < 7 < m
otherwise, the error probability in one of the two cases is at least constant. To set our threshold, we will
first observe that for any 7 in this range, the “error exponent” under e-far distributions is minimized for a
particular e-far distribution. Then, we will set the threshold to maximize the minimum of the error exponent
under the uniform distribution, and under this e-far distribution.

when n = o(m), since

Lemma H.12. When n = O(m) so that « = n/m, setting the threshold T = e~*, we have for the uniform
distribution p,

~ a2
lim — " log (P [§ > 7] ) = 5 ———
s n2 Og( §z > 2(-1—a+e®)
and for any e-far distribution q such that ¢; = 1/m + 50 = for j <ym and ¢; = 1/m — m for j >ym

and 7 = ©(1), 1 -7 = B(1),
2
lim

~ «
- 1 P|S < P —
n—oo n2 8 <q |:S - T}> - 2(—1 —Oz—l—eo‘)

with equality for q such that ¢; = 1/m+2e/m for j < m/2 and q; = 1/m — 2e/m for j > m/2.
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Proof. By Lemma H.10, for 0 < 7 < #jﬂ’

2 bu(g o) - R

lim
n—oo N2t

Now, the numerator of the right hand side is minimized when v = 1/2, and the denominator is maximized
when v = 1/2. Thus, the right hand side is minimized when v = 1/2. So, we have that,

- 202(1 — Lre®)?
H > 2 " 7
n—o0o rL2€4 log < |:S }> - (*1 — o+ (ia)

lim —

with equality for distribution ¢ such that ¢; = 1/m + 2¢/m for j < m/2 and ¢; = 1/m — 2e/m for j > m/2.
Then, the claim follows by substituting in 7 = e~ ¢ in the expression for the uniform distribution in
Lemma H.10 and in the above expression. O

Lemma H.13. When n = o(m), setting the threshold T = 1, we have for the uniform distribution p,

i~ tos (2[5 2 7] ) =1

lim —

and for any e-far distribution g such that g; = 1/m + ﬂ{im for j <ym and ¢; = 1/m — for 7 > ~vym,

and v =6(1),1 —v=0(1),

Tm

lim —

dm -2 log< |:S<T}>>1

with equality for distribution q such that g; = 1/m + 2e/m for j <m/2 and q¢; = 1/m — 2¢/m for j > m/2.

Proof. Follows from Lemma H.11 and using a similar argument as in Lemma H.12. O
Finally, we have our results.

Theorem 1.5 (TV). The TV statistic uses

=(1+ o(1))\/2(€"/’"’ —1—n/m) m

(n/m)? g2

form<m,n>1, ande,d < 1.

Proof. Recall that our statistic is equivalent to the TV tester when n < m. When n = ©(m), by Lemma
H.12, we have that ¢(e,m,C) = 1 for every ¢ that satisfies our assumptions, and every C' > 2. In particular,
any ¢’ such that (1— & )e(n) < &'(n) < e(n) has &', m,C) = 1 for every C' > 2. Thus, by Lemma B.10,
we have that c¢(e,m) = 1 for every e that satisfies our assumptions.

lei4
So, we have shown that our tester fails with probability e~ *m (£+o(1) for

2

¢ = a
S 2(—1—a+e”)
where o = n/m. This implies that the TV tester uses n = 7””:5(1/6)@4—0(1)) samples for failure probability
0, where
2 —1— )
c=+—m —~
«

as required. Now, ¢ > 1 for 0 < a < 1. The claim for the n = ©(m) case follows. By a similar argument
using Lemma H.13, the claim for the n = o(m) case follows. O

64



H.5 Empty bins lemmas

We assume that Assumption 5 holds throughout this section.

Lemma H.14. Suppose Assumption 5 holds.

i {()\Oyzﬂc%”jew cxp(€29]l{k:0})} =1+ 0(e?)
k=0

for o =n(1+0(¢)) and v; = 1/m+ O(e/m) for all j,

Proof. By Lemma H.1,

o0 ik _ . .
Z { (/\OV;; )‘e_’\o”ﬂ'ew exp(829]l{k_o})} — g tovie g0 _ =dovie™ 4
k=0 ’

— e (20 4 O(eh)) + 1
Substituting Ap and v;, this is

14 e #e 10 (29 4 O(cY))
=1+0(?)

Lemma H.15. Suppose Assumption 5 holds. For Ao = n(1 + e_"/m620), v; = % + 0 (i) for all 7,
H {e"\O”jeweEze e v 1} = exp {me_%eiw529(l +0(e%) + O(n53)}

j=

Proof. By Lemma H.1,

m "
H{ —Aovje’ ‘Y € 29 _ e—/\oujel }

f_n[ {eone 20+ 0(h) +1}

Z log {B*AO"J‘@W) (€260 + O(e*)) + 1}
j=1
Substituting Ao = n(1 4 O(e?)) and v; = 1/m + O(g/m), since n = O(m), this is

m .o
= exp Zlog {eiﬁem(pfo(f))(g?g + 0(54)) + 1}
j=1

= exp {m [¢= 50O 20 1 0|}

— exp {me*%e”’ﬁaa L O(2) + O(ne3)}

Lemma H.16. Suppose Assumption 5 holds. For Ao = n(1 + e "/™e20), vj % + O(

f(k) = exp(szel{kzo})

), and

3o

and N
Gw) = it + doe'® + 3 log {e 0™ — o 41
j=1

we have

G"(¢) = —ne™ + O(ne?)
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Proof. First, note that for ¢ > 0, since 1,1 .—o} = 0 for every £ >0, f(k +c) = 1, for every k£ > 0. So,

oo ik o
Z{Lwﬁ Lo f(k+c>}:1

k=0

By Lemma H.14, we have that

So, we have

(i LV;‘,’W e 2ovie™ f(k 4 1))

[ M)

> l/'(im} k (2 > I/‘(Zi [
. (Z ()\0 2' ) —Aovj f(k)) (Z ()\O ;C' ) —Aovje f(k+2)> — 0(62)
k=0 ’ k=0 ’
and - -
(Z oty ) oo “’f(k)) (Z R ‘*O”fe““ﬂkw)) —140()
k=0 k=0
and

So, by Lemma D.14, we have that

" L (Aovet)20(e2) — (Aovje¥) (1 + O(e?
G (¢):Z( )20( i+(0(62) )( (%)

j=1

m ’I’L2 2 )
=3 {05~ Gameya+ o) b1+ o)

j=1

TL252

= —(Ne)(1+0(H)) +0 < ) = —ne' + O(ne?)

m

since n = O(m) and \g = n(1 + O(e?)).
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