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ABSTRACT

Artificial spin ices (ASIs) have traditionally been designed such that each nanomagnet possesses a single
domain magnetic configuration that is assumed to be minimally perturbed by inter-island dipolar interactions. Using
X-ray photoemission electron microscopy to perform magnetic domain imaging, we studied thermally
demagnetized Lag 7Sro3sMnQOs-based brickwork ASI arrays and showed that complex spin textures (CSTs) can be
stabilized through an appropriate selection of nanoisland width and interisland spacing. While the width dependence
can be explained through the dominance of shape anisotropy in isolated nanoislands, the ASIs we investigated
demonstrated a complex dependence on both the nanoisland width and interisland spacing. Micromagnetic
simulations revealed that inter-island dipolar interactions play an important role in the formation of CSTs, which
are composed of single- and double vortex states. Energy analysis of the simulations provided an understanding of
the system energetics that arises from a delicate balance between intra-island effects (i.e., shape anisotropy and

exchange energy) and infer-island effects (i.e., dipolar interactions between nearest neighbor nanoislands).



I. INTRODUCTION

Artificial spin ices (ASIs) are lithographically patterned arrays of interacting single domain magnetic
nanoislands that can be represented as an ensemble of dipolar-coupled Ising macrospins that are unable to
simultaneously minimize all neighboring magnetic interactions (i.e., they exist in a frustrated state). Originally
introduced as an engineered analog of spin ice crystals whose frustrated physics could be directly visualized with
conventional magnetic microscopy, [1] ASIs have served as a platform for designing and investigating phenomena
including configurational excitations resembling magnetic monopole-like defects [2—4], phase transitions between
different global nanomagnetic ordering states [5—7], and magnetically-reconfigurable spin-wave dynamics [8]. In
ASIs, the collective physics of the entire array is highly sensitive to the interactions between individual
nanomagnetic elements (i.e., infer-island interactions), which are influenced by the nanoisland arrangement,
geometry, and magnetization. Thus, ASIs have received attention for their promising potential for developing low-
power computing devices with functionalities that can be magnetically reconfigured after fabrication, such as
tunable GHz-frequency dynamics in ASI-based magnonic crystals [8§] and switchable gate operations in
nanomagnetic logic architectures [9].

Investigations of ASI systems have traditionally used geometry-based degrees of freedom as the array
geometry strongly influences the net dipolar interactions between nearest-neighboring nanoislands and, therefore,
controls the collective physics in these systems. These studies have produced a wide range of ASI lattice geometries
including nanoisland assemblies constructed from square, Tetris “T-block”, and brick-shaped (brickwork)
tilings [1,10-13]. Additionally, the interaction strength between magnetically coupled nanoislands in these arrays
can be modulated through changes in both the nanoisland size as well as interisland spacing, allowing these systems
to access different equilibrium configurations [14,15] or alter the system degeneracy [3,16].

A common feature that many ASI studies share is their use of the soft ferromagnetic alloy permalloy
(NigoFezo) as the magnetic material. Permalloy possesses a near absence of magnetocrystalline anisotropy which
defines the crystallographic “easy” axis that the magnetization preferentially aligns along (i.e., all in-plane axes are
equally easy) [17]. The combined use of an elongated island geometry and nanometer-scale dimensions can be used

to engineer single domain states by preventing the formation of domain walls (~100 nm in width) associated with



multidomain states. In other words, the nanoislands possess a shape anisotropy that favors magnetization along the
long axis of elongated nanoislands that can be represented as a macrospin within an Ising framework where the
island magnetization exists in one of two states (e.g., “up” or “down”). By engineering the nanoisland shape
anisotropy, it may be assumed that the type of spin texture (e.g., Ising-like or vortex) formed will be determined by
the island-intrinsic (i.e., intra-island) shape effects with negligible influence from infer-island dipolar interactions.

While permalloy-based ASI systems have facilitated the investigation of magnetic frustration and dynamics
in various array geometries, the complex oxide class of materials introduces several unique opportunities for ASI
studies. Complex oxides possess charge, orbital, lattice, and spin degrees of freedom; and heterostructures or
nanostructures of these materials exhibit functional properties that can be tuned using parameters such as substrate
orientation, individual layer thickness, and epitaxial strain state [18,19]. The patterning of complex oxide thin films
into nano- and micron-sized polygons has been shown to result in equilibrium magnetic domain structures that
depend on the competition between shape and magnetocrystalline anisotropy energies as well as exchange coupling
interactions at interfaces [20—-24]. Thus, complex oxides introduce an opportunity to incorporate their rich variety
of tunable functional properties with the designable physics of ASIs.

Additionally, complex oxides have demonstrated promise for use in thermally-active ASI studies [25]. ASIs
fabricated from the epitaxial complex oxide Lag 7Sro3sMnOj; (LSMO) offer the advantage of possessing a bulk Curie
temperature, 7¢~370 K (i.e., near room temperature) as well as exhibiting chemical stability up to 873 K in both
vacuum and ambient pressure environments [26]. Therefore, LSMO-based ASIs can facilitate investigations of ASI
ground states through thermal annealing protocols (i.e., raising the system temperature close to 7¢) [27-29], unlike
permalloy-based systems which face experimental challenges such as thermal degradation imposed by high
temperature requirements (~800 K) [29], or through the use of ultrathin (~3 nm) nanoislands which may be prone
to variations in thickness and, consequently, blocking temperature [25].

In this Article, we report on our investigation of thermalized brickwork ASIs fabricated from the complex
oxide LSMO. Using magnetic domain imaging performed using an X-ray photoemission electron microscope (X-
PEEM), we performed in-situ thermal demagnetization and observed the formation of complex spin textures (CST),

which consist of single- and double-vortex states. These states can be stabilized using both the nanoisland width



and interisland spacing. Micromagnetic simulations demonstrated that these spin textures consist predominantly of
single- and double-vortex states. The simulations also provide an understanding of their energetics which arises
from a competition between intra-island effects (i.e., shape anisotropy and exchange energy) and infer-island effects
(i.e., magnetostatic interactions between nearest neighbor nanomagnets). By constructing a width- and spacing-
dependent phase diagram from the simulated energy surfaces, we found a correlation between the experimentally-
observed CST abundance and the associated energetic preference of Ising or CST states.
II. METHODS

A 40-nm thick LSMO film was grown epitaxially on a (001)-oriented Nb-doped SrTiO; (0.05 wt. % Nb)
substrate using pulsed laser deposition with a laser fluence of ~1 J cm™ and frequency of 1 Hz. During the growth,
the substrate temperature was held at 700 °C with an oxygen pressure of 0.3 Torr. The films were slowly cooled to
room temperature post deposition in 300 Torr O, to ensure proper oxygen stoichiometry. Structural characterization
was performed with X-ray reflectivity and X-ray diffraction to confirm coherent growth, crystalline quality, and
thickness of the film (for details, see ref [25]). ASI arrays were defined in different regions of a single LSMO film
using a patterning technique based on the local modification of the structural and magnetic order by a flood Ar" ion
implantation (for details, see refs [20,30]). Each ASI array contained over 900 stadium-shaped nanoislands
(rectangles with semicircle endcaps) with a fixed length of 470 nm and widths, W, varying from 100 to 175 nm to
control the nanoisland moment, m. These nanoislands were patterned such that the two-dimensional (10) axes of
the ASI were aligned with the (110) in-plane easy axes of the LSMO film under tensile strain [31]. The spacing
between each nanomagnet was modified through the ASI lattice parameter, a, where each three-island vertex in the
brickwork structure (Figure 1(a)) corresponds to a point in a square lattice (henceforth any discussions associated
with lattices will only be associated with the ASI and not the LSMO crystal structure). By varying the value of a
from 600 nm to 650 nm, we were able to fine tune the interisland coupling strength, J = m’/a’, which reflects the
scale of dipolar interaction [15]. Each unique combination of a and W has been listed in Table I and assigned a
unique letter. The observed CST populations for each array are also listed in Table I and will be discussed in greater
detail below. We note that for each ASI in Table I, two duplicate arrays were fabricated at different regions on the

same LSMO film.



TABLE I. Geometric parameters and CST populations of brickwork ASI

AST Island width, W|Lattice parameter, a | Unique images | Coupling strength, J | CST population
(nm) (nm) acquired (A2 m) (%)

A 100 650 4 0.59 0

B 100 600 4 0.75 0

C 125 650 4 0.91 0

D 125 600 4 1.15 0

E 150 650 3 1.27 0

F 150 600 2 1.62 0

G 175 650 4 1.69 9% £ 2%

H 175 600 4 2.15 0.5% £ 0.6%

Magnetic domain imaging was performed using X-PEEM using the PEEM-3 endstation at beamline
11.0.1.1 of the Advanced Light Source [32]. By using circularly-polarized X-rays, a magnetic signal can be acquired
through X-ray magnetic circular dichroism (XMCD). The circularly-polarized X-rays were oriented in-plane along
the [11] axis of the ASI with a 30° incidence angle relative to the sample surface. X-PEEM images were acquired
at a photon energy corresponding to the maximum XMCD intensity at the Mn L; edge using right/left circularly
polarized (RCP/LCP) X-rays. Other sources of contrast (i.e., local work function differences or topography) were
minimized by performing an asymmetry calculation, / = (Ircp — Ircp) / (Ircp + Iicp), where Ircp and I cp correspond
to the pixel-wise intensities from images acquired using RCP/LCP X-rays, respectively. The XMCD contrast
depends as cos(€) where 6 is the angle between the nanoisland magnetization relative to the X-ray helicity vector
and thus XMCD-PEEM images are sensitive only to the projection of the local magnetization onto the direction of
the incident X-ray beam [33]. X-ray absorption (XA) images, which possess information about the sample
topography, were also produced by averaging the polarizations, / = (Izcp + I1cp) / 2. After a thermal demagnetization
protocol, the sample temperature was set to 110 K to maximize the XMCD contrast and minimize thermally-induced
magnetization evolution.

To analyze the images within the traditionally-utilized Ising framework, we developed an analysis routine
based on the OpenCV implementation of the Earth Movers Distance used in image classification [34,35]. This
routine automated the detection of nanoisland locations and magnetization directions. To quantitatively understand

the J-dependent ordering behavior of the ASIs, the routine determined the populations of different vertex



configurations (Figure 1(b)) which will be discussed in further detail below. Additionally, the routine determined
the reciprocal space magnetic structure factors (MSF) of the ASI arrays, which is equivalent to a magnetic
diffraction pattern of the ASI. MSFs were calculated by the method described by Ostman et al [36]. For determining
vertex types and MSFs, nanoislands with spin textures more complicated than single domains were assumed to
possess a zero net moment.

Micromagnetic simulations were performed with MuMax® which calculates the lowest energy state of
magnetic features in a ferromagnetic system using the Landau-Lifshitz-Gilbert equation and outputs a full vector
field of the local magnetization that can be represented as a color map [37]. We have also processed the simulated
magnetization vector fields to produce images that are representative of both the experimental geometry and
resolution of the PEEM3 microscope. LSMO input parameters at ~110 K included the exchange stiffness, Aex, = 3.6
pJ/m, saturation magnetization, M, = 390 kA/m, and magnetocrystalline anisotropy constant, K;, = 0 kJ/m? for
magnetic nanoislands patterned using the ion-implantation based technique [22]. The simulated cell volume size

was set to 2.5 x 2.5 x 40 nm® where we assumed uniform magnetization throughout the nanoisland thickness. The

lateral cell dimensions fell below the magnetostatic exchange length of [ = m = 6.14 nm. The
region between the nanoislands were modeled to be empty space as the paramagnetic matrix between nanoislands
in our ASIs possessed a permeability close to that of vacuum (u- ~ 1.1) [25].

To examine the magnetic interactions of the nanoislands in the absence of any external magnetic fields, the
ASIs were thermally annealed by heating the sample in the PEEM-3 endstation on a nonmagnetic sample holder to
350 K, which is above the experimentally-determined Curie temperature of the LSMO thin film (7¢ ~ 338 K,
ref [25]). The sample was subsequently cooled to the measurement temperature of 110 K at a rate of ~5 K/min [25].
The sample was thermally annealed twice in-situ at PEEM-3 and the ASI arrays were imaged after each annealing
procedure. Since this sample contains two duplicates of each unique ASI, we collected 2-4 unique XMCD-PEEM
images of the nanoisland magnetization (e.g., Figure 1(c-¢)) for each ASI configuration which were used to calculate
statistics. All error bars discussed in this work corresponds to the standard deviation between the XMCD-PEEM

images.
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FIG. 1. (a) Schematic of the eight possible Ising-like moment configurations at a three-nanoisland vertex. Type I, 11, and
IIT vertices are designated as red solid circles, blue open circles, and green triangles, respectively. (b) Average vertex
population for ASIs A-H plotted as a function of coupling strength, J. Each error bar correspond to the standard deviation
between 2-4 unique XMCD-PEEM images of the ASIs. In ASI-G, the Ising model breaks down as the magnetic
configuration of 9% + 2% of the nanoislands cannot be classified as single domains, causing a deviation in the Type I
population trend as indicated by the dashed line. (c-¢) XMCD-PEEM images and (f-h) corresponding MSF calculations of
ASI-F (c, ), ASI-G (d, g), and ASI-H (e, h), respectively. The experimental geometry and associated magnetic contrasts
are schematically shown on the legends. Inset in (d) shows a zoom-in image of a multidomain nanoisland with contrast
enhanced for visual clarity. MSFs were calculated by assuming an Ising model where CST islands possess zero net moment.

Red scale bars are 2 um. r.1.u., reciprocal lattice units, based on a square ASI lattice.



III. RESULTS AND DISCUSSION
In XMCD-PEEM images, domains magnetized parallel, antiparallel, or perpendicular to the X-ray helicity
appear as regions with black, white, or gray contrast, respectively. Our analysis routine automatically determined
the nanoisland locations, magnetization directions, and vertex types from the XA/XMCD-PEEM images. The
population of vertex types was used to quantitatively describe the magnetic configurations in ASI systems. Each

three-nanoisland vertex in the brickwork ASI was classified based on its net dipolar interaction energy described

by

T 3(m;ri;)(mir;
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where m; is the ith nanoisland moment, ry; is the center-to-center vector between nanoislands, and . is the relative
permeability of the matrix region between the nanoislands (i ~ 1.1 at room temperature, ref [25]). Out of the 23 =
8 possible nanoisland magnetization directions available at each vertex, three sets of degenerate vertex-types exist
(Figure 1(b)) that are labeled based on their relative energies (i.e., £; < Ey < Epy). Within the traditional Ising-
framework, the prevalence of each vertex type depends on J. As shown in Figure 1(b), brickwork ASIs with small
values of J (e.g., ASI-A) possessed randomized nanoisland magnetization directions and vertex population values
representative of their multiplicities (i.e., 25% for Type I, 50% for Type I, 25% for Type III). As a consequence,
the MSF of the disorderly arrays possess weak and broadened peaks (Figure S1, [38]). As J increases (by increasing
W or decreasing a), the ASIs established longer-ranged ordering characterized by extended stair-like steps with
white or black XMCD contrast in Figure 1(c, ), increased population of Type I vertices, and sharp, well-defined
peaks in the MSF (Figure 1(f, h)).

Analysis of the XMCD-PEEM images indicated that nanoislands in ASI-A through -F were all single
domain states while nanoislands in ASI-G and -H possessed a majority Ising-like nanomagnets and a small
percentage of CSTs which are assigned to have zero-net moment in statistical and MSF calculations. Only 0.5% =+
0.6% of the nanoislands in ASI-H formed CSTs while 9% + 2% were observed in ASI-G with nearly identical

population across all four images acquired. Consequently, 25% + 5% of the vertices in ASI-G were flanked by CST-



bearing nanoislands and could not be classified as a Type I-III vertex, in comparison to 2% + 2% of the vertices in
ASI-H.

CST formation in LSMO-based ASIs depends strongly on the local geometric environment. In ASI-G (i.e.,
ASI with largest CST abundance), ~ 95% of CST-bearing nanoislands were vertically oriented. Conversely, square
ASl arrays (i.e., the parent configuration of brickwork ASI without the removal of select nanoislands) with identical
island size and ASI lattice spacing possessed only ~ 1% CSTs (Figure S4, [38]) on the same LSMO thin film sample
as in this study, as well as in an identical square ASI studied in Ref. 25. Note that the labels assigned to square ASIs
in Figure S4 correspond with a and W values listed in Table I. While each nanoisland in square ASIs possessed
identical nearest neighbor configurations, in brickwork ASIs, the vertical [01]-oriented and horizontal [10]-oriented
nanoislands differed in their nearest neighbor configurations and, thus, were subjected to distinct dipolar interaction
environments. As shown in Figure S5, the horizontal brickwork ASI nanoislands possessed first- (NN') and second-
nearest neighbor (NN?) nanoislands that were similar in their geometric environment compared to those found in
the parent square ASI. [38] The NN! and NN? nanoislands surrounded the same vertices as the reference nanoisland
with either perpendicular or parallel orientation, respectively. In comparison, the vertical nanoislands in brickwork
ASIs were only flanked by perpendicularly-oriented NN' nanoislands. This correlation between nearest-neighbor
configurations and CST formation probabilities demonstrates the sensitivity of CST formation on the local
geometric environment, which therefore influenced the local dipolar interactions.

Analysis of XA-PEEM images indicated that no significant differences existed in terms of nanoisland size,
spacing, or edge imperfections, ruling out local changes in the nanoisland shape or dipolar coupling due to
lithographic errors as factors inducing CST formation. These CSTs did not appear exclusively within certain
nanoislands after repeated thermal demagnetization steps (Figure S3, [38]). Furthermore, similar CST formation
behavior has been observed in ASIs patterned in subsequent LSMO-based samples using similar widths and lattice
spacing. Therefore, the behavior of ASI-G can be considered to be inherent to this system with its unique
combination of ¢ and W values as well as nanoisland geometry, and not an anomaly within a particular sample.

Unlike ASI-F (Figure 1(c)) and -H (Figure 1(e)) which both demonstrated long-range magnetic ordering,

images of ASI-G (Figure 1(d)) showed a stark reduction in long-range magnetic ordering with only small patches
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FIG. 2. (a, b) Simulated (left and center) and XMCD-PEEM
(right) images of the double (a) and single (b) vortex spin

Simulated PEEM

(a) textures. The colored regions in the vector field map (left)
represent the in-plane component of the magnetization (also
indicated by the arrows). The simulated XMCD images in the
b center have been processed to reflect both the experimental
( ) geometry and resolution (see text for processing details). The

contrast in both PEEM and simulated XMCD images were

enhanced for visual clarity. Schematics of the experimental

geometry and associated magnetic contrast for both PEEM and

simulated images are shown in the far right.

of the low energy ground-state Ising configuration. This observable change in the real-space magnetization ordering
in ASI-G also corresponds to peak broadening and an order of magnitude reduction in peak intensity in the MSF
(Figure 1(g), S1, and S2, [38]). Furthermore, an abrupt deviation in Type I vertex population was observed only in
ASI-G in Figure 1(b), which may be associated with both the reduction of long-range ordering and the inability to
apply the Ising model to vertices with CST nanoislands.

The XMCD-PEEM images suggest the presence of two types of CST observed in ASI-H and -G. These
CST appeared as three (Figure 2(a)) or two (Figure 2(b)) regions with alternating contrast separated by transition
regions of ~50 nm in width oriented along the ASI [11] axis. Kim et al. investigated similarly-sized rectangular and
elongated hexagonal LSMO nanoislands and suggested that these spin textures corresponded to flux-closure states
when taking into account the limited lateral resolution of the PEEM-3 microscope for complex oxide samples [23].
MuMax® micromagnetic simulations, [37] with Gaussian blurring to simulate actual experimental resolution limits,
confirmed that the XMCD-PEEM contrast pattern can arise from the magnetization projection of single- and double-
vortex spin textures as shown in Figure 2. The gradual rotation of the local magnetization in such CSTs is consistent
with a magnetic material with minimal magnetocrystalline anisotropy, as is the case with these LSMO nanoislands

patterned through ion implantation [22].
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The formation of spin textures in isolated magnetic nanoislands is typically explained as a balance between
magnetostatic (Eys), exchange (E.xr), and magnetocrystalline anisotropy energies. For the elongated stadium-
shaped nanoislands studied in this work (aspect ratios ranging from 1:4.7 in ASI-A and -B to 1:2.7 in ASI-G and -
H), Eus was expected to dominate leading to single-domain magnetic configurations. The presence of CSTs in ASI-
G and -H (W = 175 nm) and their absence in ASI-A through -F (W < 150 nm) can be partially explained by
considering intra-island energetics: As W increases, the tendency to form vortex-like states also increases since (1)
Eys of a single-domain state increases with greater nanoisland volume, and (2) the E...;» penalty for formation of a
vortex state (~50 eV from micromagnetic simulations) becomes smaller than the total reduction in Eus.

However, intra-island energetics alone do not explain how « values influenced CST formation. Our
experimental results suggest that shape anisotropy alone may be insufficient to fully predict spin texture formation
in ASI arrays and we must consider the competition between inter-island effects (i.e., dipolar interactions) and
intra-island effects (e.g., shape anisotropy and exchange energy). To this end, we used MuMax® micromagnetic

simulations to calculate the energies of relaxed nanomagnetic states shown schematically as Figure 3(a) as a
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function of a, W, Ising magnetization of the first nearest neighbors, Myy, and center island magnetization, Mcener.”
The variations in @ (95 nm < @ <200 nm) and W (595 nm < W < 705 nm) were performed in increments of 5 nm.
My was initialized to possess uniform magnetization that reflect the magnetization configurations observed around
CSTs in XMCD-PEEM images. Mcener Was initialized to possess either an Ising state or a CST state with a single-
or double-vortex. The different configurations of the five-island unit in Figure 3(a) are referred to as “Ising” or
“CST states” depending on the magnetization state of Mcenser.

To compare the relative energies between CST and Ising states, we calculated the energy difference AE of
the total energy (F) relative to a configuration consisting of two Type I vertices, Epuai 1, as

AE = E(a,W,Myn, Mcenter) — Epuar 1(a, W) (2)

Epuar was found to be the ground state energy for the range of a and W values used in our XMCD-PEEM
experiments. Figure 3(b) plots the minimum value of AE as a function of a and W. The black border separates the
energy surface into two regions where the minimum AE was associated with an Ising state (AEine < AEcsr) or a
CST state (AEing > AEcsr). Figure 3(b) shows that an intermediate range of a (595 nm < a < 705 nm) and W (95
nm < W < 150 nm) exists where the formation of Ising states was preferred over CSTs. For larger values of a and
W above the black border, CST states became energetically favorable over an arrangement of Ising states in high
energy Type II and III vertex configurations. Energetic analysis demonstrated that Eys (~100 eV) dominated over
Eewen (~ 10 eV) and that CST states became energetically preferred over Ising states only when the reduction in Eys
exceeded the Een penalty of ~50 eV. While Eus depends on W which influences the intra-island energetics of
isolated nanoislands as discussed earlier, in ASIs, Eys is also influenced by a which changes the dipolar interactions
of the full array. For nanoislands experiencing attracting (“heads-to-tails™) interactions, as is the case for the
minimum AF states, Eys increases with a [39,40]. However, Eys, and thus AE, demonstrated stronger dependence
on W compared to a, where Eys saturated as a — o (i.e., nanoislands become fully isolated).

By overlaying the ASI configurations in Table I over Figure 3(b), we found a correlation between the CST
populations observed in XMCD-PEEM images and the Mceur state associated with the minimum AE. For ASI-A
through -F, CSTs were absent in the arrays and were predicted to favor Ising states over CST states (AEing < AEcsr).

ASI-G sits well inside the region where CST states are preferred over Type Il and III formation (AEjsing > AEcsr)
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and possessed the highest CST population of 9% =+ 2%. ASI-H resides on the border separating the two energy
regions and displayed a small CST population (0.5% + 0.6%). This correlation between the CST populations and
the associated energetic preference of Ising or CST states suggests that our micromagnetic model captures the
fundamental aspects of spin texture energetics in LSMO-based brickwork ASI. This correlation also suggests the
possibility for using a- and W-values within the CST-preferred region (AEuine > AEcsr) to investigate the kinetics
of CST-Ising domain formation and ASI magnetic ordering, which can be achieved by annealing our LSMO-based
ASIs below its experimentally-determined 7¢ ~ 338 K (ref [25]). Additionally, we anticipate that the application
of an external magnetic field (i.e., introducing Zeeman energy into our model) may change the border location in
our phase diagram as a function of field strength and direction. For instance, the border may move upwards (more
a- and W-values favoring Ising states) with increasing field strength along the (11) directions as the ASI nanoislands
become saturated. Both temperature- and field-dependent studies of spin texture energetics and kinetics would
provide greater insights into how specific domain states populations can be engineered in LSMO-based ASlIs.
IV. CONCLUSIONS

In conclusion, using a combination of XMCD-PEEM imaging and micromagnetic simulations, we
demonstrated that the formation of CSTs in LSMO-based ASIs could be tuned through the balance of both the
island aspect ratio and dipolar interaction based on the configuration and spacing of the nearest neighboring
nanoislands. Energy analysis suggests that while the magnetostatic energy dominates the a- and W-dependent
energetics, the small contribution from exchange energy determines whether nanoislands will preferentially form
Ising or CST states. Additionally, the nanoisland magnetic state changes the magnetostatics arising from both intra-
island shape anisotropy and infer-island dipolar interaction. These tunable nanoisland domain states provide
opportunities for introducing exotic phase transitions in existing and unexplored ASI arrays which take into account
the additional ways that the nanoislands interact [13]. Furthermore, the observation of tunable CST formation in
LSMO-based ASIs arises from a special balance between the inter- and intra-island energetics, which are enabled
by the LSMO magnetic parameters. Our findings highlight the potential for materials-driven ASI studies to provide
deeper insights into ASI and domain formation physics. These studies could involve ASIs patterned into complex

oxide thin films and heterostructures to investigate exchange interactions in ferromagnetic/ferromagnetic (e.g.,
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Lao7Sro3Co03/LSMO [41,42]) or antiferromagnetic/ferromagnetic (La;.«SrcFeO3/LSMO [21,24]) interfaces,
strain-controlled magnetism in ferroelectric/ferromagnetic systems (e.g., BaTiO3/LSMO [43]), or optically-tunable
ferromagnetism in LSMO coated with the halide perovskite CH3;NH;3Pbl; [44].
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