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Deep Network Approximation for Smooth Functions

Jianfeng Lu *  Zuowei Shen T Haizhao Yang ¥  Shijun Zhang $

Abstract

This paper establishes the (nearly) optimal approximation error characteriza-
tion of deep rectified linear unit (ReLU) networks for smooth functions in terms
of both width and depth simultaneously. To that end, we first prove that multi-
variate polynomials can be approximated by deep ReLU networks of width O(NV)
and depth O(L) with an approximation error O(N~%). Through local Taylor ex-
pansions and their deep ReLU network approximations, we show that deep ReLU
networks of width O(N1In N) and depth O(LIn L) can approximate f € C*([0,1]%)
with a nearly optimal approximation error O(||f||Cs([o,l]d)N’Zs/dL’Qs/d). Our esti-
mate is non-asymptotic in the sense that it is valid for arbitrary width and depth
specified by N € N* and L € N*, respectively.

Key words. Deep ReLU Network, Smooth Function, Polynomial Approximation, Func-
tion Composition, Curse of Dimensionality.

1 Introduction

Deep neural networks have made significant impacts in many fields of computer
science and engineering, especially for large-scale and high-dimensional learning prob-
lems. Well-designed neural network architectures, efficient training algorithms, and high-
performance computing technologies have made neural-network-based methods very suc-
cessful in real applications. Especially in supervised learning; e.g., image classification
and objective detection, the great advantages of neural-network-based methods over tra-
ditional learning methods have been demonstrated. Understanding the approximation
capacity of deep neural networks has become a key question for revealing the power of
deep learning. A large number of experiments in real applications have shown the large
capacity of deep network approximation from many empirical points of view, motivating
much effort in establishing the theoretical foundation of deep network approximation.
One of the fundamental problems is the characterization of the optimal approximation
error of deep neural networks of arbitrary depth and width.
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1.1 Main result

Previously, the quantitative characterization of the approximation power of deep
feed-forward neural networks (FNNs) with rectified linear unit (ReLU) activation func-
tions was provided in [11]. For ReLU FNNs with width O(N) and depth O(L), the deep
network approximation of f € C([0,1]?) admits an approximation error O(ws(N-2/1L-2/7))
in the LP-norm for any p € [1, 00|, where wy(+) is the modulus of continuity of f. In par-
ticular, for the class of Holder continuous functions, the approximation error is nearly
optimal.© The next question is whether the smoothness of functions can improve the
approximation error. In this paper, we investigate the deep network approximation of
smaller function space, such as the smooth function space C*([0,1]%).

In Theorem 1.1 below, we prove by construction that ReLU FNNs with width
O(NInN) and depth O(LIn L) can approximate f € C*([0,1]¢) with a nearly optimal
approximation error O(| f|cs(jo,174)N-2/4L-2/4), where the norm | - ||cs([o,172 is defined
as

| /]

Theorem 1.1. Given a smooth function f e C*([0,1]?) with s € N*, for any N, L € N*,
there ezists a function ¢ implemented by a ReLU FNN with width C1(N + 2)log,(8N)
and depth Cy(L +2)logy(4L) + 2d such that

H¢ - f||L°°([071]d) < Cg”f‘ CS([071]d)N_2S/dL_25/d,
where Cy = 17s%134d, Cy = 1852, and C3 = 85(s + 1)48s.

os(oagey = max { 0% f | e (fo13ay : |1 < s, e N4} for any f e C*([0,1]%).

As we can see from Theorem 1.1, the smoothness improves the approximation error
in N and L; e.g., s > d implies N-2s/d[,=2s/d < N-2] -2 However, we would like to remark
that the improved approximation error is at the price of a prefactor much larger than
d? if s > d. The proof of Theorem 1.1 will be presented in Section 2.2 and its tightness
will be discussed in Section 2.3. In fact, the logarithmic terms in width and depth in
Theorem 1.1 can be further reduced if the approximation error is weakened. Given any

N, L e N* with
N> Cy(1+2)logy(8) = 175413920 and L > Cy(1 +2)log,(4) +2d = 108s> + 2d,
there exist N, L € N* such that
C1(N +2)logy(8N) < N < Oy ((N +1) +2) log, (8(N +1))

and
Co(L +2)logy(4L) +2d < L < Co((L +1) +2) logy (4(L +1)) +2d.
It follows that
N+3 N N N
N > > > = = —
47 4C110gy(8N +8) ~ 4C, log,(8N +8)  68s4+13dd1log, (8N + 8)

and

AN L-2d N L-2d B L-2d
T4 4Cylogy (AL +4) T AC,log, (AL +4)  T2s2log, (4L +4)

Thus, we have an immediate corollary.

@ “pearly optimal” up to a logarithmic factor.



Corollary 1.2. Given a function f e C*([0,1]%) with s € N*, for any N,L ¢ N*, there
exists a function ¢ implemented by a ReLU FNN with width N and depth L such that

& = fll e (0,172 <C1

2s/d -2s/d
T-2d
( Calog, (8N +8) ) ( Calogy(4L+4) )

for any N > 175413424 and T > 10852+ 2d, where Cy = 85(s+1)48%, Cy = 685%*13d, and
03 = 7282.

Theorem 1.1 and Corollary 1.2 characterize the approximation error in terms of
total number of neurons (with an arbitrary distribution in width and depth) and the
smoothness of the target function to be approximated. The only result in this direction
we are aware of in the literature is Theorem 4.1 of [46]. It shows that ReLU FNNs with
width 2d + 10 and depth L achieve a nearly optimal error O((:X)=2*/%) for sufficiently
large L when approximating functions in the unit ball of C’s([() 1]%). This result is
essentially a special case of Corollary 1.2 by setting N = O(1) and L sufficiently large.

1.2 Contributions and related work

Our key contributions can be summarized as follows.

(i) Upper bound: We provide a quantitative and non-asymptotic approximation
error O(| f]os (o0 N~2/4L=25/4) when the ReLU FNN has width O(NInN) and
depth O(LIn L) for functions in C*([0,1]¢) in Theorem 1.1. In real applications,
the first question is to decide the network width and depth since they are two
required hyper-parameters. The approximation error as a function of width and
depth in this paper can directly answer this question, while the approximation
results in terms of the total number of parameters in the literature cannot, because
there are many architectures sharing the same number of parameters. Actually, an
immediate corollary of our theorem as we shall discuss can also describe our theory
in terms of the total number of parameters. Furthermore, our results contain
approximation error estimates for both wide networks with fixed finite depth and
deep networks with fixed finite width.

(i) Lower bound: Through the Vapnik-Chervonenkis (VC) dimension upper bound
of ReLU FNNs in [22], we prove a lower bound

C(N?L*(In N)3(In L)3)_S/d for some positive constant C

for the approximation error of the functions in the unit ball of C*([0,1]?) approx-
imated by ReLU FNNs with width O(N In N') and depth O(LIn L) in Section 2.3.
Thus, the approximation error O(N-28/4[-2s/d) in Theorem 1.1 is nearly optimal
for the unit ball of C*([0,1]%).

(ili) Approximation of polynomials: It is proved by construction in Proposition 4.1

that ReLU FNNs with width O(N) and depth O(L) can approximate polynomials

n [0,1]¢ with an approximation error O(N~I). This is a non-trivial extension of

the result O(2-%) for polynomial approximation by fixed-width ReLU FNNs with
depth L in [44].



(iv) Uniform approximation: The approximation error in this paper is measured in
the L>([0,1]?)-norm as a result of Theorem 2.1. To achieve this, given a ReLU
FNN approximating the target function f uniformly well on [0,1]¢ except for a
small region, we develop a technique to construct a new ReLU FNN with a similar
size to approximate f uniformly well on [0,1]¢ in Theorem 2.1. This technique
can be applied to improve approximation errors from the LP-norm to the L*-norm
for other function spaces in general, e.g., the continuous function space in [11],
which is of independent interest.

In particular, if we denote the best approximation error of functions in C3([0, 1]%)
approximated by ReLU FNNs with width N and depth L as

esa(N,L)=  sup ( inf_ _lo- fHL“’([O,l]d)) for any N, L eN",
feCs([0,1]¢) * ¢eNN (width<N;depth<L)

where C%([0,1]%) denotes the unit ball of C*([0,1]¢) defined by
CS([O, 1]d) = {f € CS([O, 1]d) . Haaf”Loo([O,l]d) < 1, for all ax € Nd with HOCHl < 8}.

By combining the upper and lower bounds stated above, we have

~o9 e\ —S/d ~ o~ N2T2 -s/d
Ci(s,d)- (N I(NT)) < e,a(N,D) < Oo(s,0) - (o) -

(InN1lnL)2

proved in Section 2.3 shown in Corollary 1.2

where C1(s,d) and Cy(s,d) are two positive constants in s and d, and Cs(s,d) can be
explicitly represented by s and d.

The expressiveness of deep neural networks has been studied extensively from many
perspectives, e.g., in terms of combinatorics [34], topology [8], VC-dimension [7,22, 39],
fat-shattering dimension [2, 27], information theory [37], and classical approximation
theory [4,5,9,12,14,15,20,21,24,29,32,35,42-45 47]. In the early works of approximation
theory for neural networks, the universal approximation theorem [15, 23, 24] without
approximation errors showed that, given any € > 0, there exists a sufficiently large neural
network approximating a target function in a certain function space within an error .
For one-hidden-layer neural networks and functions with integral representations, Barron
[5, 6] showed an asymptotic approximation error O( \/_) in the L2-norm, leveraging
an idea that is similar to Monte Carlo sampling for high-dimensional integrals. For
very deep ReLU neural networks with width fixed as O(d) and depth O(L), Yarotsky
[45,46] showed that the nearly optimal approximation errors for Lipschitz continuous
functions and functions in the unit ball of C*([0,1]%) are O(L-2/?) and O((L/In L)~25/4),
respectively. Note that the results are asymptotic in the sense that L is required to be
sufficiently large and the prefactors of these rates are unknown. To obtain a generic result
that characterizes the approximation error for arbitrary width and depth with known
prefactors to guide applications, the authors of [11] demonstrated that the nearly optimal
approximation error for ReLU FNNs with width O(N) and depth O(L) to approximate
Lipschitz continuous functions on [0,1]¢ is O(N-2/¢L-2/4). Such a nearly optimal error
is further improved to an optimal one, (9((N2L2 In N)*l/d), in a more recent paper [42].
In this paper, we extend this generic framework to C*([0,1]¢) with a nearly optimal
approximation error O(| f|lcs(o,170) N =25/ L2s/4).

Most related works are summarized in Table 1 for the comparison of our contribu-
tions in this paper and the results in the literature.
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Table 1: A summary of existing approximation errors of ReLU FNNs for Lip([0,1]¢)
(the Lipschitz continuous function space) and C$([0,1]¢) (the unit ball of C*([0,1]%)).

paper function class width depth approximation error Lr([0,1]%)-norm tightness valid for
[44] polynomial o(1) O(L) 0(21h) p=o0 any L e N*
this paper  polynomial O(N) O(L) O(N-E) p=o0 any N,LeN*
[40] Lip([0,1]4) O(N) 3 O(N-2/7) pe[l,o00) nearly tight in NV any N e N*
[45] Lip([0,1]4) 2d + 10 O(L) O(L2/7) p=o0 nearly tight in L large L € N*
[41] Lip([0,1]4) O(N) O(L) O(N-2/d[-2]d) pel, 0] nearly tight in N and L any N, L eN*
[42] Lip([0,1]¢) O(N) O(L) O((N?L2In N)-1/4) pe[l,o0] tight in N and L any N,LeN*
[46] Cs([0,1]%) 2d + 10 O(L) O((L/In L)-2s/4) p=o00 neatly tight in L large L € N*
this paper  C5([0,1]9)  O(NInN) O(LInL) O(N-2s/d],-2s/d) p=o0 nearly tight in N and L any N,LeN*
this paper  C%([0,1]%) O(N) O(L) 0((1’\“’/1n N)=2/4(L/In L)’Q"‘/d) p=oo nearly tight in N and L any N, L eN*

1.3 Discussion

We will discuss the comparison of our theory with existing works and the application
scope in machine learning.

Approximation errors in O(N) and O(L) versus O(W)

It is fundamental and indispensable to characterize deep network approximation in
terms of width O(N)®@ and depth O(L) simultaneously in realistic applications, while
the approximation in terms of the number of nonzero parameters W is probably only of
interest in theory. First, networks used in practice are specified via width and depth and,
therefore, Theorem 1.1 can provide an error bound for such networks. However, existing
results in W cannot serve this purpose because they may be only valid for networks with
other widths and depths. Theories in terms of W essentially have a single variable to
control the network size in three types of structures: 1) a fixed width N and a varying
depth L; 2) a fixed depth L and a varying width N; 3) both the width and depth are
controlled by the target error € (e.g., N is a polynomial of Eid and L is a polynomial of
In(1)). Therefore, given a network with arbitrary width N and depth L, there might
not be a known theory in terms of W to quantify the performance of this structure.
Second, the error characterization in terms of N and L is more useful than that in terms
of W, because most existing optimization and generalization analyses are based on N
and L [1,3,10,13,17,18,25,206], to the best of our knowledge. Approximation results
in terms of N and L are more consistent with optimization and generalization analysis
tools to obtain a full error analysis.

Most existing approximation theories for deep neural networks so far focus on the
approximation error in the number of parameters W [4,5,9, 11,12 14, 15,19-21, 24,29~
33,35-38,43-47]. Controlling two variables N and L in our theory is more challenging
than controlling one variable W in the literature. The characterization of deep network
approximation in terms of N and L can imply an approximation error in terms of W,
while this may not be true the other way around, e.g., our theorems cannot be derived
from results in [46]. Let us discuss the first type of structure mentioned in the previous
paragraph, which includes the best-known result for a nearly optimal approximation
error, O((W/InW)=2s/4) for functions in the unit ball of C*([0,1]¢) using ReLU FNNs
with W parameters [46]. As an example to show how Theorem 1.1 in terms of N and

@For simplicity, we omit O() in the following discussion.



L can be applied to show a similar result in terms of W. The main idea is to specify
the value of N and L in Theorem 1.1 to show the desired corollary. For example, if we
let N =O(1) in Theorem 1.1, then we have the following corollary, which is essentially
equivalent to Theorem 4.1 of [46].

Corollary 1.3. Given any function f in the unit ball of C*([0,1]%) with s € N*, there
exists a function ¢ implemented by a ReLU FNN with W parameters such that

Il = fllLe 0,139y < (’)((%)‘25/‘1) for large W e N*,

As we can see in this example, it is simple to derive Corollary 1.3 above and The-
orem 4.1 of [46] using Theorem 1.1 in this paper. However, Theorem 1.1 cannot be
derived from any existing result that characterizes approximation errors in terms of the
number of parameters. Therefore, Theorem 1.1 goes beyond existing results on the
approximation of deep neural networks.

Note that the logarithmic term in the approximation error is not significant in the

case of s > 1 since it can be cancelled out in the sense that (%)_QSM S W-2s/d for
any § € (1,s). We remark that Theorem 3.3 of [46] provides a better approximation
error by a logarithmic term: ReLU FNNs with W nonzero parameters can approximate
a function f in the unit ball of C*([0,1]¢) within an error O(W-25/?). However, the
network architecture therein is relatively complex and s-dependent as stated by the
authors of [16]. In fact, it contains many s-dependent blocks (sub-networks), making
it difficult to implement if s is not known in applications. In contrast, our network
architecture in Corollary 1.2 is simple and can be pre-specified once the width N and

depth L therein are given.

Continuity of the weight selection

We would like to discuss the continuity of the weight selection as a map ¥: F, 4 —
RW, where Fj, denotes the unit ball of the d-dimensional Sobolev space with smooth-
ness s. For a fixed network architecture with a fixed number of parameters W, let
g :RW - C([0,1]%) be the map of realizing a ReLU FNN from a given set of param-
eters in RW to a function in C([0,1]¢). Suppose that the map ¥ is continuous such
that | f - g(X(f))|r=(o11¢) < € for all f € Fy 4. Then W > ce~4/¢ with some constant ¢
depending only on s. This conclusion is given in Theorem 3 of [44], which is a corollary
of Theorem 4.2 of [16] in a more general form. These theorems mean that the weight
selection map > corresponding to our constructive proof in Theorem 1.1 in this paper is
not continuous, since our error is better than O(W=5/4). Theorem 4.2 of [16] is essentially
a min-max criterion to evaluate weight selection maps maintaining continuity: the ap-
proximation error obtained by minimizing over all continuous selections > and network
realizations g and maximizing over all target functions is bounded below by O(W-s/4).
In the worst case, a continuous weight selection cannot enjoy an approximation error
beating O(W-5/4). However, Theorem 4.2 of [16] does not exclude the possibility that
most functions of interest in practice may still enjoy a continuous weight selection with
the approximation error in Theorem 1.1. It would be interesting in future work to in-
vestigate whether continuous weight selection is possible for many functions commonly
encountered in real applications.



Application scope of our theory in machine learning

In deep learning, given a target function f, the final goal is to train a function
¢(x; 0) approximating f well, where ¢(x;0) is a function in x € X realized by a network
architecture parameterized with @ € RW. To get the best solution, one needs to identify
the expected risk minimizer

Op = argmin Rp(0), where Rp(0) = Eqpov(a) [€(¢(w;0), f(:c))]

OcRW
with a loss function usually taken as £(y,y’) = 3Jy—y'|> and an unknown data distribution
U(X).
In practice, only data samples {(x;, f(x;))}7, instead of f and U(X') are available.

Thus, the empirical risk minimizer 05 is used to model /approximate the expected risk
minimizer @p, where

0s = argmin Rs(6), where Rs(0) = — > ((®(@:,0), f(2:)). (1.1)
6eRW N4
In real applications, only a numerical solution (denoted as @) is achieved when
a numerical optimization method is applied to solve (1.1). Hence, the actually learned
function generated by the network is ¢(ax;0,r). Since Rp(6yr) is the expected inference
error over all possible data samples, it can quantify how good ¢(x; 0, ) is. Note that

Rp(On)=[Rp(Ox) - Rs(On) ]+ [Rs(On) — Bs(0s)]+[Rs(0s) — Rs(0p)] +[Rs(0p) -~ Rp(0p)]+ Rp(6p)

—_———
GE OE <0 by (1.1) GE AE
< Rp(6p) + [Rs(0x) ~ Rs(8s)] + [Rp(0x) ~ Rs(0x)] + [Rs(6p) - Rp(6p)]. (1.2)
—_———
Approximation error (AE) Optimization error (OE) Generalization error (GE)

Constructive approximation provides an upper bound of Rp(0p) in terms of the
network size. For example, Theorem 1.1 and its corollaries provide an upper bound
O] flles oo N=2/4L=25/1) of Rp(6p) for C*([0,1]¢). The second term of (1.2) is
bounded by the optimization error of the numerical algorithm applied to solve the em-
pirical loss minimization problem in (1.1). The study of the bounds for the third and
fourth terms is referred to as the generalization error analysis of neural networks.

One of the key targets in the area of deep learning is to develop algorithms to
reduce Rp(6,). Our analysis here provides an upper bound of the approximation error
Rp(0p) for smooth functions, which is crucial to control Rp(6yr). Instead of deriving
an approximator to attain the error bound, deep learning algorithms aim to identify a
solution ¢(x; O,r) reducing the generalization and optimization errors in (1.2). Solutions
minimizing both generalization and optimization errors will lead to a good solution only
if we also have a good upper bound estimate of Rp(6p) as shown in (1.2). Independent
of whether our analysis here leads to a good approximator, which is an interesting topic
to pursue, the theory here does provide a key ingredient in the error analysis of deep
learning algorithms.

We would like to emphasize that the introduction of the ReLU activation function
to image classification is one of the key techniques that boost the performance of deep
learning [28] with surprising generalization, which is the main reason that we focus on
ReLU FNNs in this paper.




Organization: The rest of the present paper is organized as follows. In Section 2,
we prove Theorem 1.1 by combining two theorems (Theorems 2.1 and 2.2) that will be
proved later. We will also discuss the optimality of Theorem 1.1 in Section 2. Next,
Theorem 2.1 will be proved in Section 3 while Theorem 2.2 will be shown in Section 4.
Several propositions supporting Theorem 2.2 will be presented in Section 5. Finally,
Section 6 concludes this paper with a short discussion.

2 Approximation of smooth functions

In this section, we will prove the quantitative approximation error in Theorem 1.1 by
construction and discuss its tightness. Notation throughout the proof will be summarized
in Section 2.1. The proof of Theorem 1.1 is mainly based on Theorems 2.1 and 2.2, which
will be proved in Sections 3 and 4, respectively. To show the tightness of Theorem 1.1,
we will introduce the VC-dimension in Section 2.3.

2.1 Notation

Now let us summarize the main notation of this paper as follows.

e Let R, Q, and Z denote the set of real numbers, rational numbers, and integers,
respectively.

e Let N and N* denote the set of natural numbers and positive natural numbers,
respectively. That is, N* = {1,2,3,---} and N = N*J{0}.

e Vectors and matrices are denoted in a bold font. Standard vectorization is adopted
in matrix and vector computation. For example, a scalar plus a vector means
adding the scalar to each entry of the vector. Additionally, “[” and “|” are used

U1
to partition matrices (vectors) into blocks, e.g., A = [ﬁ; ﬁ;ﬁ] and v = [ : ] =

Vd
[v1, -, vq]T € Re.

e Let 15 be the characteristic (indicator) function on a set S; i.e., 1g is equal to 1
on S and 0 outside S.

e Let B(x,r) c R be the closed ball with a center & € R? and a radius r > 0.

e Similar to “min” and “max”, let mid(x1,x2,x3) be the middle value of three inputs
71, T, and 23®. For example, mid(2,1,3) = 2 and mid(3,2,3) = 3.

e The set difference of two sets A and B is denoted by A\B:={z:x € A, x ¢ B}.
e For a real number p € [1,00), the p-norm of @ = [z, x2, -, 24]T € R? is defined by

1
@], = (JeaP + |l + -+ zal?) .

®“mid” can be defined via mid(z1, 22, x3) = T1 + T2 + 23 —max(x1, Te, r3) - min(xy, s, x3), which can
be implemented by a ReLU FNN.



e For any z € R, let |z|:=max{n:n<x, neZ} and [z]|:=min{n:n >z, neZ}.

Assume n € N%; then f(n) = O(g(n)) means that there exists positive C' indepen-

dent of n, f, and ¢ such that f(n) < Cg(n) when all entries of n go to +oo.

The modulus of continuity of a continuous function f € C'([0,1]¢) is defined as

wi(r) =sup{|f(2) - fW)|: |l& - yl2<r, @,y €[0,1)7} for any r>0.

e A d-dimensional multi-index is a d-tuple & = [y, g, -+, aq]T € N2, Several related

notation are listed below.

= lelly = laa + Jaa] + -+ oul;

aq .02

— x> =z 2y, where T = [21, 29, 24]T;

— ol = aqlag!ay!;
L e 9% 92 Hd

- aq ag a0 .
Oz, Oz, Oz,

e For any closed cube @ € R% and a real number 7 > 0, let Q) denote the closed cube
which shares the same center of () and whose sidelength is the product of r and

the sidelength of Q.

e Given any K € N* and 6 € (0, &), define a trifling region ([0, 1]%, K,§) of [0, 1]¢

as

d

Q([0,1]4, K,0) = U{a: = (21,29, xq]" €[0,1]%: 2y e URTH (£ -0, %)}. (2.1)

i=1

In particular, Q([0,1]%, K,0) = @ if K = 1. See Figure 1 for two examples of the

trifling region.

m )([0,1]%, K, 0) for K =4, d =1 Q0,1 K,8) for K =4,d=2
1.00 ‘ ‘ ‘
[ e e N
R 5 5
R R A R S T
DL R A B T
0.00 ' ! !
0.00 0.25 0.50 0.75 1.00 0.00 025 050 075  1.00
(a) (b)

Figure 1: Two examples of the trifling region. (a) K =4,d=1. (b) K =4,d=2.

e Given E ¢ R4 let C*(E) denote the set containing all functions, all k-th order
partial derivatives of which exist and are continuous on E for any k € N with
0 < k < s. In particular, C°(E), also denoted by C'(FE), is the set of continuous
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functions on E. For the case s = oo, C*°(FE) =NX,C*(F). The C-norm is defined
by
| £l

Generally, E is assigned as [0,1]? in this paper. In particular, the closed unit ball
of C*([0,1]?) is denoted by

Cs([0,1]) = {f € C*([0,1])) = | fl s (o1ey < 1}-

Cs(B) = max{“@afHLw(E) ra e N? with |af; < s}.

We use “NN” to mean “functions implemented by ReLU FNNs” for short and
use Python-type notation to specify a class of functions implemented by ReLU
FNNs with several conditions. To be precise, we use NN (c1; ¢2; -+ ¢,,) to denote
the function set containing all functions implemented by ReLU FNN architectures
satisfying m conditions given by {c;}1<i<m, each of which may specify the number
of inputs (#input), the number of outputs (#output), the total number of nodes
in all hidden layers (#neuron), the number of hidden layers (depth), the number of
total parameters (#parameter), and the width in each hidden layer (widthvec), the
maximum width of all hidden layers (width), etc. For example, if ¢ € NN (#input =
2; widthvec = [100, 100]; #output = 1), then ¢ is a function satisfying the following
conditions.

— ¢ maps from R? to R.

— ¢ is implemented by a ReLU FNN with two hidden layers and the number of
nodes in each hidden layer being 100.

Let 0 : R - R denote the rectified linear unit (ReLU), i.e. o(z) = max{0,z}. With
max{0, z; }

the abuse of notation, we define o : R - R as o(x) = : for any
max{0, x4}

x =[x, xq]7 e R

For a function ¢ € NN (#input = d; widthvec = [Ny, Ny,---, Nz ]; #output = 1), if
we set Ny =d and Np,; =1, then the architecture of the network implementing ¢
can be briefly described as follows:

7 Wy, by o T Wi 1, br_ o 7T Wi, b
x = hy h, hy - ~—=h hp hra=o¢(x),

where W; € RNistxNi and b; € RNi+1 are the weight matrix and the bias vector in
the ¢-th affine linear transform £; in ¢, respectively, i.e.,

hi+1=VVZ~~Ei+bZ- =: Ez(ﬁz) fOT’iZO,l,"',L

and

h;=o(h;) fori=1,2- L.

In particular, ¢ can be represented in a form of function compositions as follows
gb:ﬁLoao,CL_loao oaoﬁlogoﬁo,

which has been illustrated in Figure 2.
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W, bo ReLU (6)  ~ Wi, by ReLU (6) ~  Wa, by
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|Q
=
8

(T1,22)

Figure 2: An example of a ReLU FNN with width 5 and depth 2.

e The expression “a network (architecture) with (of) width N and depth L” means

— The maximum width of this network (architecture) for all hidden layers is
no more than N.

— The number of hidden layers of this network (architecture) is no more than
L.

e For any 6 € [0,1), suppose its binary representation is 6 = Y72, 6,27¢ with 6, €
{0,1}. We introduce a special notation bin0.6,65---61, to denote the L-term binary
representation of 6, i.e., bin0.6165--0; = Y&, 6,27 ~ 6.

2.2 Proof of Theorem 1.1

The introduction of the trifling region Q([0,1]%, K, ) is due to the fact that ReLU
FNNs cannot approximate a step function uniformly well (as the ReLU activation func-
tion is continuous), which is also the reason for the main difficulty in obtaining approxi-
mation errors in the L*=([0,1]¢)-norm in our previous papers [40,41]. The trifling region
is a key technique to simplify the proofs of theories in [40,41] as well as the proof of
Theorem 1.1.

First, we present Theorem 2.1 to show that, as long as good uniform approximation
by a ReLU FNN can be obtained outside the trifling region, the uniform approximation
error can also be well controlled inside the trifling region when the network size is slightly
increased. Second, as a simplified version of Theorem 1.1 ignoring the approximation
error in the trifling region Q([0,1]%, K,0), Theorem 2.2 shows the existence of a ReLU
FNN approximating a target smooth function uniformly well outside the trifling region.
Finally, Theorems 2.1 and 2.2 immediately lead to Theorem 1.1. Theorem 2.1 can
be applied to improve the theories in [40,41] to obtain approximation errors in the
L>=([0,1]%)-norm.

Theorem 2.1. Given any e >0, N,L,K ¢ N*, and § € (0, 5], assume f € C([0,1]?)
and ¢ is a function implemented by a ReLU FNN with width N and depth L. If

|$(a:) ~ f(x)| <e for any x € [0,1]N\Q([0,1]¢, K, 6),

then there exists a new function ¢ implemented by a ReLU FNN with width 3¢4(N + 4)
and depth L + 2d such that

|p(x) — f(x)|<e+d-wp(d) for any x € [0, 1]4.

11



Theorem 2.2. Assume that f € C*([0,1]?) satisfies |0*f| = ([o,17) < 1 for any o € N¢
with |a|y <'s. For any N,L € N*, there exists a function ¢ implemented by a ReLU
FNN with width 16s%'d(N + 2)1og,(8N) and depth 18s*(L + 2)log,(4L) such that

() — f(x)] < 84(s+ 1) N2/ 25/ for any x € [0,1]1\Q([0,1]%, K, 6),
where K = |[NY|2| L] and § is an arbitrary number in (0, 53]

We first prove Theorem 1.1 by assuming Theorems 2.1 and 2.2 are true. The proofs
of Theorems 2.1 and 2.2 can be found in Sections 3 and 4, respectively.

Proof of Theorem 1.1. We may assume || f|cs(o,172) > 0 since | f|lcs(fo,174y = 0 is a trivial

case. Define [ := € C5([0,1]¢). Set K = | NY4]?|L?/¢] and choose a small

‘|fHCS([071]d)

6 € (0, 37z] such that

d-wi(6) < N2/4L72904,

Clearly, ||8°‘ﬂ|Loo([071]d) <1 for any a € N? with |e|; < 5. By Theorem 2.2, there
exists a function ¢ implemented by a ReLU FNN with width 16s#1d(N + 2)log,(8N)
and depth 18s%(L + 2)log,(4L) such that

6(x) - fx)] < 84(s +1)48 N2/ = = for any @ € [0,1]1\Q([0,1], K, §).
By Theorem 2.1, there exists a new function ¢7 implemented by a ReLU FNN with width
34(16s™ d(N +2)1logy(8N) +4) < 17s7!3%d(N + 2) log,(8N)
and depth 18s2(L + 2)log,(4L) + 2d such that

16 = Fll e (roagey <€ +d- wr(6) = 84(s + 1)1 N>/L72 4 4. w(5)
< 85(s+ 1)48s N~2s/d~2s/d,

Finally, set ¢ = || ] cs (o174 - ¢: then

o= fllzeoa1ey = 1 flesoa1) - 10 = fl (o114
< 85(8 + 1)d88‘|f Cs([071]d)N_2s/dL_2s/d7

and ¢ can also be implemented by a ReLU FNN with width 17s%139d(N + 2)log,(8N)
and depth 18s2(L + 2)log,(4L) + 2d. So we finish the proof. O

2.3 Optimality of Theorem 1.1

In this section, we will show that the approximation error in Theorem 1.1 is nearly
tight in terms of VC-dimension. The key is the VC-dimension upper bound of ReLLU
FNNs in [22] will lead to a contradiction if our approximation is not optimal. This
idea was used in [44] to prove its tightness for ReLU FNNs of width O(d) and depth
sufficiently large to approximate smooth functions.
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Let us first present the definitions of VC-dimension and related concepts. Let H be
a class of functions mapping from a general domain X" to {0,1}. We say H shatters the
set {x1, g, -, @y} € X if

H[h(wl)’h(w2)>”'>h(wm)]T €{0,1}™:he H}‘ =2",

where |- | means the size of a set. This equation means, given any 6; € {0,1} for i =
1,2,---,m, there exists h € H such that h(x;) = 0; for all i. For a general function set .%#
mapping from X to R, we say % shatters {1, xs, -, x,,} € X if T o F does, where

1, >0,

0. <0 and ToF ={Tof:feF}

T ={
For any m € N*, we define the growth function of H as

T

Mg(m):= max X|{[h(az1),h(wz),---,h(azm)] € {0, 1} he H}‘
I1,L2, ", m€

Definition 2.3 (VC-dimension). Let H be a class of functions from & to {0,1}. The

VC-dimension of H, denoted by VCDim(H), is the size of the largest shattered set,

namely,

VCDim(H) = sup ({0} U{meN*:1lg(m) = 2"‘})

Let .# be a class of functions from X to R. The VC-dimension of .#, denoted by
VCDim(.%), is defined by VCDim(.%) := VCDim(T o.%), where

1, t>0,

o F = of: 2
0. t<0 and ToF ={Tof:feF}.

T ={

In particular, the expression “VC-dimension of a network (architecture)” means the VC-
dimension of the function set that consists of all functions implemented by this network
(architecture).

Recall that C2([0,1]¢) denotes the unit ball of C*([0,1]¢). Theorem 2.4 below shows
that the best possible approximation error of functions in C¢([0,1]¢) approximated by
functions in .% is bounded by a formula characterized by VCDim(.%).

Theorem 2.4. Given any s,d € N*, there exists a (small) positive constant Cs 4 deter-
mined by s and d such that: For any e >0 and a function set % with all elements defined

n [0,1]¢, if VCDim(.%) > 1 and
mf ¢ = fli=(oayy <& forany feCy([0, 1]%), (2.2)

then VCDim(F) > Cy ge=s. @

@DIn fact, Cs,q can be expressed by s and d with a explicitly formula as we remark in the proof of
this theorem. However, the formula may be very complicated.
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This theorem demonstrates the connection between the VC-dimension of . and
the approximation error using elements of % to approximate functions in C%([0,1]%).
To be precise, the best possible approximation error is controlled by VCDim(.% )~/ up
to a constant. It is shown in [22] that the VC-dimension of ReLU FNNs with a fixed
architecture with W parameters and L layers has an upper bound O(W LInW). Tt
follows that the VC-dimension of ReLU FNNs with width N and depth L is bounded
by O(N2L-L-In(N2L)) < O(N2L2In(NL)). That is, VCDim(#) < O(N2L2In(NL)),
where

F = NN (#input = d; width < N; depth < L; #output = 1).

Hence, the approximation error of functions in C2([0, 1]¢), approximated by ReLU FNNs
with width N and depth L, has a lower bound

C(s,d)- (N*L2In(N L))"

for some positive constant C'(s,d) determined by s and d. When the width and depth
become O(NInN) and O(LIn L), respectively, the lower bound of the approximation

error becomes ;
C(s,d)- (N2L2(In N)*(In L)*) ™"

for some positive constant C'(s,d) determined by s and d. These two lower bounds mean
that our approximation errors in Theorem 1.1 and Corollary 1.2 are nearly optimal.
Now let us present the detailed proof of Theorem 2.4.

Proof of Theorem 2.4. To find a subset of .Z shattering O(e~%*) points in [0,1]¢, we
divided the proof into two steps.

e Construct {f, : x € 2} € C:([0,1]¢) that scatters O(e~%*) points, where 2" is a
function set defined later.

e Design ¢, € ., for each x € 27, based on f, and Equation (2.2) such that {¢, :
X € 2} €. also shatters O(e%#) points.

The details of these two steps can be found below.
Step 1: Construct {f, : x € Z°} € C:([0,1]?) that scatters O(e~%*) points.

Let K = O(e7'#) be an integer determined later and divide [0,1]? into K¢ non-
overlapping sub-cubes {Qg}g as follows:

Qp={z = [21,22,,24)" € [0,1]% s 2y € [, B2L] for i = 1,2, d}

for any index vector 3 = [y, B2, B4]T €{0,1,---, K — 1}

There exists § € C°°(R?) such that §(0) = 1 and §(x) = 0 for |z, > 1/3.© Then,
9= 3/Co € C2([0,1]%) by setting Cia = [Foxone) > 0

Define

X = {X : x is a map from {0,1,---, K —1}¢ to {~1, 1}}

®In fact, such a function § is called “bump function”. An example can be attained by setting
g(z) = Cexp(m) if ||z < 1/3 and §(x) = 0 if |x|2 > 1/3, where C is a proper constant such that
2

3(0) = 1.
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and
gp = K’Sg(K(az - wQﬁ)) for each B¢ {0,1,--, K -1},

where @, is the center of Qg.
Next, for each x € 27, we can define f, via

fy(x) = Y, x(B)gs(x).

Be{0,1,-,K~-1}4
Then f, € C:([0,1]%) for each x € 27, since it satisfies the following two conditions.

e By the definition of gg and x, we have
{w :x(B)gp(x) # O} € B(xg,. 3%) € 2Qp for each Be{0,1,+, K -1},
which implies that f, e C*([0,1]9).
e For any x € Qg, B€{0,1,--, K -1} and a € N with ||, < s,
0% fy(x) = x(B)0%ga(x) = KX (B) Kl 0%g( K (x - xp)),
from which we deduce [0 f,(z)| = |[K- G-l geg( K (z - zg))| < 1.

It is easy to check that {f, : x € 27} € C5([0,1]%) can shatter K¢ = O(¢~%#) points in
[0,1]7

Step 2: Construct {¢, : x € 2"} that also scatters O(¢~%#) points.
By Equation (2.2), for each x € 27, there exists ¢, €.% such that

qux - fXHLw([O,l]d) <e+ef2.

Let p(-) denote the Lebesgue measure of a set. Then, for each y € £, there exists
M, < [0,1]¢ with p(#,) = 0 such that

6y () = fr(2)] < 22 for any @ € [0, 1]\ H,.
Set H = Uyea Hy; then we have p(H) =0 and
6y (z) - fr(z)] < 3c for any y € 27 and x € [0, 1]\ H. (2.3)
Clearly, there exists r € (0, 1) such that
98(x) 2 395(2q,) >0 for any = € 1Qp,

where xq, is the center of Qg.

Note that (rQg)\H is not empty, since ,u((rQ,g)\’H) > 0 for each 3. Then, for any
x €2 and B€{0,1,---, K —1}4, there exists g € (rQg)\H such that

[ (@8)| = l9a(xs)| > Hgp(xq,) = 1K g(0) = LK~*/C\ 4 > 2, (2.4)

where the last inequality is attained by setting K = |(4eC,4)""/¢]. Note that it is
necessary to verify K # 0; we do this later in the proof.
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By Equations (2.3) and (2.4), we have, for each 3 € {0,1,---, K -1} and each x € 2,

(@)l 222 > Je > [ fi(xp) - by (2p)l,

implying f,(zg) and ¢, (xg) have the same sign. Then {¢, : x € £} shatters {33,3 1B e
{0,1,--, K - l}d} since {fy : x € &} shatters {azﬁ :Be{0,1,- K- 1}d}. Hence,

VCDlm(a@) > VCDIII]({QﬁX DX € %}) > Kd — [(4665,d)_1/5Jd > 2_d(45557d)_d/$,

where the last inequality comes from the fact that || > x/2 for any x € [1, 00).
Finally, by setting

B ~ —d/s _ . —dfs
Cya=2"(4C,,0)™* = 27(4)|F] o (0170))

Y

we have _ B
VCDIm(F) 2 274(4eC, q)™4* = 27440, 4) Y35 = C, g4I

and
K= [(466"5,(1)_1/% = [6_1/5(4657(1)_1/5J = [&T_l/s(QdCs,d)l/dJ >1,

where the last inequality comes from the assumption ¢ < (2¢Cy 4)*/?. Such an assumption
is reasonable since € > (2¢4C; 4)*/¢ is a trivial case, which implies

—dfs
VCDIm(.F) 212 274 = Cog((29C,0)%) > Crae™.

So we finish the proof. O

3 Proof of Theorem 2.1

Intuitively speaking, Theorem 2.1 shows that if a ReLU FNN can implement a
function g approximating the target function f well except for the trifling region, then
we can design a new ReLLU network with a similar size to approximate f well on the
whole domain. For example, if g approximates a one-dimensional continuous function
f well except for a region in R with a sufficiently small measure ¢, then mid(g(q; +
0),9(x),g(x - (5)) can approximate f well on the whole domain, where mid(-,-,-) is a
function returning the middle value of three inputs and can be implemented via a ReLLU
FNN as shown in Lemma 3.1. This key idea is called the horizontal shift (translation)
of ¢ in this paper.

Lemma 3.1. The middle value function mid(zy, s, x3) can be implemented by a ReLU
EFNN with width 14 and depth 2.

Proof. Recall the fact that
x=0(x)-o(-z) and |z|=0(x)+0o(-z) forany zeR. (3.1)
Therefore,

T+y+ T -yl
2 (3.2)
=s0(x+y) —s0(-x—y) +50(x—y)+30(-z+y),

max(z, ) -
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! | o (max(zy, x) + 23)

a( — max(xq,x2) — 13)

—

(max (max(zl, Z2), x;;) = max(zl,zg,z;g)J
>
U(max(xl,z2) - z;;)

a( — max(z1,22) + [L'g)

Figure 3: An illustration of the network architecture implementing max (1, 2, x3) based
on Equations (3.1) and (3.2).

for any x,y € R. Thus, max(zy,zs,x3) can be implemented by the network shown in
Figure 3.
Clearly,
max(zy, 79, x3) € NNV (F#input = 3; widthvec = [6,4]).

Similarly, we have
min(zy, Te, x3) € NN (#input = 3; widthvec = [6,4]).
It is easy to check that

mid(zy, xe,x3) = T1 + Tg + x3 — max(xy, Te, r3) — min(xy, Ta,T3)

=o(x1 +x9+x3) —0(—21 — T3 — x3) — max(xy, Tz, x3) — min(x1, Te, T3).

Hence,

mid(zy, 29, 23) € NN (#input = 3; widthvec = [14,10]).

That is, mid(z1,x2, 23) can be implemented by a ReLU FNN with width 14 and depth
2. So we finish the proof. m

The next lemma shows a simple but useful property of the mid(zy,x2, z3) function
that helps to exclude poor approximation in the trifling region.

Lemma 3.2. For any ¢ >0, if at least two elements of {x1, 2,23} are in B(y,c), then
mid(z, xe,x3) € B(y,€).

Proof. Without loss of generality, we may assume 1,5 € B(y,e) and x; < x5. Then the
proof can be divided into three cases.

1. If 23 < 21, then z3 < 1 < 29, implying mid(xy, x9, x3) = 21 € B(y, ).
2. If x1 < w3 < 9, then mid(xy,x9,23) =23 € B(y, ) since y—e <y <x3<me <Yy +6.
3. If x9 < x3, then 1 < x5 < xg, implying mid(x1, z9, x3) = 22 € B(y, €).

So we finish the proof. O

17



Next, given a function g approximating f well on [0, 1] except for the trifling region,
Lemma 3.3 below shows how to use the mid(zy,xs,23) function to construct a new
function ¢ uniformly approximating f well on [0,1], leveraging the useful property of
mid(z1, 22, z3) in Lemma 3.2.

Lemma 3.3. Given any € > 0, K € N*, and 6 € (0,55], assume f € C([0,1]) and
g:R - R is a general function with

lg(z) = f(x)| <e, ie., g(z) € B(f(x),s) for any z € [0, 1]\Q2([0, 1], K, 6). (3.3)

Then
|p(z) — f(x)| <e+wp(d) for any x € [0, 1],
where
o(x) = mid(g(x -9),9(z),g9(x+ 5)) for any x € R.

Proof. Divide [0,1] into K small intervals denoted by Qy = [+, %] for k= 0,1, K - 1.
For each k € {0,1,--, K — 1}, we further divide Q) into four small closed intervals as

shown in Figure 4, i.e.,

Qr = Q1 U Qr2 U Qi3 U Qs

where Qg1 = [%;% + 4], Qra2 = [% +57kKL1 - 2], Qi3 = [% _257% - 6], and Qra =
[w_(g @]
K K 1

(=9

1/K — 36 5 5

= %
==

+ %
(=2
T

| *

*

¥

Qr, Qrp Qr3 Qra

Figure 4: An illustration of @), for i =1,2,3,4.

It is easy to verify that
o (i c[0,1\Q2([0,1],K,0) for k=0,1,---, K -1 and i=1,2,3;
L] QK_1,4 c [0, 1]\9([0, 1],K, (5)

To estimate the difference between ¢(x) and f(z), we consider the following four
cases of = in [0, 1] for each k€ {0,1,---, K — 1}.

Case 1: 7 € Q1.
If z € Qp1, then x € [0,1\Q([0, 1], K, ) and
z+0€Qr2lJQrs c[0,1\Q2([0,1], K,9).
It follows from Equation (3.3) that
g(x) € B(f(2),€) € B(f (), +wy(d))
and

g(z+0) e B(f(x+6),2) € B(f(x),e+ws(6)).

18



By Lemma 3.2, we get
mid(g(:t—5),g($),g(m+5)) eB(f(x),5+wf((5)).

Case 2: z € Q0.
If 2 € Qp2, then
x-0,x,2+0€Qr1|JQr2lUQks [0, 11\2([0,1], K, 9).
It follows from Equation (3.3) that
g(z - 0) € B(f(x-0),¢) € B(f(x),e +ws(6)),
g(x) e B(f(2),¢) € B(f(2),e +wy(5)),

and

g(z+0)e B(f(a:+(5),5) c B(f(m),5+wf(5)).
Then, by Lemma 3.2, we have

mid(g(x— 6),9(x),g(x+ 5)) € B(f(a:),5+wf(6)).

Case 3: 7 € Q3.
If 2 € Qp3, then z € [0,1]\Q([0,1], K, ) and
z-0€Qr1|JQr2c[0,1\Q([0,1], K,6).
It follows from Equation (3.3) that
9(x) € B(f(2).€) € B(f(2).2 +wy(5))

and
g(z-0) e B(f(x-6).¢) € B(f(x),e+ws(6)).
By Lemma 3.2, we get

mid(g(a:—c?),g(m),g(a: + 5)) € B(f(x),5+wf((5)).

Case 4: x € Qp4.

If x € Qp.4, we can divide this case into two sub-cases.

o If ke{0,1,, K -2}, then x — € Q3 € [0, 1]\Q2([0,1], K,9) and z+ I € Qps11 €
[0, 1]\Q2([0,1], K, 0). It follows from Equation (3.3) that

g(x=9)¢€ B(f(m - 6),5) c B(f(x),5+wf(5))

and
g(z+6) e B(f(z+6),e) < B(f(x),e+ws(d)).
By Lemma 3.2, we get

mid(g(w -4),9(x),g(x+ 6)) € B(f(x),5+wf(§)).
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o If k= K -1, then x ¢ Qk’A = QK—lA c [O,l]\Q([O, 1],K,5) and x — 0 € ka,3 c
[0, 1]\2([0,1], K, 0). It follows from Equation (3.3) that
g(x) e B(f(x),a) c B(f(x),a +wf((5))
and

g(xz—=9) eB(f(a:—é),a) EB(f(x),5+wf(5)).
By Lemma 3.2, we get

mid(g(x—é),g(x),g(x+5)) € B(f(x),aerf((S)).
Since [0,1] = Uiy (Uil le) we have

mid(g(x - 8), g(x), g(x +0)) e B(f(x),e +wys(d)) for any x € [0,1].
Recall that ¢(z) = mid(g(z - §), g(x), g(x + §)). Then we have
¢(x) - f(z)| <e+wp(d) for any x €[0,1].
So we finish the proof, O

The next lemma below extend Lemma 3.3 to the multidimensional case.

Lemma 3.4. Given any ¢ > 0, K € N*, and § € (0,5 ], assume f € C([0,1]?) and
g:R? >R is a general function with

lg(x) - f(x)|<e, ie., g(x) € B(f(zc),a) for any @ € [0,1]9Q([0,1]%, K, §).

Then
lo(x) - f(x)| <e+d-wp(8) for any x € [0,1]%

where ¢ = ¢q 1s defined by induction through
Gi1 () = mid(d;(x — desr), 0i(x), 4i(x + desr)) fori=0,1,--,d -1, (3.4)
where ¢o = g and {e;}%, is the standard basis in R?.

Proof. For £ =0,1,---,d, we define

) ) 0,1], if i<t
Ey = {w = [$17$27"'7$d]T F T € {%0,1%\9([0,1],&5), if ;e }
Clearly, Eq = [0,1]\Q([0,1]%, K,0) and E4 = [0,1]¢. See Figure 5 for the illustrations of
E, for £=0,1,---,d when K =4 and d = 2.
We would like to construct a sequence of functions ¢, ¢1, -+, ¢4 by induction, based

on Equation (3.4), such that, for each £ €{0,1,---,d},

¢o(x) € B(f(m),e +0-wp(8)) for any x € Ey. (3.5)
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0.00 025 050 075  1.00

Figure 5: Illustrations of E, for £=0,1,2 when K =4 and d = 2.

Let us first consider the case ¢ = 0. Note that ¢g = g, Ey = [0,1]4\Q([0,1]¢, K, ),
and |g(x) - f(x)| < e for any x € [0,1]N\Q([0,1]%, K,0). Then we have

do(x) =g(x) € B(f(a:),s) for any x € Ej.

That is, Equation (3.5) is true for ¢ = 0.
Now assume Equation (3.5) is true for ¢ = . We will prove that it also holds for
¢ =1+ 1. By the hypothesis of induction, we have

¢i(x17 “'in7taxi+27 ) I’d) € B(f(xlu "'7$i7t7xi+27 "',$d),5 +i- wf(é)) (36)

for any Ty, T; € [07 1] and U, Ziv, ", Ta € [07 1]\9([07 1]7K7 5)
For fixed x1,-,x; € [0,1] and x40, 24 € [0, 1]\Q2([0, 1], K, ), denote

m[l] = [xla "'7mi7mi+27“'7$d]T € [Oa ]-]d_l'

Then define
d}m[i] (t) = ¢i(x17 Ty Uy Ty oy ZEd) for any t € R

and
fotin(t) = f(x1,, 25, t, 40, 2q)  for any ¢ € R.

It follows from Equation (3.6) that
wm[i] (t) € B(fm[i] (t), e+ <"Jf((s)) for any t € [07 1]\9([07 1]7 K, 6)

Then by Lemma 3.3 (set g = ¢, and f = f,r therein), we get, for any ¢ € [0, 1],

mid(¢z[i] (t=0), g (t), Ypr (t + 5)) € B(fm[i] (t),e+i-wr(0)+ Wi (5))
€ B(for (1), e+ (i + )wy(5)).

That is, for any ;.1 =t €[0,1],

mid(¢i($1, Xy, Tig1 — 0, Tiga, o, 9Cd), ¢z‘(331, Y l“d), ¢z‘(331> Xy Tig1 + 0, Tiga, o, CUd))

€ B(f(x1,+wa),e+ (i + 1)wf(5)).
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Note that 1, x; € [0,1], 2541 =t € [0,1], and 249,24 € [0,1]\Q([0,1], K,0) are
arbitrary. Thus, for any @ € E; ., we have

mld(gb,(a: - 561‘_,_1), gbz(a:), QZSZ(QZ + 562‘_,_1)) € B(f(a:),s + (Z + 1)(,«)f((5))7
which implies
¢ii(z) € B(f(),e+ (i+ )ws(0)) for any x € Ey.y.

So Equation (3.5) is true for ¢ = i+ 1, which means we finish the process of mathematical
induction.
By the principle of induction, we have

o(x) = pa(x) € B(f(z),e +d-wp(d)) for any @ e E,=[0,1]%

Therefore,
lp(x) - f(z)| <e+d ws(5) forany x €[0,1]%

which means we finish the proof. m
With Lemma 3.4 in hand, we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. Set ¢o = ¢ and define ¢; for i € {1,2,---,d} by induction as follows:
Giv1 () = mid(di(x - be;1), ¢i(x), ¢ + be;ny)) fori=0,1,,d-1,
where {e;}2, is the standard basis in R%. Then by Lemma 3.4 with ¢ = ¢4, we have
lp(x) - f(x)| <e+d ws(8) for any = €[0,1]%

It remains to determine the network architecture implementing ¢ = ¢4. Clearly, ¢g = 5 €

NN (width < N; depth < L) implies
¢0(' - (561), ¢0(')7 (bo( + (561) € NN(Wldth < N, depth < L)

By defining a vector-valued function ®;: R? - R3 as

Py(x) = (gzﬁo(:c —dey), do(x), po(x + 661)) for any x € RY,

we have ®, € NN (#input = d; width < 3N; depth < L; #output = 3). Recall that
mid(,-,-) € NN (width < 14; depth < 2) by Lemma 3.1. Therefore, ¢; = min(:,-,-) o ®q
can be implemented by a ReLU FNN with width max{3N,14} < 3(N +4) and depth
L +2. Similarly, ¢ = ¢4 can be implemented by a ReLU FNN with width 3¢(N +4) and
depth L + 2d. So we finish the proof. O

4 Proof of Theorem 2.2

In this section, we prove Theorem 2.2, a weaker version of the main theorem of
this paper (Theorem 1.1) targeting a ReLU FNN constructed to approximate a smooth
function outside the trifling region. The main idea is to construct ReLU FNNs through
Taylor expansions of smooth functions. We first discuss the proof sketch in Section 4.1
and give the detailed proof in Section 4.2.
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4.1 Proof sketch of Theorem 2.2

Set K = O(N?4L2/4) and let Q([0,1]4, K,§) partition [0,1]¢ into K¢ cubes Qg
for B € {0,1,--, K —1}4. As we shall see later, the introduction of the trifling region
Q([0,1]4, K,¢) can reduce the difficulty in constructing ReLU FNNs to achieve the op-
timal approximation error simultaneously in width and depth, since it is only required
to uniformly control the approximation error outside the trifling region and there is
no requirement for the ReLU FNN inside the trifling region. In particular, for each

B =[5, Ba]" €{0,1,---, K - 1}4, we define g = 3/K and
Qp = {a: = [z1, w0, 2q]" 125 € [%, % —0-1yg,cx-2y] for i = 1,2,'--,d}.

Clearly, [0,1]¢ = Q([0,1]¢, K, 0) U( UBe{0,1,- K—1}4 Qg) and xg is the vertex of Qg with
minimum | - [|; norm. See Figure 6 for the illustrations of ()g and .

([0, 1], K,0) for K =4,d =1 mm Q0,14 K,6) for K=4,d=2
mm— () for B € {0,1,2,3} Qg for B €{0,1,2,3}?
* xgfor B e{0,1,2,3} *  xgfor B€{0,1,2,3)
1.00 : ‘ ‘
0.75
0 5 5
Qo @ (@) Qs 0.501
0.25
0.00
0.00 0.25 0.50 0.75 1.00
(a)

Figure 6: Illustrations of 2([0,1]4, K,¢), Qg, and xg for B€{0,1,---, K -1} (a) K =4
and d=1. (b) K =4 and d = 2.

For any B3 ¢€{0,1,--, K -1} and x € Qg, there exists &, € (0,1) such that

f@)y= Y Teape | v PEsGah pa_ 7, g © (4.1)

le1<s-1 lela=s

T T2

where h(xz) =z - xg =x - B/K. Clearly, the magnitude of .7 is bounded by O(K~*) =
O(N-2sd[=25/2) So we only need to construct a ReLU FNN with width O(NIn N) and
depth O(LIn L) to approximate

7e 3 e
ledi<s-1

within an error O(N-25/4[,=2s/d) To approximate .7; well by ReLU FNNs, we need three
key steps as follows.

@zHa\h:s is short for 34|, =s, aene- The same notation is used throughout this paper.
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(i) Construct a ReLU FNN to implement a function P, : R¢ - R approximating the
polynomial h® well for each o € N¢ with |a|; <s- 1.

(ii) Construct a ReLU FNN to implement a vector-valued function ¥ : R? - R? pro-
jecting the whole cube Qg to a point xg = % ie., ¥(x)=xg for any x € Qg and
each B3€{0,1,- K -1}

(iii) Construct a ReLLU FNN to implement a function ¢4 : R - R approximating 0¢ f
via solving a point fitting problem, i.e., ¢, should fit 90%f well at all points in
{zs:Be{0,1,+, K -1}4} for each o € N with |e|; < s—1. That is, for each
a € N9 with |a|; < s-1, we need to design ¢, satisfying

|ba(xg) — 0% f(25)| < O(N2/ML72/7)  for any Be{0,1,, K -1} (4.2)

We will establish three propositions corresponding to these three steps above. They
will be applied to support the construction of the desired ReLU FNNs. Their proofs will
be available in Section 5.

First, we establish a general proposition, Proposition 4.1 below, showing how to use
ReLLU FNNs to approximate multivariate polynomials. With Proposition 4.1 in hand,
Step (i) is straightforward.

Proposition 4.1. Assume P(x) = &® = x{'x3*--25* for o € N® with |af; < k € N*.

For any N, L € N*, there exists a function ¢ implemented by a ReLU FNN with width
9(N +1)+ k-1 and depth Tk*L such that

lp(x) — P(x)| < 9k(N +1)"™  for any x € [0,1]%.

Proposition 4.1 shows that ReLU FNNs with width O(N) and depth O(L) are
able to approximate polynomials with an error O(N-%). This reveals the power of
depth in ReLU FNNs for approximating polynomials, from the perspective of function
compositions. The starting point of a good approximation of functions is to approximate
polynomials with high accuracy. In classical approximation theory, the approximation
power of any numerical scheme depends on the degree of polynomials that can be locally
reproduced. Being able to approximate polynomials by ReLU FNNs with high accuracy
plays a vital role in the proof of Theorem 1.1. It is interesting to study whether there
is any other function space with reasonable size, besides polynomial space, having an
exponential error O(N-L) when approximated by ReLU FNNs. Obviously, the space of
smooth functions is too big due to the optimality of Theorem 1.1 as shown in Section 2.3.

Proposition 4.1 can be generalized to the case of polynomials defined on an arbitrary
hypercube [a,b]?. Let us give an example for the polynomial xy below. Its proof will be
provided later in Section 5.1.

Lemma 4.2. For any N,L € N* and a,b € R with a < b, there exists a function ¢
implemented by a ReLU FNN with width 9N + 1 and depth L such that

lp(x,y) —2y| <6(b-a)*N~L  for any z,y € [a, b].
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Second, our goal is to construct a step function ¥ mapping x € ()g to g = % for any
Be{0,1,--, K -1}% We only need to approximate one-dimensional step functions, be-
cause in the multidimensional case we can simply set W(x) = [¢(z1),9¥(z2), -, ¥ (xq)]7,
where 1 is a one-dimensional step function. Therefore, to implement Step (ii), we
need to construct ReLU FNNs with width O(N) and depth O(L) to approximate one-
dimensional step functions with O(K) = O(N?/4[2/?) “steps” as shown in Proposition 4.3
below.

Proposition 4.3. For any N,L,d € N* and § € (0, 55z] with K = [NY4[2|L?/4], there
exists a one-dimensional function ¢ implemented by a ReLU FNN with width 4 NY/4|+3
and depth 4L +5 such that

o(x) =k ifwe[f, 5 -0 Tpegy] for k=01, K-1.

Next, the aim of Step (iii) is to construct ¢, implemented by a ReLU FNN such that
Equation (4.2) holds for each a. To this end, we establish a proposition, Proposition 4.4

below, to show that ReLU FNNs with width O(sNInN) and depth O(LInL) can be
constructed to fit N2L? points within an error N=25 =25,

Proposition 4.4. Given any N,L,s € N* and & € [0,1] for i =0,1,---, N2L2 - 1, there
exists a function ¢ implemented by a ReLU FNN with width 16s(N + 1)log,(8N) and
depth 5(L +2)log,(4L) such that

(i) |6(i) - & < N25L25 fori=0,1,-, N2L? - 1;
(i) 0 < () <1 for any x € R.

The proofs of Propositions 4.1, 4.3, and 4.4 can be found in Sections 5.1, 5.2, and
5.3, respectively. The main ideas of proving Theorem 1.1 are summarized in Table 2.

Table 2: A list of sub-networks for approximating smooth functions. Recall that h =
x-V(x)=x-xg for xcQg.

target function function implemented by network width depth approximation error
step function U(x) O(N) O(L)  no error outside Q([0,1]¢, K, J)
1T o(z1,22) O(N) O(L) & =216(N +1)-2s(L+1)
he P,(h) O(N) O(L) & =9s(N + 1)L
o f(¥T(x)) 0o (T (x)) O(NlnN) O(LInL) &y =2N-25[2
W LI @) pa W (2= P, (h)) O(NInN) O(LInL) O(& + &+ &)

O(|h]|5* + &1 + & + &3)

f(=) @)= 5 o(©CE Pue-w(@)) ONWN) OLInL) s "oy aiag, sumy

Joxj<s-1

Finally, we would like to compare our analysis with that in [46]. Both [46] and our
analysis rely on local Taylor expansions as in Equation (4.1) to approximate the target
function f. Both analysis methods construct ReLU FNNs to approximate polynomials
and encode the Taylor expansion coefficients into ReLU FNNs. However, the way to lo-
calize the Taylor expansion (i.e., defining the local neighborhood such that the expansion
is valid) and the approach to constructing ReLU FNNs are different. We will discuss the
details as follows.
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Localization. In [16], a “two-scale” partition procedure and a standard triangula-
tion divide [0, 1]? into simplexes and a partition of unity is constructed using compactly
supported functions that are linear on each simplex, which implies that these functions
in the partition of unity can be represented by ReLU FNNs. Taylor expansions of f
are constructed within each support of the functions in the partition of unity. In this
paper, we simply divide the domain into small hypercubes of uniform size as visualized
in Figure 6. Taylor expansions of f are constructed within each hypercube. The reader
can understand our approach as a simple way to construct a partition of unity using
piecewise constant functions with binary values. The introduction of the trifling region
allows us to simply construct ReLU FNNs to approximate these piecewise constant func-
tions without caring about the approximation error within the trifling region. Hence, our
construction can be much simplified and makes it easy to estimate all constant prefactors
in our error estimates, which is challenging in [46].

ReLU FNNs for Taylor expansions. In [40], very deep ReLLU FNNs with width
O(1) are constructed to approximate polynomials in local Taylor expansions, and hence,
the optimal approximation error in width was not explored in [46]. In this paper, we
construct ReLU FNNs with arbitrary width and depth to approximate polynomials in
local Taylor expansions using Proposition 4.1, which allows us to explore the optimal
approximation error in width and is more challenging. In [40], the coefficients of adjacent
local Taylor expansions, i.e., 9% f in Equation (4.1), are encoded into ReLU FNNs via bit
extraction, which is the key to achieving a better approximation error of ReLU FNNs to
approximate f than the original local Taylor expansions, since the number of coefficients
can be significantly reduced via encoding. Actually, the error in depth by bit extraction
is nearly optimal. In this paper, the approximation to 0% f is reduced to a point fitting
problem that can be solved by constructing ReLU FNNs using bit extraction as sketched
out in the previous paragraphs. Hence, we can also achieve the optimal approximation
error in depth. The key to achieving the optimal approximation error in width in the
above approximation is the application of Lemma 5.4 that essentially fits O(/N?) samples
with ReLLU FNNs of width O(N) and depth 2. Due to the simplicity of our analysis, we
can construct ReLU FNNs with arbitrary width and depth to approximate f and specify
all constant prefactors in our approximation error.

4.2 Constructive proof

According to the key ideas of proving Theorem 2.2 summarized in Section 4.1, let
us present the detailed proof.

Proof of Theorem 2.2. The detailed proof can be divided into four steps as follows.

Step 1: Set up.
Set K = |NY4|2| L2/4] and let Q([0,1]%, K,0) partition [0,1]? into K¢ cubes Qg for
Be€{0,1,---, K — 1} In particular, for each 8 = [/31, B2,, B4]T € {0,1,-, K = 1}¢, we
define x5 = 3/K and

Timpe[2, B 5 15 5 0)] fori=1,2,-,d}.

Q,@ = {w:[xbx%”'?md] Ko

Clearly, [0,1]¢ = Q([0,1]¢, K,d) U ( UBe{0,1,, K1} Qg) and xg is the vertex of Qg with

minimum | - ||; norm. See Figure 6 for the illustrations of Qg and xg.
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By Proposition 4.3, there exists ¢ € NN (width < 4N + 3; depth < 4N +5) such that
Plx) =k ifwelfg - 0 Tgper—oy] for k=0,1,-- K -1.

K’ K

Then for each B€{0,1,--, K —1}4, ¢(z;) = 3; for all z e Qg for i =1,2,---.d.
Define

() = [¢(21), (), (wa)] /K for any @ € [0, 1]%,

then
Y(x)=B/K=x3 ifxeQg for3e{0,1,- K- 1}d'

For any « € Qg and 3 € {0,1,--, K — 1}4, by the Taylor expansion, there exists
&z €(0,1) such that

flx)="> FIE@) po > PIE @l po - where b = 2 - ¥ ().

ledfliss—1 lei=s
Step 2: Construct the desired function ¢.

By Lemma 4.2, there exists

¢ € NV (width < 9(N +1) +1; depth < 2s(L+1))
such that
lp(21, 22) — 2129 < 216(N +1)720+D = & for any 1,25 € [-3,3]. (4.3)

For each o € N? with |ex|; < s, by Proposition 4.1, there exists

Po € NV (width <9(N +1) +s - 1; depth < 7s2L)

such that
|Py(x) — x| < 9s(N +1)7F = & for any x € [0,1]% (4.4)

For each i € {0,1,---, K% -1}, define
’l’](@) = [771’7727"'777d]T € {Oa 1,--~,K— 1}d

such that Z?zl n; K771 = 4. Such a map n is a bijection from {0, 1,---, K4-1} to {0, 1,---, K-
1}4. For each a € N? with ||a|; < s -1, define

i = (0%F(H2) +1)/2 forie{0,1,- K?-1}.

Then 0% f|| 1 ([0,17¢y < 1 implies {4 ; € [0,1] for i =0,1,---, K? -1 and each . Note that
Kd= ([Nl/dP[LQ/dJ)d < N2L2. By Proposition 4.4, there exists

P € NV (width < 16s(N + 1) log,(8N); depth < 5(L +2)logy(4L))
such that, for each o € N¢ with |a[; < s -1, we have

|0 (i) = Easl < NT2L72 fori=0,1,--, K4-1,
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For each o € N with |a|; < s -1, define
d
a(x) = 2¢a( Z Kj_l) -1 for any @ = [z, 79, z4]" € RY

It is easy to verify that
$o € NNV (width < 165(V + 1) log,(8N); depth < 5(L + 2) log,(4L)).
Then, for each a € N¢ with ||y < s—1 and each = n(i) = [n1,72,++,14]7 € {0,1,-++, K —
1}¢ corresponding to i = Z;l:l n; K71 e{0,1,--, K¢ -1}, we have
(6a() - 0 ()] = [2a( imKH) 1 (20 1)
= 2| (i ) o] S2NTHL7%

Therefore, for each B € {0,1,---, K = 1}¢ and each « € N? with |a|; < s -1, we have

|pa(xp) — 0% f(x5)| = [pa(2) - 0% F(2)| <2N"2L72 = &, (4.5)
Now we can construct the desired function ¢ as
Pp(x)= > gp(W,Pa(m - \Il(az))) for any x € R%. (4.6)
lev1<s-1

It remains to estimate the approximation error and determine the size of the network
implementing ¢.

Step 3: Estimate approximation error.

Fix B€{0,1,---, K —1}9 let us estimate the approximation error for a fixed x € Qg.
See Table 2 for a summary of the approximation errors. Recall that ¥(x) = g and
h=x-¥(x)=x-xg. It is easy to check that |f(x) - ¢(x)| is bounded by

PIE@) pa, § SUE@ G o S, %@,Pa(w—ql(w)))‘

loe|1<s-1 ' lee]1=s leef1<s-1
8a mh 8(1 o
< %ha‘ + J;(‘!‘Eﬁ)ha S0(‘25 (w,@) P (h))| — jl"'jZ-
leef1=s lef1<s-1
7 A

Recall the fact that
Y 1=[{aeN:|a|i=s}[<(s+ 1) @

leli=s

and

[ Izl E(Z 1)<Z(2+1)d1<3 (3_1+1)d1

x| 1=i

@In fact, we have |[{a e N: |a|; = s}| = (s+d "), implying (s/d+ 1)1 < Yjafizs L < (s+1)%. Thus,
the lower bound of the estimate is still exponentially large in d. To the best of our knowledge, we cannot
avoid a constant prefactor that is exponentially large in d when Taylor expansion is used in the analysis.
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For the first part .#;, we have

ﬂlz

o)
[exll1=s lexll1=s

Slagrabpal o S | Lho| < (s + 1) K

For the second part %, we have

Sy = Z aa{i!ms)ha B ga(%‘(jﬁ),Pa(h)” = Z IH(a).
[exll1<s-1 [ex]l1<s-1
()

Fix a € N? with |e|; < s—1, we have

Sy(e) = | ZLFR R — (2520 P ()|

<L R (T Pa(h)) [+ [ oL Pa(h) - o “252, Pa(h)|

f271(a) fQ,Q(a)

= j271(a) + jgg(a).

Note that & = 9s(N +1)77L < 9s(2)7™ < 2. By h® € [0,1] and Equation (4.4), we
have P,(h) € [-2,3] € [-3,3]. Then by 0% f(xg) € [-1,1] and Equations (4.3) and (4.4),

we have

Foa(@) = | TLE R - (T2 P ()

< |PLelpe - 50 p ()| + | TLEE Po(h) - o(ZLE2, Po(h))|

<& by Eq. (4.3)

<L - P26 < b i< 60

[ S —
<& by Eq. (4.4)
To estimate % 2(ax), we need the following fact derived from Equation (4.3):
(1, 22) = o(Tr, w2)| < (w1, 02) = w12| + |0 (T1, 72) = Tywo| +]a1 25 = Tr]

<& by Eq. (4.3) <& by Eq. (4.3) (4.7)
< 2(/?1 + 3|l’1 —f1|,

for any 1,71, 29 € [-3,3].
Since &3 = 2N-25L725 < 2 and 0%f(xg) € [-1,1], we have ¢o(xg) € [-3,3] by
Equation (4.5). Then by P,(h) €[-3,3] and Equations (4.7) and (4.5), we have

Fra(e) = [o(ZLE, Py (h)) - o(2252), Pa(h))|

<26 +3| L) - 2=C8)| <96 4 365,

< &3 by Eq. (4.5)
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Therefore, we get

f(@)-d(@)| < I+ A< I+ Y A< A+ Y (ﬂ271(a)+f272(a))

lexfi<s-1 loe|1<s—1
<(s+ 1)K+ sd((é"l + &)+ (28 + 3(5”;»,))
<(s+1D)UK S +38 +E +3683).

Since B €{0,1,--, K —1}¢ and « € Qg are arbitrary and

[0,1] = ([0, 1]%, K, 8) U ( Upefo.1,se-112 Q)
we have, for any x € [0,1]1\Q([0,1]¢, K, 9),
1f () — ()| < (s + 1)K +38 + & +368).
Recall that K = | NYd4]2| L2/4] > w and
(N+1)7L < (N +1) 20 < (N 4+ 1)7252725L < N725[725,

Then we have

Step 4: Determine the size of the network implementing ¢.

It remains to estimate the width and depth of the network implementing ¢. Recall
that, for a € N? with |y < s -1,

U e NV (width < d(4N +3); depth <4L +5),

G € NNV (width < 165(N + 1) log,(8N); depth < 5(L +2) logy(4L)),
P, eNN(width <9(N +1)+s-1; depth < 732L),

¢ € NV (width < 9(N +1) +1; depth < 2s(L +1)).

Figure 7: An illustration of the sub-network architecture implementing each component

of ¢, gp(W,Pa(m - \Il(a:))) for each o € N? with || <s-1.
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By Equation (4.6) and Figure 7, it easy to verify that ¢ can be implemented by a
ReLU FNN with width

Y 16sd(N +2)logy(8N) < s%- 165d(N +2) log,(8N)

|e][1<s-1

= 1659 1d(N + 2)log,(8N)
and depth
(4L +5)+2s(L+1)+7s*L+5(L +2)log,(4L) + 3 < 18s*(L + 2) log, (4L)

as desired. So we finish the proof. m

5 Proofs of Propositions in Section 4.1

In this section, we will prove all propositions in Section 4.1.

5.1 Proof of Proposition 4.1 for polynomial approximation

To prove Proposition 4.1, we will construct ReLLU FNNs to approximate multivariate
polynomials following the four steps below.

e f(x) =22 We approximate f(z) = z? by the combinations and compositions of
“sawtooth” functions as shown in Figures 8 and 9.

e f(x,y) = zy. To approximate f(x,y) = xy, we use the result of the previous step
and the fact that zy = 2((52)2 - (£)2 - (£)?).

o f(xy,29, 1) = T129-xk. We approximate f(1,zq, -+, Tg) = x129--x for any
k > 2 via mathematical induction based on the result of the previous step.

e A general polynomial P(x) = x* = z{"25*-2;* with |af; < k. Any one-term

polynomial of degree < k can be written as C'z125---2; with some entries equaling
1, where C'is a constant and z = [ 21, 29, -+, 2] can be attained via an affine linear
map with  as the input. Then use the result of the previous step.

The idea of using “sawtooth” functions (see Figure 8) was first raised in [44] for
approximating z? using FNNs with width 6 and depth O(L) and achieving an error
O(271); our construction is different from and more general than that in [44], working
for ReLU FNNs of width O(N) and depth O(L) for any N and L, and achieving an
error O(N-1). As discussed below Proposition 4.1, this O(N~) approximation error of
polynomial functions shows the power of depth in ReLU FNNs via function composition.

First, let us show how to construct ReLU FNNs to approximate f(x) = x2.

Lemma 5.1. For any N, L € N*| there exists a function ¢ implemented by a ReLU FNN
with width 3N and depth L such that

|p(z) —2?| < N™F for any z €[0,1].
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Proof. Define a set of “sawtooth” functions T; : [0,1] - [0,1] by induction as follows.

Set
2z, if z€0,3],

12

Ti(x) = { 2(1-z), ifwe(d,1],

and
Ezﬂ_loTl fOfi=2,3,"'.

It is easy to check that T; has 2:-! “sawteeth” and
Trsn =Ty 0T, for any m,n e N*.

See Figure 8 for illustrations of T; for ¢ =1,2,3,4.

0.0 0.0 0.0 0.0
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00

Figure 8: Examples of “sawtooth” functions Ty, T, T3, and T}.

Define piecewise linear functions f,: [0,1] = [0, 1] for s € N* satisfying the following
two requirements (see Figure 9 for several examples of f;).

o L) = (£) or =012

e f.(x) is linear between any two adjacent points of {2]—5 :j=0,1,2,-- 25}

0.10

1.0 | 2 1.0{ | 5 100 o 2
—_— — — —
— hilx) — o) — file) : fil@)

0.8 0.8 0.8 0-08

0.6 0.6 0.6 0.06

0.4 0.4 / 0.4 0.04

0.2 / 02 / 0.2 // 0.02

0.0 00 =" 0.0 —

0.0C
0 1/2 1 0 1/4 2/4 3/4 1 0 1/8 2/8 38 4/8 58 68 78 1 (

) 18 28

Figure 9: Illustrations of fi, fs, and f3 for approximating x2.
Recall the fact

2 )2
0<ta?+(1-t)as - (t:z:1+(1—t)x2) < w

for any t, 1,25 € [0,1].
Thus, we have

2-5)2
0< fo(z)-a*< % =2726*D) for any x € [0,1] and s € N*. (5.1)
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Note that f;_1(x) = fi(x) = 22 for x € {23;1 :7=0,1,2,---,21} and the graph of f;_1 - f;
is a symmetric “sawtooth” between any two adjacent points of {54y :j =0,1,2,---,20°1}.
It is easy to verify that

() - fi(x) = T;(Qf) for any z €[0,1] and i =2,3,--

Therefore, for any z € [0,1] and s € N*, we have

S S

fu(@) = fi(2) + g(fi ) =e- (e fi

=2 i=1

Given N € N*, there exists a unique k € N* such that (k—-1)2¥1+1 < N < k2*.
For this k, using s = Lk, we can construct a ReLU FNN as shown in Figure 10 to
implement a function ¢ = f, approximating 2 well. Note that 7; can be implemented
by a one-hidden-layer ReLU FNN with width 2¢. Hence, the network in Figure 10 has
width k28 +1 < 3N® and depth 2L.

.

AN s B ey

ik (+1)k _ Lk
3 k. e S IET CY r S fu(a) = o)
i=1 i=1 = i=1
Input 1 2 3 1 2(j4+1)  2(+1)+1  2(j+2) 2L Output

Figure 10: An illustration of the target network architecture for approximating x? on
[0,1]. T; can be implemented by a one-hidden-layer ReLU FNN with width 2¢ for
, = 1,2,---, K. The red numbers below the architecture indicate the order of hidden
layers.

As shown in Figure 10, the (2¢)-th hidden layer of the network has the identify
function as activation functions for ¢ = 1,2,---, L. Thus, the network in Figure 10 can
be interpreted as a ReLU FNN with width 3N and depth L. In fact, if all activation
functions in a certain hidden layer are identity maps, the depth can be reduced by one via
combining two adjacent linear transforms into one. For example, suppose W, € RN1xNz,
W, € RV2Ns and p is an identity map that can be applied to vectors or matrices
elementwisely; then W1 o(Whx) = Wi for any @ € RV, where W3 = Wy - W, € RV N5,

It remains to estimate the approximation error of ¢(z) ~ z2. By Equation (5.1), for
any x € [0,1], we have

|¢(ZB) _ 372| — |ka(£L‘) _ .T2| < 2—2(Lk+1) < 9—2Lk < N—L’

where the last inequality comes from N < k2F < 228, So we finish the proof. O

®This inequality is clear for k = 1,2,3,4. In the case k > 5, we have k2F +1 < k2t +1N < (](ck%;i N <
214N <3N.
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We have constructed a ReLU FNN to approximate f(z) = x2. By the fact that
xy = 2((%)2 -(5)* - (%)2), it is easy to construct a new ReLLU FNN to approximate
f(z,y) = xy as follows.

Lemma 5.2. For any N, L e N*, there exists a function ¢ implemented by a ReLU FNN
with width 9N and depth L such that

|p(z,y) —2y| <6N~F  for any z,y € [0,1].

Proof. By Lemma 5.1, there exists a function ¢ implemented by a ReLU FNN with
width 3N and depth L such that

|22 ()| < N7L for any x € [0,1].
Inspired by the fact
vy =2((52)* - (5)* - (3)?) for any z,y€R,
we construct the desired function ¢ as
o(x,y) = 2(0(55) ¥ (3) ~¢(3)) for any z,y € R. (5.2)

Then ¢ can be implemented by the network architecture in Figure 11.

y
k4 . m

Figure 11: An illustration of the network architecture implementing ¢ for approximating
xy on [0,1]2.

m\ii

It follows from 1 € NN (width < 3N; depth < L) that the network in Figure 11 is
with width 9N and depth L + 2. Similar to the discussion in the proof of Lemma 5.1,
the network in Figure 11 can be interpreted as a ReLU FNN with width 9N and depth
L, since two of the hidden layers have the identify function as their activation functions.
Moreover, for any x,y € [0, 1],

[y = o)l = [2((552)° - (5)* = (5)°) ~ 2(4(51) ~ 0 (5) ~ (D))
<2|(50)? - (5D +2[(5)7 - v(5)] +2[(9)? - (%) < 6N .
Therefore, we have finished the proof. n

Now let us prove Lemma 4.2, which shows how to construct a ReLLU FNN to approx-
imate f(z,y) =2y on [a,b]? with arbitrary a < b, i.e., a rescaled version of Lemma 5.2.
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Proof of Lemma 4.2. By Lemma 5.2, there exists a function ¢ implemented by a ReLU
FNN with width 9N and depth L such that

|v(F,7) -7 < 6Nt for any 7,7 € [0,1].
By setting T = =2 and i = 4= for any x,y € [a,b], we have T, € [0, 1], implying

a

v 8) - s sONT forany oy ¢ [a,B]
d

b],
|(b a)zw( i) ra(r+y)-a —xy‘<6b a)>’Nr.

It follows that, for any x,y €

Define, for any z,y € R,

o(z,y)=(b- a)zw( 2 ) +a-o(x+y+2al) - a’ - 2alal.

Then ¢ can be implemented by the network architecture in Figure 12.

P ae=8=)
T

a| |——— | o(z 4+ y + 2|a|)

Figure 12: An illustration of the network architecture implementing ¢ for approximating
xy on [a,b]?. Two of the hidden layers have the identify function as their activation
functions, since the red “o” comes from the red arrow “—”, where the red arrow “—"
is a ReLU FNN with width 1 and depth L.

It follows from ¢ € NN (width < 9N; depth < L) that the network in Figure 12 is
with width 9N + 1 and depth L+ 2. Similar to the discussion in the proof of Lemma 5.1,
the network in Figure 12 can be interpreted as a ReLU FNN with width 9N + 1 and
depth L, since two of the hidden layers have the identify function as their activation
functions.

Note that x +y + 2|a|] > 0 for any z,y € [a, b], implying

¢(x.y) = (b-a)* (32, ) +a(z +y) —a®  for any z,y € [a,b].

Hence,
|¢(z,y) —ay| <6(b—a)’N~"  for any z,y € [a,b].

So we finish the proof. O]

The next lemma shows how to construct a ReLU FNN to approximate a multivariate
function f(xq,xa, -, x1) = 2129z, on [0, 1]%.

Lemma 5.3. For any N, L,k e N* with k > 2, there exists a function ¢ implemented by
a ReLU FNN with width 9(N + 1) + k-1 and depth TkL(k - 1) such that

6(@) - w1y <9k = (N + 1) for any @ = [21, 25, 2,]7 € [0,1]%
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Proof. By Lemma 4.2, there exists a function ¢; implemented by a ReLU FNN with
width 9(N + 1) + 1 and depth 7kL such that

|p1(z,y) —2y| <6(1.2)*(N + 1)  <9(N +1)"™  for any z,y € [-0.1,1.1].  (5.3)

Next, we construct a sequence of functions ¢; : [0,1]"*! - [0,1] for i € {1,2,--,k - 1} by
induction such that

(i) ¢; can be implemented by a ReLU FNN with width 9(N + 1) +4 and depth 7kLi
for each i € {1,2,-, k—1}.

(ii) For any i€ {1,2,---,k -1} and 21, 29,-+, ;41 € [0, 1], it holds that

|¢Z’(l‘1, "',$i+1) - I1$2"‘Ii+1| < QZ(N + 1)_7kL. (54)

First, let us consider the case i = 1, it is obvious that the two required conditions
are true: 1) 9(N+1)+i=9(N+1)+1 and 7kLi="TkL if i = 1; 2) Equation (5.3) implies
Equation (5.4) for i = 1.

Now assume ¢; has been defined; we then define

Gis1 (T1,7, Tivz) = ¢1(¢i($1,"',$i+1),0($i+2)) for any xy,+, ;2 € R.

Note that ¢; € NN (width < 9(N +1) +4; depth < 7kLi) and ¢; € NNV (width <9(N +1) +
1; depth < 7kL). Then ¢;;1 can be implemented via a ReLU FNN with width

max{9(N+1)+i+1L,9(N+1)+1}=9(N+1)+ (i +1)

and depth TkLi+ TkL = TkL(i+1).
By the hypothesis of induction, we have

|(bi(.fll'1, "',$i+1) - .CC1$2"'$¢+1| < 9Z(N + 1)77kL. (55)

Recall the fact that 9i(N + 1)~7 < 9k2-7F < 9/{:% < 0.1 for any N, L,k € N* and
i€{1,2,--,k—1}. It follows that

¢i($17"'7xi+1) € [_0'17 11] for any Ty, -, Ti+1 € [07 1]
Therefore, by Equations (5.3) and (5.5), we have

|Giv1 (1,0, Tiva) = D12 Ty
= ‘¢1(¢i($17 "‘713i+1)7<7($z‘+2)) - 2171%2"'117“2‘
< ‘9251(@(9617 "',$i+1),$z‘+2) ~ ¢i(1, "‘,l‘z'+1)$i+2‘ + ‘@(1’1, i1 )Tis = T1T2 Tigo

SON + 1) 1 9i(N + 1) =9(i + 1) (N + 1)k,

for any x1, 9, -+, ;10 € [0, 1], which means we finish the process of induction.
Now let ¢ = ¢p_1, by the principle of induction, we have

(6(1, 1) = 212g-2] <9k = 1)(N + 1) for any @1,y € [0, 1],

So ¢ is the desired function implemented by a ReLU FNN with width 9(N +1) +k -1
and depth 7kL(k — 1), which means we finish the proof. O
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With Lemma 5.3 in hand, we are ready to prove Proposition 4.1 for approximating
general multivariate polynomials by ReLU FNNss.

Proof of Proposition 4.1. The case k = 1 is trivial, so we assume k > 2 below. Set
k=|ali <k, denote o = [, ava, -+, g )T, and let [zq, 22, -+, 2z]7 € R¥ be the vector such
that

i-1 j
Zg:,rj 1f2a1<632az f()rj:l,zj...’d_
i=1 i=1

That is,
a1 times a9 times ag times
(21, 2, -+, 25]T = [T1, o 02, Ty oory 2y o0, Tt ...7xd‘]T cRF.

Then we have P(x) = = 212923

We construct the target ReLU FNN in two steps. First, there exists an affine linear
map L : R? — R¥ that duplicates & to form a new vector [z, 22, 2, 1,---, 1]T € R¥,
ie., L(x) = 21,22, 25, 1,-,1]T € Rk, Second, by Lemma 5.3, there exists a function
¥ : R¥ > R implemented by a ReLU FNN with width 9(N + 1) + £ — 1 and depth
TkL(k — 1) such that ¢ maps [z1, 22,2, 1, 1]T € RF to z29---2z; within an error
9(k-1)(N+1)""L. Hence, we can construct the desired function via ¢ = 1poL. Then ¢ can
be implemented by a ReLU FNN with width 9(N+1)+k-1 and depth TkL(k-1) < Tk?L,
and

|¢(w) - P(m)| = |<b(a:) - $a| = |w o ﬁ(w) _ x?1$32"'$3d|
= |77Z}(Zl7227 .“72’];’ 17 IR 1) — ZIZQ"'Z'];|
<9(k-1)(N+1)™* <9k(N + 1)+

for any x1, 9, x4 € [0,1]. So, we finish the proof. ]

5.2 Proof of Proposition 4.3 for step function approximation

To prove Proposition 4.3 in this sub-section, we will discuss how to pointwisely
approximate step functions by ReLU FNNs except for the trifling region. Before proving
Proposition 4.3, let us first introduce a basic lemma about fitting O(N;N,) samples
using a two-hidden-layer ReLU FNN with O(N; + Ny) neurons.

Lemma 5.4. For any Ny, Ny € N*, given Ni(No + 1) + 1 samples (z;,y;) € R? with
o < Ty < < TN (Nos1) and y; 20 fori=0,1,--, Ni(No+1), there exists ¢ € NN (#input =
1; widthvec = [2N7, 2N, + 1)) satisfying the following conditions:

1. Qb(l’l) =Y; fO’F 1= O, 1, ey Nl(NQ + 1)
2. ¢ is linear on each interval [z;_1,2;] fori ¢ {(Na+1)j:5=1,2,--- Ny}.

The above lemma is Lemma 2.2 of [40]; and the reader is referred to [40] for its
proof. Essentially, this lemma shows the equivalence of one-hidden-layer ReLU FNNs of
size O(N?) and two-hidden-layer ones of size O(N) to fit O(N?) samples.

The next lemma below shows that special shallow and wide ReLU FNNs can be
represented by deep and narrow ones. This lemma was proposed as Proposition 2.2
in [41].
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Lemma 5.5. For any N, L,d € N*, it holds that

NN (#input = d; widthvec = [N, NL]; #output = 1)
c NN (#input = d; width < 2N +2; depth < L +1; #output = 1).

With Lemmas 5.4 and 5.5 in hand, let us present the detailed proof of Proposi-

tion 4.3.
Proof of Proposition 4.3. We divide the proof into two cases: d =1 and d > 2.

Case 1: d = 1.
In this case, K = | N'/4|2|L?/4]| = N2L[2. Denote M = N2L and consider the sample

set

(LM - 1), 0 U{(Z.m) :m=0,1, M -1}

U{(ml\:—ll _67m):m=0717"'7M_2}.

Its size is 2M +1=N-((2NL-1) +1)+1. By Lemma 5.4 (set N; = N and N, =2NL -1
therein), there exists

¢1 € NN (widthvec = [2N,2(2NL - 1) +1])
= NN (widthvec = [2N,4NL - 1])

such that

i ¢1(%) =¢1(1)=M -1 and ¢1(%) = ¢1(m+1 ~0)=mform=0,1,--, M -2;

M
e ¢ is linear on [%, 1] and each interval [%%, 2L — §] for m = 0,1, -, M - 2.

Then
form=0,1,---, M - 1. (5.6)

¢1(I):m ifxe [%,mvﬂ—é']l{mg\/[_g}]
Now consider another sample set

(21,0 {0 =01, L1}
U{(&L—5,0):0=0,1,-,L-2}.

Its size is 2L+ 1 = 1-((2L— 1)+ 1) +1. By Lemma 5.4 (set N; =1 and Ny = 2L - 1
therein), there exists

¢o € NN (widthvec = [2,2(2L - 1) +1])
= NN (widthvec = [2,4L - 1])

such that
* o %):@(%):L—l and ¢2(%):¢2(%—5):€f0f€:0>17”'>L—2,

e ¢ is linear on [£1, L] and each interval [ﬁ, % -§] for £=0,1,-, L-2.
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It follows that, for m=0,1,---, M -1 and /=0,1,---, L -1,
¢2(3}— ) (¢ for e [mL+£ mL+0+1 (5']1{&]:_2}]‘ (5_7)

ML »~ ML

K = M L implies that any k € {0, 1,---, K =1} can be unique represented by k = mL+/
for m € {0,1,---,M —1} and ¢ € {0,1,---,L — 1}. Then the desired function ¢ can be
implemented by ReLU FNN as shown in Figure 13.

— )

1(z) = ) @

v \ B(mL +l=k= gf)(m)]
B ) S I IR

Figure 13: An illustration of the network architecture implementing ¢ based on Equa-

tions (56) and (57) with x € [[k{) L . d- ]l{k;<K 2}] [m]\;zf} % —5']1{mgM—2 or ZSL—Q}]u

Wherek=mL+€f0rm:0,1,-~,M land ¢=0,1,---,L—1.

Clearly,
() =k ifwel[s, 5 -6 Dyegoy] for ke{0,1,- K -1}.

By Lemma 5.5, ¢; € NN (widthvec = [2N,4NL - 1]) ¢ NN (width < 4N + 2; depth <
2L +1) and ¢y € NN (widthvec = [2,4L - 1]) € NV (width < 6; depth < 2L + 1), implying
¢ € NN (width < max{4N+2+1,6+1} =4N+3; depth < (2L+1)+2+(2L+1)+1 =4L+5).
So we finish the proof for the case d =1

Case 2: d > 2.
Now we consider the case when d > 2. Consider the sample set
{(1,K-1),(2,00} U{(£,k) : k=0,1,- K -1}
U{(BL-6k): k=01, K -2},
whose size is 2K +1 = [NV4|((2[ NY4|[L2/?]-1) +1) + 1. By Lemma 5.4 (set N; = [N/4]
and Ny = 2| NV/4|| L?/4] — 1 therein), there exists
¢ € NNV (widthvec = [2| NY?|, 2(2| NY4|| L¥4] - 1) + 1])
= NV (widthvec = [2| NY?|, 4| NY4|| L2/?] - 1])
such that
e o(E)=¢(1)=K -1, and ¢(£) =p(EL -) =k for k=0,1,+, K - 2;
e ¢ is linear on [%, 1] and each interval [ﬁ kel _§] for k=0,1,-, K - 2.

K
Then
p(z) =k ifre [ﬁ ﬂ—5 Liper—oy] for k=01, K-1.

By Lemma 5.5,
¢ € NN (widthvec = [2| NV4| 4| NV4|| L?4] - 1])
¢ NNV (width < 4| NY| + 2; depth < 2| L¥?] + 1)
¢ NNV (width < 4| NY| + 3; depth < 4L + 5).

which means we have finished the proof for the case d > 2. O
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5.3 Proof of Proposition 4.4 for point fitting

In this sub-section, we will discuss how to use ReLLU FNNs to fit a collection of points
in R2.Q Tt is trivial to fit n points via one-hidden-layer ReLU FNNs with O(n) param-
eters. However, to prove Proposition 4.4, we need to fit O(n) points with much fewer
parameters, which is the main difficulty of our proof. Our proof below is mainly based
on the “bit extraction” technique and the composition architecture of neural networks.

Let us first introduce a basic lemma based on the “bit extraction” technique, which
is actually Lemma 2.6 of [41].

Lemma 5.6. For any N,L € N*, any 0,,,€{0,1} form=0,1,---,M-1 and¢=0,1,---, L—
1, where M = N2L, there exists a function ¢ implemented by a ReLU FNN with width
AN + 3 and depth 3L + 3 such that

¢
d(m, ) = Zvaj form=0,1,--,M-1and £=0,1,---, L — 1.
§=0
Next, let us introduce Lemma 5.7, a variant of Lemma 5.6 for a different mapping

for the “bit extraction”. Its proof is based on Lemmas 5.4, 5.5, and 5.6.

Lemma 5.7. For any N,L e N* and any 0; € {0,1} for i=0,1,---) N2L2 -1, there exists
a function ¢ implemented by a ReLU FNN with width 8N +6 and depth 5L +7 such that

¢(i)=0; fori=0,1,---, N?L?-1.

Proof. The case L =1 is clear. We assume L > 2 below.

Denote M = N2L, for each i € {0,1,---) N2L2-1}, there exists a unique representation
i =mL+ ¢ for me{0,1,--M -1} and ¢ € {0,1,--,L — 1}. Thus, we can define, for
m=0,1,--M-1and ¢=0,1,---, L -1,

Qe = 0;,  where i =mL + /.
Then, for m=0,1,---,M -1, we set by, 0 =0 and by, ¢ = @y -1 for £=1,2,--- L -1.
By Lemma 5.6, there exist ¢1, ¢ € NNV (width < 4N + 3; depth < 3L + 3) such that

¢ ‘
p1(m,0) = Zam,j and  ¢o(m, ) = meJ
j=0 Jj=0
form=0,1,- M -1and £=0,1,---, L - 1.
We consider the sample set
{(mL,m):m=0,1, M}J{((m+1)L-1,m):m=0,1,--, M —1}.

Its size is 2M +1=N-((2NL-1)+1)+1. By Lemma 5.4 (set N; = N and N, =2NL-1
therein), there exists

Y € NN (widthvec = [2N,2(2NL - 1) + 1])
= NN (widthvec = [2N,4NL - 1])

such that

@Fitting a collection of points {(;,;)}; in R? means that the target ReLU FNN takes a value close
to y; at the location x;.
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o (ML) =M and y(mL) =¢)((m+1)L-1)=m for m=0,1,--, M - 1;
e ¢ is linear on each interval [mL,(m+ 1)L -1] for m =0,1,---, M - 1.
It follows that
Y(x)=m ifxe[mL,(m+1)L-1] form=0,1,--- M -1,

implying
w(mL+¢)=m form=0,1,- M-1and £=0,1,---,L—1.
For ¢ = 0,1,---, N2L? - 1, by representing i = mL + ¢ for m = 0,1, M — 1 and
¢=0,1,---,L -1, we have (i) = ¢p(mL+¢) =m and i — L1(i) = ¢, from which we deduce
o1(w (i), i = L (i) = da((0) i - L))

Y l
= ¢1(m, ) - po(m, £) = ;Oam,j - ;Obw' (5.8)

[ !
= Z Am,j — Zam,j—l —bo = Amp = 0;.
J=0

J=1

Therefore, the desired function ¢ can be implemented by the network architecture
described in Figure 14.

0(0) 0(i) (61 (60,1 — Lui)
{O\ uﬁa - U>
({20} =500, - o)
Figure 14: An illustration of the network architecture implementing the desired function
¢ based on Equation (5.8).

Note that
b1, o € NN (width < 4N + 3; depth < 3L + 3).

And by Lemma 5.5,

1 € NN (widthvec = [2N,4N L - 1])
c ANV (width < 4N +2; depth < 2L +1).

Hence, the network architecture shown in Figure 14 is with width max{4L+2+1,2(4L +
3)} =8N +6 and depth (2L +1)+2+ (3L +3)+1 =5L+ 7, implying ¢ € NN (width <
8N +6; depth <5L+7). So we finish the proof. ]

With Lemma 5.7 in hand, we are now ready to prove Proposition 4.4.

Proof of Proposition 4.4. Set J = [2slogy(NL+1)] e N*. For each &; € [0,1], there exist
1,82, & 7 €{0,1} such that

|€1 - binO.éi,15i72---£i7J‘ < 2_J for i = 0, 1, ey N2L2 -1.
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By Lemma 5.7, there exist
b1, P2, -, by € NN (width < 8N +6; depth < 5L +7)

such that
¢;(i)=¢&,; fori=0,1,-- N L?*-1and j=1,2,- J.
Define

o(z) = zj: 279¢;(z) for any x €R.

j=1
It follows that, for i =0,1,---, N2L? -1,

-l =| T2, -6 - | S ¢
= |bin0-fz',1§i,2'“§i,J - §i| <2/ < NTHLT
where the last inequality comes from
97 = 9[2s1oga(NL+D)] ¢ 9-2slogs(NL+1) _ (N[, 4 1)725 < N"2[25,

Now let us estimate the width and depth of the network implementing ¢. Recall
that
J =[2slogy(NL+1)] < 2s(1+logy(NL+1)) <25(1+logy(2N) +log, L)
< 25(1+1ogy(2N))(1 +log, L) < 2s[log,(4N)][log,(2L)],

and ¢; € NN (width < 8N +6; depth <5L +7) for each j.

Figure 15: An illustration of the network architecture implementing 5 = ijl 277 ¢; for
any ¢ € {0,1,---, N2L2 - 1}. We assume J = mn, where m = 2s[log,(4N)] and n =
[log,(2L)], since we can set @1 =+ = dpp, = 0 if J <nm.

As we can see from Figure 15, $= Z;le 277¢; can be implemented by a ReLU FNN
with width
(8N +6)m+(1+m+1)=(8N +6)2s[log,(4N)] + 2s[log,(4N) ] +2
<16s(N +1)log,(8N)

and depth
((5L+7)+1)n=(5L+8)[logy(2L)] < (5N +8)log,(4L).
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Finally, we define

¢(z) = min {J(QNS(JJ)), 1} = min { max{0, $(z)}, 1} for any x € R.

Then 0 < ¢(x) <1 for any z € R and ¢ can be implemented by a ReLU FNN with width
16s(N +1)log,(8N) and depth (5L + 8)log,(4L) + 3 < 5(L +2)log,(4L). See Figure 16
for the network architecture implementing ¢. Note that

o(i) = 22%(@) Zzﬂgw [0,1] fori=0,1,---, N?L?-1.

7=1
+1
@ mm{a D)1} =60)

s-//

o(—a(s() +1)

Figure 16: An illustration of the network architecture implementing the desired function

¢ based on the fact that min{w;,z,} = 2 merel o oin)oCan) o r)olnie)

It follows that
[6(i) - & = | min { max{0,3(1)}, 1} - &
for i=0,1,---, N2L? — 1. The proof is complete. ]

= |g(i) - &| < N7 L72,

6 Conclusions

This paper has established a nearly optimal approximation error of ReLU FNNs
in terms of both width and depth to approximate smooth functions. It is shown that
ReLLU FNNs with width O(N In N) and depth O(LIn L) can approximate functions in
the unit ball of C*([0,1]?) with an approximation error O(N-2¢/¢[,-2s/4). Through VC-
dimension, it is also proved that this approximation error is asymptotically nearly tight
for the closed unit ball of C*([0,1]%).

We would like to remark that our analysis is for the fully connected feed-forward
neural networks with the ReLLU activation function. It would be an interesting direction
for further study to generalize our results to neural networks with other architectures
(e.g., convolutional neural networks and ResNet) and activation functions (e.g., tanh
and sigmoid functions). These will be subjects of future work.
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