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Abstract. This paper introduces a novel generative encoder (GE) framework
for generative imaging and image processing tasks like image reconstruction,
compression, denoising, inpainting, deblurring, and super-resolution. GE uni-
fies the generative capacity of GANs and the stability of AEs in an optimiza-
tion framework instead of stacking GANs and AEs into a single network or
combining their loss functions as in existing literature. GE provides a novel
approach to visualizing relationships between latent spaces and the data space.
The GE framework is made up of a pre-training phase and a solving phase.
In the former, a GAN with generator G capturing the data distribution of a
given image set, and an AE network with encoder E that compresses images
following the estimated distribution by G are trained separately, resulting in
two latent representations of the data, denoted as the generative and encoding
latent space respectively. In the solving phase, given noisy image x = P(x⇤),
where x⇤ is the target unknown image, P is an operator adding an addictive,
or multiplicative, or convolutional noise, or equivalently given such an image
x in the compressed domain, i.e., given m = E(x), the two latent spaces are
unified via solving the optimization problem

z⇤ = argmin
z

kE(G(z))�mk22 + �kzk22

and the image x⇤ is recovered in a generative way via x̂ := G(z⇤) ⇡ x⇤, where
� > 0 is a hyperparameter. The unification of the two spaces allows improved
performance against corresponding GAN and AE networks while visualizing
interesting properties in each latent space.

1. Introduction. Deep learning-based structures have become an e↵ective tool
for image processing. A stream of such studies is an end-to-end training with
an Autoencoder (AE) [1, 2] mapping source images to reconstructed images with
desired properties. Due to the powerful representation capacity of AEs, AEs can
approximate the desired imaging or image processing procedure well as long as

2020 Mathematics Subject Classification. Primary: 68U10; Secondary: 68T07.
Key words and phrases. Generative Adversarial Network, Autoencoder, Inverse Problem, La-

tent Space, Image Reconstruction, Denoising, Deblurring, Super Resolution, Inpainting.
The second author is supported by NSF grant DMS-1945029.

1



2 YONG ZHENG ONG AND HAIZHAO YANG

training data are su�ciently good. In particular, the dimension reduction property
in AEs play a key role in enhancing its performance, similar in importance to
sparsity in traditional image processing algorithms.

AEs are designed with 2 Neural Networks (NN). The encoder, E(x; ✓E) with pa-
rameters ✓E , adaptively captures the low-dimensional structure of a source image
x through repeated applications of convolution, pooling, and nonlinear activations,
to output a small feature vector z; whilst the decoder, DC(z; ✓DC) with parameters
✓DC , e�ciently reconstruct x via repeated deconvolution, up-sampling, and nonlin-
ear activations acting on z. Parameters in E and DC are jointly tuned such that
the input and output of the AE match via the below optimization problem

min
✓E ,✓DC

Ex⇠pdata(x)

⇥
kDC(E(x; ✓E); ✓DC)� xk22

⇤
, (1)

where pdata is the image data distribution. Armed with a powerful representa-
tion capacity, AEs are capable of learning nonlinear transforms which create highly
sparse and low-dimensional representations of images, while maintaining the accu-
racy of image reconstruction. However, due to the least square nature of (1), AEs
penalize pixel-wise error and hence tends to generate smooth images, instead of
learning to generate fine details. A recent paper [3] explores this limitation in AEs,
and this paper will also demonstrate such phenomena experimentally.

Another stream of deep learning approaches [4, 5, 6, 7, 8, 9] are based on gen-
erative adversarial networks (GANs) [10] and its variants [11, 12, 13, 14]. GANs
consists of a generator G and discriminator D pair which are trained adversarially.
G, with parameters ✓G, takes random vector z from a given distribution pz and
output a synthetic sample G(z; ✓G). D, with parameters ✓D, takes as input x and
outputs a value D(x; ✓D) 2 [0, 1] denoting the probability that the input x follows
the data distribution pdata. In simple terms, G is trained to generate samples to
fool D into thinking that the generated sample is real, while D learns to distinguish
between real samples from the data distribution versus synthetic fake data from G
via the below adversarial game

min
✓G

max
✓D

V (✓D, ✓G) = Ex⇠pdata(x)[logD(x; ✓D)]

+ Ez⇠pz(z)[log(1�D(G(z; ✓G); ✓D))] (2)

D in the adversarial learning above can be applied to enhance image quality as in
[4]. G can also be applied as a tool for data augmentation [15, 16] or as an inverse
operator [5, 17, 18, 19, 20, 21] that returns the desired image from applications
with compressed measurements like compressed sensing. However, solving (2) or its
variants is challenging and the solution might not be stable, e.g. GANs are prone
to mode collapse or vanishing gradient problems, although generated content are
better in quality of fine details than those generated by AEs, which tends towards
smooth images.

A common point in both types of generative network lies in a mapping between
a lower-dimensional latent/feature space and the original data space. In particular,
the di↵erence in objective of both leads to a di↵erent representation of data in the
latent spaces. This leads to a particular question of whether the latent spaces can
be combined, to gain the advantages of both. Present architectures do so either
using a single latent space to represent the encoding and the generating space, like
in VAEGAN [22, 23] and [24, 25], or train the losses jointly [26, 27]. This paper
introduces a novel generative encoder (GE) framework that takes advantage of both
AEs and GANs separately for generative imaging tasks. Instead of current methods
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which merge GAN and AE training, an alternative method to link both latent spaces
is proposed through solving an invert GAN problem, in which recent works have
begun exploring [17, 18, 20]. Empirical evidence shows improved performance in
applications like image reconstruction, denoising, inpainting, deblurring, and super-
resolution. The framework also introduces a novel approach towards the study and
understanding of latent spaces, which recent works [18] has investigated.

The GE model consists of a pre-training and a solving phase. In the former,
a GAN and an AE are separately trained. As the G in GAN captures the data
distribution of a given image set, generated images in a GAN can be used as training
data to augment the training of the AE component. Hence, the GAN is trained first
in the pre-training phase, followed by augmenting generated data with training data
to train the AE. Depending on the application, the AE can be further augmented
with noisy data, and trained to filter such noise [28]. In the solving phase, given a
noisy image x† = P(x⇤), where x⇤ is the target unknown image, P is an operator
adding an additive, multiplicative, or convolutional noise, the below optimization
problem is solved

z⇤ = argmin
z

kE(S(G(z)))� E(x†)k22 + �kzk22 (3)

and x⇤ is recovered via x̂ := G(z⇤) ⇡ x⇤. Here S denotes a down-sample or an
up-sample operator balancing the dimension of the output of G and the input of E,
or noise added to the generated image, if the structure of the noise is known, like
in inpainting. Else, S is the identity map. Finally, � > 0 is a hyper-parameter. GE
unifies the generative capacity of the generative space in GANs and the stability
and rough detail capturing properties of the encoding space in AEs via an opti-
mization framework (3) instead of stacking GANs and AEs into a single network
or training the two together. Instead of learning an encoding and a generating net-
work into the same latent space, GE explores the benefits of using an optimization
network to learn a relationship between the two spaces, while each maximizes its
own advantages.

1.1. Related Work. This section briefly introduces related work in the field of
invert GAN. Lipton & Tripathy [19] described a direct optimization method to
invert a fixed generator G, which can be summarized to solving the below equation

z⇤ = argmin
z

d(G(z), x) (4)

Here d denotes some distance function, for example l2-norm. The image x is then
recovered by G(z⇤). Similar work is done in [20] to solve the above invert GAN
problem using di↵erent alternatives for d. Recent work by [17, 21] proposes alter-
native gradient/LP based optimization methods to invert compressed sensing or
deep generative models using ReLU activations, but is not applicable when model
architecture is much more complex, like progressive GAN (pGAN) [29]. [18] pro-
posed the use of a third network to learn the inverse mapping, by training the third
network, denoted as G�1(x, ✓G�1) via the objective

arg min
✓G�1

d1(G
�1(G(z)), z) + d2(G(z), x) (5)

Their method, while using an ”encoder” like structure in terms of G�1, di↵ers from
GE in terms of G�1 learning an inverse of G, while in GE, there is no direct relation
between E and G. In fact, the dimensions of the two latent spaces in GE need not
be the same, which allows for greater flexibility and generalization.
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1.2. Contributions. This section summarizes the contributions of GE:

a. Training of G and E in GE is done separately. To the best of our knowl-
edge, GE is the first framework that performs the training separately. The
motivation in doing so is to reduce competition between the di↵erent objectives
involved in training a GAN and AE. To illustrate this, the separation of the
two models in a denoising problem distributes the generative component to the
generative space and the dimension reduction and filtering of noise component
to the encoding space, which di↵ers from existing methods that combine both
spaces together. This not only allows each model to maximise their performance
on the corresponding objectives, but also allows the use of the same pre-trained
GAN (since it is not trained to filter noise), which in general is harder to train,
for multiple applications of imaging problems, through switching of the AE com-
ponent. Numerical results are presented to demonstrate this capability and to
show that GE outperforms end-to-end convolutional AEs and the original invert
GAN proposed by [19] which uses only a generator. Empirical results also show
the benefits of separating losses, by comparing with a network that merges both
training losses, which will be denoted as AEGAN.

b. E learns a di↵erent set of latent vector compared to G. This is in
contrast with [18] where the third network is trained to learn and reproduce
the latent distribution of G, or in present GAN and AE frameworks like AE,
VAEGAN, etc, which uses the same feature space between their G and E. GE
is the first framework which utilizes a unification method to learn relationships
between the two learnt latent spaces. Numerical results in Section 5.5 will
demonstrate the importance of this idea. This section introduces the di↵ering
objectives of the GAN and AE objectives, in which GANs are shown to favour
more prominent features for a realistic generation, while AE focuses on recon-
structing as many features as possible. GE, with the separation of training,
allows two di↵erent sets of latent vectors to be learnt, each maximising their
corresponding objectives, while using a solving phase to draw upon the benefits
of both.

c. Training of AE is augmented by G, thus the dimension reduction of AE
adapts to the target data distribution instead of training data only, making the
AE more compatible with data distribution and increasing the generalization
flexibility of AE. This is in contrast with existing methods, where the training
of the AE and GANs are done simultaneously, thus removing any possibility for
such a style of data augmentation.

d. Instead of creating an end-to-end neural network, an optimization problem (3)
is proposed to search for the best reconstruction that fits data measurements
in the compressed domain. On one hand, E stabilizes the reconstruction

via reducing the search domain, filtering out key features that should be
generated by G, based on how E is trained to handle and compress informa-
tion for the image processing task. On the other hand, G that focuses on

producing realistic images improves the reconstruction quality often

lost in traditional AEs that prefers smooth images. The latter property, in
particular, is lost in the merging of AE and GAN training, due to the addition
of the `2 type loss from AE, and G observing training data directly instead of
only through DC’s output.

e. A direct implication of using a solving phase allows the final output image to be
generated from G rather than the decoder of an AE, DC. This is motivated by
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the fact that AEs uses a distance type loss function which results in smoother
outputs. In comparison, GANs have been known to generate more realistic
images. Using a solving phase allows GE to produce realistic images, while
using the AE to perform task specific filtering. This is supported with numerical
results, which shows the distinct di↵erence between using a GAN as output
(models like InvertGAN and GE), against using a decoder from an AE (models
labelled ConvAE and AEGAN). The importance of E during the solving phase
is apparent in complex applications, like Inpainting, where without it, the model
totally fails.

f. GE is a general framework with various applications. Numerical ex-
periments show that the proposed model can produce competitive or better
outcomes in these fields. Furthermore, GE is flexible in the choice of GAN

or AE used and can be constantly improved using newer GAN or AE methods,
according to the problem.

g. [18] introduced the idea that learning an inverse generator allows for an e↵ec-
tive method in visualizing what a GAN cannot generate. In this regard, GE

presents a novel framework towards learning and understanding rela-

tionships between di↵erent latent spaces, by visualizing the information
gained and lost across two such spaces. This provides answers to certain inter-
esting questions, which will be elaborated on shortly.

2. Applications. This section briefly introduces the applications of GE covered
in this paper.

2.1. Image Reconstruction/Compressed Sensing. Given measurement y =
Ax⇤ + ✏, where A is a sensing matrix satisfying the restricted isometry property
(RIP), ✏ is a noise vector, the compressed sensing problem seeks to recover x⇤. If
x⇤ is sparse, the recovery via an `1-penalized least square problem is guaranteed
by the compressed sensing theory in [30, 31]. The RIP condition is satisfied when
A is a random Gaussian matrix, and natural images are generally sparse after an
appropriate transform, e.g., wavelet transform. Therefore, compressed sensing has
always been a successful tool in imaging science.

Pioneer works including [5, 17] have explored the application of generative models
to improve traditional compressed sensing algorithms. The main idea is to apply G
to generate a synthetic image G(z) from z in a compressed space. In present image
processing applications, the matrix A is often replaced with E, and the problem is
solved as an AE.

2.2. Denoising and Inpainting. Denoising and inpainting have the same problem
statement in mathematics. Given a measurement y = x⇤ + ✏ or y = x⇤ � ✏, where
✏ is a certain random or structured noise and � represents the Hadamard product,
denoising and inpainting seek to recover x⇤ from y. In this paper, Gaussian random
noise with a standard deviation of � = 0.5 is used for denoising, while images are
partially masked by a 64⇥ 64 block in randomly chosen positions in inpainting.

Traditional denoising or inpainting techniques generally rely on the sparsity of
x⇤ after an approximate transform in a certain metric, e.g., KSVD [32], GSR [33],
BM3D [34], NLM [35], and total variation (TV) regularization [36, 37]. Deep learn-
ing approaches have become more popular than traditional methods recently, e.g.,
AE methods [1, 38, 39], especially when hidden information of noisy or damaged
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images is not visually obvious. Recently, invert GAN based methods [17] have also
been suggested for inpainting.

2.3. Deblurring. Blurring an image is commonly modeled as the convolution of a
point-spread function over an original sharp image. For example, this paper uses a
rotationally symmetric Gaussian lowpass filter to produce blurred images. Deblur-
ring aims to reverse this process. Mathematically speaking, given a measurement
y = x ⇤ h, where h is an unknown convolution kernel function and ⇤ represents the
convolution operator, deblurring seeks to recover x with certain assumptions on h
and x to ease the ill-posedness. Sparse coding [40] and kernel estimation [41] are ef-
fective methods for image deblurring. CNNs have also been applied to this problem
recently [42], especially with the help of GAN [14]. Notice, that in this application,
GAN which has higher detail generation are used in these existing works over AEs.

2.4. Super-resolution. Super-resolution aims to generate high-resolution images
from low-resolution ones. For example, given a measurement y = S(x⇤), where S
is a down-sampling operator or a convolution operator with a convolution kernel
function decaying quickly in the Fourier domain, super-resolution seeks to recover
x⇤ with certain assumptions on S and x⇤ to ease the ill-posedness. Traditionally,
interpolation methods (Bicubic, Nearest Neighbours) and sparse-coding [40] are
popular tools to increase image resolution. Recently, CNNs have also been applied
to solve this problem with great success [43, 44].

For the experiments, original images are downsampled to 32 ⇥ 32 ⇥ 3. Instead
of inputting this image into GE directly, the image is first reconstructed by up-
sampling the image using the nearest neighbor interpolation as input x† in (3),
which is equivalent to using the upsampling interpolation as a preconditioner of the
optimization problem.

3. Generative Encoder Framework. This section introduces the detailed im-
plementation of GE. In this paper, GE is trained using pGAN as the GAN and
a convolutional AE as the AE. In general, GE is broadly compatible with various
GANs and AEs. The overall training procedure of the GE model is summarized in
Algorithm 1 and visualized in Figure 1.

Algorithm 1 GE: generative encoder model

1: Pre-train a generator using any GAN.
2: Pre-train an AE using both real and fake images (generated by GAN in Step

1).
3: Take the generator G of GAN and the encoder E of AE to form the generative

encoder.
4: Given a measurement m = E(x†), find z⇤ = argminz ||E(S(G(z))) � m||22 +

�kzk2p and return x̂ = G(z⇤).

The key idea in GE is to combine G and E from a GAN and AE model respec-
tively. This takes advantage of each model using a new optimization framework
in (3) to unify latent spaces. The first term d(m, z) = ||E(S(G(z))) � m||22 itself
serves as the loss function in the solving phase. The `p term is introduced to reg-
ularize the highly nonconvex function d(m, z). This choice could vary depending
on how the latent space is represented in G (e.g. N(0, 1)). Besides, searching for
a solution with a small `2-norm also agrees with most GANs that has z ⇠ N (0, I).
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Figure 1. Flow of training process in GE. Step 1 and 2 forms the
pre-training phase, while the remaining form the solving phase

Finally, � > 0 is a hyperparameter denoting the weight of the regularization term.
An interesting extension would be replacing the `2 regularization with a NN for a
data-driven regularization. This is left as future work.

3.1. Visualizing and understanding the relationship between latent spaces.

Understanding latent spaces play an important role in NNs, especially in GAN and
AE which rely on a good representative space to perform. However, it is di�cult
to visualize what is represented in the latent spaces, as well as derive mappings
between them. As a result, current applications in generative models like GAN,
AE, VAEGAN, etc relies on a single latent space. For example, in AE, E maps
an input to a feature representation, and DC reconstructs output from the same
space. [18] explores this concept to learn what a generative space cannot represent.
GE also seeks to address this objective, to provide answers to questions like

a. Are certain features avoided during generation, or are they just underrepre-
sented?

b. Can a model be encouraged to produce specific features without skewing the
training data? [18]

c. What information is prioritized in the di↵erent latent space? What gains/losses
are there in learning a mapping between each other?

Under the same set of data, di↵erent models produce largely di↵erent represen-
tations of the data. Such di↵erences are di�cult to visualize. GE leverages the use
of inverse GAN problem with an optimization framework to explore relationships
between any pair of generative and encoding space, by providing a way to visualize
this phenomenon, to answer questions like above.

Consider a scenario that in optimizing (4), generated samples G(z⇤) are noticed
to remove certain details. A valid suspicion would be that G avoids producing such
details, perhaps due to lack of appearance in training data, or to prioritize learning
a higher frequency feature. Now consider optimizing (3). Two possible scenarios
could be observed:
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a. The feature appears: This suggests that G learned to produce the above
detail, but is underrepresented in the generative space. The same detail is
instead better represented in E. Optimizing G with the help of latent space E
magnifies these underrepresented features being expressed, even without skewing
the training data.

b. The feature does not appear: This suggests that both E and G does not
prioritize in learning the above feature. In this case, these features are likely to
be avoided by the models during the learning of each latent space.

On the other hand, suppose a feature disappears in GE as opposed to (4). This
in turn suggests a loss of information from G to E, that is, the feature is under-
represented by E, while largely represented by G. GE’s capability to visualize
these phenomenon allows one to gather statistical evidence to answer questions like
above. A method to visualize the results will be demonstrated in the experiments
(via Truth Tables and Visual Inspection).

3.2. Loss Functions.

3.2.1. Image Reconstruction. Suppose the original image is x⇤ and a sensor E is
given. Given the measurement m = E(x⇤), to find the reconstruction x̂ that is
as close to x⇤ as possible, GE finds z in the latent space such that the compressed
measurement of its generated image, i.e., E(S(G(z))), is as close to the measurement
of the real image m as possible. Therefore, Algorithm 1 is solved with N as the
identity map to identify x̂ := G(z⇤) ⇡ x⇤ as the reconstruction.

3.2.2. Denoising, Deblurring, Super-Resolution and Inpainting. The solution of the
denoising, deblurring, super-resolution, and inpainting can be obtained by solving
Algorithm 1 with their respective noise maps S, which is an identity for denoising
and deblurring, a masking operator for inpainting, and a dimension adjustment
operator for super-resolution. Let x† be the given noisy image constructed from an
unknown target image x⇤. Then the reconstructed image is set as x̂ = G(z⇤) ⇡ x⇤.

The AE is also trained to filter the noise, like in denoising AEs [28]. Training
of the AE in Step 2 of Algorithm 1 is modified to include noisy samples as data
augmentation, where in addition to training on reconstructing images, an additional
term kAE(x†) � xk22 is added so that the AE matches noisy images against their
corresponding clean image, thus acting as a filter for GE.

4. Training Details. This section describes training details for the experiments
in this paper.

4.1. Training Data. For the experiments, the following datasets are used. First,
the CelebA dataset [45] is used and the following applications are explored on
the dataset: Image Reconstruction, Denoising, Inpainting, Deblurring, and Super-
resolution. This dataset contains more than 200, 000 celebrity images cropped to
size 128 ⇥ 128 ⇥ 3. A further split of the dataset to training and testing data is
performed, so that the performance of GE are tested with data not used in training.

Next, a digital rock dataset containing micro computed tomography (µCT) im-
ages of a dry Bentheimer sandstone outcrop [46] is used and the following applica-
tions are explored on the dataset: Image Reconstruction. The choice of using digital
rock images is due to the need for high quality results during the image processing
process. In particular, such rock images contains sharp edges and sediments that
does not favour the use of conventional AEs, which produces smooth outputs. The
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3D µCT image is first partitioned into 2D slices along varying axis, and crops of
size 256⇥ 256⇥ 1 are obtained from the centre of the resulting slices.

The third dataset is obtained from the LSUN church dataset [47] and the follow-
ing applications are explored on the dataset: Image Reconstruction. This dataset
is preprocessed by resizing all images to size 256 ⇥ 256 ⇥ 3. The train images are
used for training, while the provided validation images are used in testing.

4.2. GAN. pGAN is trained with training data above and the corresponding G
is adopted. pGAN model used is obtained from the o�cial Github of the pGAN
paper [29]. The same G and weights are used throughout the di↵erent experiments.
This provides evidence to motivate the separation of training GAN and AE - in
that the G focuses on maximizing the generation capacity, as the same pre-trained
GAN model presents a similar generated quality of results for di↵erent problems,
without a need to retrain the GAN to handle the di↵erent tasks.

4.3. AE. GE is tested using a deep convolutional AE. The structure of the AE is
based on ensuring that the number of trainable parameters in the AE and pGAN is
similar. This provides a fair comparison in terms of model size for the experiments.
Table 1 describes the structure of E used in ConvAE, while DC is the reverse of
E using conv transpose and upsample, with a tanh output activation to match the
output of pGAN [29]. The input shape is [�1, 128, 128, 33]. k, s, a and h describes
the kernel, stride, choice of activation and the fully connected layer’s output size
respectively in the table. f = 32 in our experiments.

layer type layer

conv2d k = [3, 3, 3, f ], s = [1, 1], a = ReLU
maxpool2d k = [1, 2, 2, 1], s = [2, 2]
conv2d k = [3, 3, f, 2 ⇤ f ], s = [1, 1], a = ReLU

maxpool2d k = [1, 2, 2, 1], s = [2, 2]
conv2d k = [3, 3, 2 ⇤ f, 4 ⇤ f ], s = [1, 1], a = ReLU

maxpool2d k = [1, 2, 2, 1], s = [2, 2]
conv2d k = [3, 3, 4 ⇤ f, 8 ⇤ f ], s = [1, 1], a = ReLU

maxpool2d k = [1, 2, 2, 1], s = [2, 2]
conv2d k = [3, 3, 8 ⇤ f, 16 ⇤ f ], s = [1, 1], a = ReLU

maxpool2d k = [1, 2, 2, 1], s = [2, 2]
conv2d k = [3, 3, 16 ⇤ f, 32 ⇤ f ], s = [1, 1], a = ReLU

maxpool2d k = [1, 2, 2, 1], s = [2, 2]
fullyconnected h = 256

Table 1. Structure of E. The decoder DC is a mirror of E using
conv transpose and upsample.

Note that the size of the latent space dimension of the GAN and AE used in the
experiments are not the same. E maps 128 ⇥ 128 ⇥ 3 images to vectors of length
256, while G maps noise vectors of length 512 to images of size 128⇥ 128⇥ 3. This
design is intentional, to demonstrate how GE di↵ers from similar structured models
like [18] in which the choice of an additional neural network (NN), E, is added not
to learn the inverse mapping of G, but rather as a feature extraction and filtering
tool, based on the original function of E in traditional AEs.

Together, the combination of G of pGAN and E in the AE is denoted as GE.
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4.4. Optimization in GE. In the solving phase, ADAM optimizer [48] is used
with lr = 0.1 to solve (3). z is initialized using the random start of the same
distribution as input distribution in pGAN, and training is conducted for 1400
iterations. For the experiments, the same random start and ADAM is used across
models to ensure a fair comparison.

4.5. Baseline Methods. As GE is a framework which is able to use di↵erent GAN
and AE, the main focus for comparison are the below objectives

a. The performance of GE is compared with existing methods similar in objective
[19, 20] and model size, as well as an AE, AEGAN which merge AE and GAN
training

b. Numerical evidence is demonstrated to motivate the discussion in Section 3.1

Should some existing SotA methods involving AE or GAN could outperform the
choice of pGAN or AE, the corresponding components of that method could always
be adopted to achieve similar improvement of results. This will be demonstrated
by a side experiment, through building GE with an alternate GAN, BEGAN [14],
instead of pGAN.

Baseline methods are chosen and modified to have the same G or E structure as
used in the choice of pGAN and AE for a fair comparison. Below lists the baseline
methods which will be used for comparison in this paper under the same conditions
and training set:

a. Convolutional AE. The same AE architecture (Table 1) in GE is used. This
allows for comparing between the benefits of using G from a GAN as a replace-
ment to DC in AEs, which favors smooth images and lacks finer details. This
also provides a means to compare between GE, which trains G and E separately,
to AEs which trains both the generator/decoder and encoder simultaneously.
This model is denoted as ConvAE.

b. Invert GAN. This benchmark uses the proposed optimization method by [19],
by solving the optimization problem (4) using `2 norm as d. As mentioned, other
works like [20, 17] are based upon this same problem with di↵erent optimization
methods. Furthermore, as explained previously, this benchmark is required to
investigate and show experimentally the claim that GE can be used to learn the
links between latent spaces. The same G and weights from the GE generator is
used in this benchmark. This allows for understanding the benefits of adding E
as a filtering mechanism in GE. This model is denoted as invertGAN.

c. AEGAN. This benchmark is used to visualize the e↵ects of combining the loss
function of the AE and GAN in a typical AEGAN framework. The standard
AEGAN objective given by

min
✓D,✓G,✓E

d1(x,G(E(x))) + Ex⇠pdata(x)[logD(x; ✓D)]

+ Ez⇠pz(z)[log(1�D(G(z; ✓G); ✓D))] (6)

is used. For the experiments, the same G and D structure from pGAN is used,
while E adopts the same architecture (Table 1), with h in the final layer replaced
to the same as the input vector size of pGAN, i.e. h = 512. The need to replace
this final layer already highlights one of the advantage of GE, in which here,
the same feature space is required, while in GE, this is not required. AEGAN is
trained following (6), with similar loss functions to GE and the other baselines,
without additional enhancements (e.g. Spectral Normalization). Thus d1 is the
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`2-norm. Additionally, a KL-divergence term [49] is included to ensure latent
space follows normal distribution.

5. Experimental Results. This section presents empirical results for the exper-
iments.

5.1. Reconstruction Results. In the reconstruction case, Equation (3) is solved
with S as identity. The results are compared with ConvAE, AEGAN and invert-
GAN, which is presented in Figure 2 for the CelebA dataset, Figure 3 for the Digital
Rock dataset and Figure 4 for the LSUN church dataset.

Figure 2. Reconstruction results on CelebA dataset.

5.2. Denoising, Deblurring, Super-resolution and Inpainting Results. For
the other applications, Equation (3) is solved, and the AE is trained with the
added loss term as described in the previous section, using their corresponding
noise to generate noisy data. The results for denoising, deblurring, super-resolution,
inpainting are presented in Figures 5, 6, 7 and 8 respectively.

5.3. Quantitative Analysis. Numerically, the following metrics: average mean
squared error (MSE), structural similarity index measure (SSIM) [50], and Frchet
inception distance (FID) [51] are used to evaluate the performance of GE in re-
constructing images in the CelebA test set. MSE measures the overall accuracy of
reconstruction, while SSIM and FID serves as a good metric for the evaluation of
detail. SSIM is evaluated using the python package skimage, while FID score is
computed using provided code from [51]. For the digital rock dataset, MSE and
Peak Signal-to-Noise Ratio (PSNR) are used, as they are commonly used metrics
on digital rock imaging. The results are presented in Table 2 and 3.

Figure 9 plots the log of average Mean Squared Error (MSE) over the test data
during each iteration in the solving phase of GE. As comparison, the average MSE
for ConvAE and AEGAN are also included. In general, convergence in invertGAN
and GE is stabilized around 1000 iterations.
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Figure 3. Reconstruction results on Digital Rock dataset.

Figure 4. Reconstruction results on LSUN church dataset.

Comparing GE against ConvAE, invertGAN, and AEGAN, GE outperforms all
3 baselines based on the metrics. Visually, Figures 2 and 3 demonstrates this
phenomenon. The use of a generator to generate output images in the GE model
provides image reconstructions of higher quality than the coarse images output by
both the ConvAE and AEGAN in both figures. Both models, which is trained using
`2-norm loss, while being able to remain competitive in overall accuracy scores in
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Figure 5. Denoising results on CelebA dataset.

Figure 6. Deblurring results on CelebA dataset.

Figure 7. Super-resolution results on CelebA dataset.
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Figure 8. Inpainting results on CelebA dataset.

Model MSE SSIM FID

CRGAN* 16.97
SSGAN* 24.36

Our pGAN 22.13
ConvAE 0.03386 0.6823±0.051 87.71
AEGAN 0.03317 0.6907±0.050 34.53

invertGAN 0.03529 0.7203±0.038 19.19
GE 0.03262 0.7329±0.025 17.42

Table 2. Quantitative results comparing models for CelebA. Ad-
ditionally, some FID scores reported by recent GAN papers that
used CelebA 128⇥128⇥3 images are also presented for comparison,
labelled with *.

Model MSE PSNR

ConvAE 0.009271 20.32
invertGAN (512) 0.008185 20.86

GE (512) 0.007470 21.26

GE (256) 0.007741 21.11
GE (128) 0.007839 21.05
GE (64) 0.008499 20.70

Table 3. Quantitative results comparing models for digital rocks.
The number in brackets show the size of the latent vector in pGAN
that the model is trained on. Models with same latent sizes are
solved with the same pGAN weights. The same AE is used for all
models.
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Figure 9. Plot of log of average MSE based on number of itera-
tions in the solving phase.

MSE, loses out in details, where it can be seen that SSIM, PSNR and FID scores
perform much worse than the GAN based counterparts (invertGAN and GE), whose
generators are not trained with `2 norm, as seen in Tables 2 and 3. This highlights
the importance in separating the GAN and AE training, where combining both
introduces coarser outputs.

In comparison against recent GAN models like CRGAN [52], SSGAN [53], GE is
still capable of presenting competitive performance in terms of FID scores. The flex-
ibility of the GE framework allows us to easily adapt to newer models, by replacing
the corresponding GAN or AE component and training in the same manner. This
flexibility also shows itself in the digital rock experiments, where the same fixed AE
is used across all variations of GE with di↵ering parameters, and retraining of the
models is only performed on the GAN component.

The di↵erences between the scores for invertGAN and GE also highlights the
importance of E in the solving phase. For GE, E plays two main roles. First,
it plays a large role in reducing the search domain from the image domain to the
compressed domain. Due to the optimization problem (3) being highly non-convex,
this is crucial to ensure the stability and quality of the result. Numerically, the
overall performance of GE outperforms invertGAN. SSIM scores are also much
stabler in GE (lower SD values) as opposed to the other models. Visually, from
examples like Sample 1 in Figure 2, the reduction of the search domain through
E captures important features like hat patterns, which is missing in invertGAN. A
closeup analysis of this phenomenon is presented in Figures 10 and 11. Additionally,
the above phenomena is also observed in the LSUN church dataset, boxed in red
in Figure 4. In the first image, the sign patterns is integrated into the background
building in InvertGAN, while not in GE, while the second image shows the missing
human, where in InvertGAN, this is integrated into the background building.

This is of crucial importance in digital rock images. The GE algorithm is applied
to test images of 2D slices along an axis of a 3D digital rock sample from the
dataset. The resulting 2D results are then combined to form a 3D reconstruction
of the sample and a separate slice along another axis is obtained from the result.
Figure 12 shows one such slice. In this application, the requirement of E in GE
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Figure 10. Comparison of image reconstruction of detail region
(red box) for original image (left). In order of comparison, from
left to right, we have Original, GE, invertGAN, ConvAE.

Figure 11. Comparison of image reconstruction of detail region
(red box) for original image (left). In order of comparison, from
top to bottom, we have Original, GE, invertGAN, ConvAE.

becomes apparent, where without them, the GAN only InvertGAN model is seen to
introduce additional pores to the final results (highlighted by the red box), which
is undesirable. The use of an encoder in GE highly stabilizes this, and reduces the
likelihood to remove or add unnecessary details.

Secondly, E acts as a filter for noise. GE outperforms invertGAN in all of our
applications, as seen in Figures 5, 6, 7 and 8. In particular, consider results in
inpainting (Figure 8) and deblurring (Figure 6), in which InvertGAN fails totally.
In comparison, GE performed well even when using the same G throughout the
applications, while changing only the AEs which are trained to filter noise. A
single G can be used to solve all the problems in GE, whilst other GAN methods
may require training the entire model in some special manner to treat the noise,
especially in complicated applications. In GE, only the much stabler to train AE
portion needs retraining. GE presents an edge to other frameworks in this regard,
as it is su�cient to train a strong GAN that focuses solely on detail generation
while leaving filtering tasks to the AE.

5.4. E�ciency Analysis. The presence of a solving phase in GE results in a slower
inference time during inference. As seen in Figure 9, performance of GE achieves
the same amount of error as 1 step inference methods like ConvAE and AEGAN
at about 400 iterations. This timing can be reduced using early stopping after
the error reaches a predefined threshold, while the overall optimization time can
be reduced by improving the initialization method for z in the solving phase. For
example, instead of initializing z using one random start, multiple z can be sampled
and the vector whose reconstruction G(z) has the lowest loss to the target image x
can be used for initialization. Alternatively, the initialization can be trained using
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Figure 12. Additional pore sample result on Digital Rock dataset.

an encoder like structure which could even perform the solving phase in 1 step.
This is left as future work.

5.5. Visualizing feature spaces. The di↵erences in representations of both fea-
ture spaces are apparent in Figures 4, 10, 11 and 12. This motivates a need for
the study of relationships between the feature spaces. This section demonstrates
how the relationship between the two feature spaces can be investigated. For this,
the CelebA dataset will be used and spectacle features are chosen as the feature
of study. We investigate image reconstructions for 1000 randomly chosen eyeglass
images in train data instead of test data, as the feature to investigate would be ob-
served in the training of the model. Table 4 shows the truth table comparing both
models, and Figure 13 shows some samples. Table 4 shows that 35% of samples
which did not produce spectacles in invertGAN did so in GE. The last sample in
Figure 13 showed a case where both model fails, and comparing with the original
image, this is likely that the spectacles are di�cult to detect.

InvertGAN,F InvertGAN,T

GE,F 289 32
GE,T 157 469

Table 4. Results of invertGAN, GE on spectacles. T refers to
samples which produced spectacles, F refers to samples which did
not. Remaining are invalid reconstructions.

The appearance of spectacle features in GE shows that they are not completely
forgotten by G, and instead is likely to be just underrepresented in favor of other
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Figure 13. Missing spectacles sample results on CelebA dataset.

features. Thus, introducing E magnified the observation of said feature in G. GE’s
optimization framework provides a method to encourage the same G to reproduce
underrepresented features learned, without needing to skew training data. Figure
13 and Table 4 visualizes the relative importance of spectacles in the generative
and encoding space. In the generative space, as the objective is to generate realistic
images, G tends towards reproducing simple but detailed features, and less on
generating complicated details. In the encoding space, however, as the objective is
to reconstruct the image, such features like spectacles are important to remember.
These observations coincide with the traditional understandings of each feature
space.

GE presents an e↵ective tool to investigate specific shortcomings in each com-
ponent. In this example, a reasonable conclusion is that the introduction of E
results in the underrepresented feature of spectacles in G to be enhanced, without
any retraining of G. If one wishes to improve the overall result in reproducing
said feature, from this visualization, a more e↵ective approach would be to tackle
improvements in GAN - for e.g. choosing alternative GAN which performs better
in producing spectacles. In contrast to existing methods that use the same latent
space, in order to improve their results, it is di�cult to visualize which component
requires improvement, and retraining has to be done on the whole model.

5.6. Flexibility of GE. In this final part, GE is retrained using the same Con-
vAE, but a di↵erent choice of GAN, BEGAN. The objective is to demonstrate the
flexibility of GE, which can adapt to di↵erent choices of GAN. Figure 14 shows
the results for GE using BEGAN. Note that since the final result is obtained using
G(z⇤), the quality of the final reconstruction depends on the ability of G to generate
details. This can also be observed in the constant quality of details in the results
from applying GE to solve the di↵erent applications.

As GE solves the imaging problem during a solving phase instead of the training
phase, modifying components of G or E with alternative models is still able to
achieve good results. The final quality of result depends on the detail generating
capability of G, and how E encodes the data and filters noise.

6. Conclusion. This paper introduced GE, a flexible framework that produces
promising outcomes for generative imaging tasks. GE unifies GANs and AEs in an
innovative manner to maximize the generative capacity of GANs and the compres-
sion ability of AEs to stabilize image reconstruction. GE also introduces a method
to visualize latent space relationships, and in turn, understanding each latent space
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Figure 14. Reconstruction results for 64⇥64⇥3 images in CelebA
with GE using BEGAN instead of pGAN.

in relation to the training data. This helps to answer important questions on the
latent space of generative networks. In the future, we intend to explore other appli-
cations that rely on latent spaces, like semantic attribute manipulation [54, 55], as
well as derive theoretical results similar to [17, 5], to further the understanding of
latent spaces and generative networks. The code will be available on the author’s
github.
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[13] Junbo Jake Zhao, Michaël Mathieu, and Yann LeCun. Energy-based generative adversarial
networks. In ICLR, 2017.

[14] David Berthelot, Tom Schumm, and Luke Metz. BEGAN: boundary equilibrium generative
adversarial networks. CoRR, abs/1703.10717, 2017.

[15] Christopher Bowles, Liang Je↵ Chen, Ricardo Guerrero, Paul Bentley, Roger N. Gunn,
Alexander Hammers, David Alexander Dickie, Maria del C. Valdés Hernández, Joanna M.
Wardlaw, and Daniel Rueckert. Gan augmentation: Augmenting training data using genera-
tive adversarial networks. ArXiv, abs/1810.10863, 2018.

[16] Sheng-Wei Huang, Che-Tsung Lin, Shu-Ping Chen, Yen-Yi Wu, Po-Hao Hsu, and Shang-
Hong Lai. Auggan: Cross domain adaptation with gan-based data augmentation. In Vittorio
Ferrari, Martial Hebert, Cristian Sminchisescu, and Yair Weiss, editors, Computer Vision –
ECCV 2018, pages 731–744, Cham, 2018. Springer International Publishing.

[17] Qi Lei, Ajil Jalal, Inderjit S. Dhillon, and Alexandros G. Dimakis. Inverting deep generative
models, one layer at a time. CoRR, abs/1906.07437, 2019.

[18] David Bau, Jun-Yan Zhu, Jonas Wul↵, William Peebles, Hendrik Strobelt, Bolei Zhou, and
Antonio Torralba. Seeing what a gan cannot generate. ArXiv, abs/1910.11626, 2019.

[19] Zachary C. Lipton and Subarna Tripathi. Precise recovery of latent vectors from generative
adversarial networks. CoRR, abs/1702.04782, 2017.

[20] Antonia Creswell and Anil Anthony Bharath. Inverting the generator of A generative adver-
sarial network. CoRR, abs/1611.05644, 2016.

[21] V. Shah and C. Hegde. Solving linear inverse problems using gan priors: An algorithm with
provable guarantees. 2018 IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), pages 4609–4613, 2018.

[22] Anders Boesen Lindbo Larsen, Søren Kaae Sønderby, and Ole Winther. Autoencoding beyond
pixels using a learned similarity metric. CoRR, abs/1512.09300, 2015.

[23] Mihaela Rosca, Balaji Lakshminarayanan, David Warde-Farley, and S. Mohamed. Variational
approaches for auto-encoding generative adversarial networks. ArXiv, abs/1706.04987, 2017.

[24] Dmitry Ulyanov, Andrea Vedaldi, and Victor S. Lempitsky. Adversarial generator-encoder
networks. CoRR, abs/1704.02304, 2017.

[25] Anh Nguyen, Jason Yosinski, Yoshua Bengio, Alexey Dosovitskiy, and Je↵ Clune. Plug &
play generative networks: Conditional iterative generation of images in latent space. CoRR,
abs/1612.00005, 2016.
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