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The split-plot design arose from agricultural science with experimental
units, also known as the subplots, nested within groups known as the whole
plots. It assigns different interventions at the whole-plot and subplot levels,
respectively, providing a convenient way to accommodate hard-to-change
factors. By design, subplots within the same whole plot receive the same
level of the whole-plot intervention, and thereby induce a group structure
on the final treatment assignments. A common strategy is to run an ordi-
nary least squares (OLS) regression of the outcome on the treatment indi-
cators coupled with the robust standard errors clustered at the whole-plot
level. It does not give consistent estimators for the treatment effects of in-
terest when the whole-plot sizes vary. Another common strategy is to fit a
linear mixed-effects model of the outcome with normal random effects and
errors. It is a purely model-based approach and can be sensitive to viola-
tions of the parametric assumptions. In contrast, design-based inference as-
sumes no outcome models and relies solely on the controllable randomiza-
tion mechanism determined by the physical experiment. We first extend the
existing design-based inference based on the Horvitz—Thompson estimator to
the Hajek estimator, and establish the finite-population central limit theorem
for both under split-plot randomization. We then reconcile the results with
those under the model-based approach, and propose two regression strategies,
namely (i) the weighted least squares (WLS) fit of the unit-level data based on
the inverse probability weighting and (ii) the OLS fit of the aggregate data
based on whole-plot total outcomes, to reproduce the Hajek and Horvitz—
Thompson estimators, respectively. This, together with the asymptotic con-
servativeness of the corresponding cluster-robust covariances for estimating
the true design-based covariances as we establish in the process, justifies the
validity of the regression estimators for design-based inference. In light of
the flexibility of regression formulation for covariate adjustment, we further
extend the theory to the case with covariates, and demonstrate the efficiency
gain by regression-based covariate adjustment via both asymptotic theory and
simulation. Importantly, all our theories are either numeric or design-based,
and hold regardless of how well the regression equations represent the true
data generating process.

1. Introduction. The split-plot design originated from agricultural experiments (Yates
(1935, 1937)) and affords a convenient way to accommodate hard-to-change factors. It re-
mains among the most popular designs in industrial and engineering applications (Jones and
Nachtsheim (2009)), and is gaining increasing popularity in social sciences (e.g., Chong et al.
(2020), Olken (2007)). It also has deep connections with causal inference with interference
(e.g., Basse and Feller (2018), Hudgens and Halloran (2008), Imai, Jiang and Malani (2021)).

Split-plot randomization subjects all units within the same group to the same level of the
whole-plot intervention and poses challenges to subsequent inference of the treatment ef-
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fects. Model-based analyses often require strong assumptions on the functional forms of the
outcome models, for example, Liang and Zeger’s (1986) marginal model, and sometimes
impose additional assumptions on the distributions of the error terms and random effects,
for example, the mixed-effects model (e.g., Cox and Reid (2000), Kempthorne (1952), Wu
and Hamada (2009)). Design-based inference, on the other hand, assumes no outcome models
and draws its justification solely from the randomization mechanism. Kempthorne (1952) and
Hinkelmann and Kempthorne (2008) initiated the discussion on the design-based inference
for split-plot designs under the assumption of additive treatment effects. Due to the complex-
ity of the randomization distributions, they invoked additional parametric assumptions for
statistical inference. Under the purely design-based inference framework, Zhao et al. (2018)
discussed causal inference for split-plot designs without assuming additive treatment effects,
and developed the finite-sample exact theory for uniform split-plot designs where all groups
are of the same size and have an equal number of units under each level of the subplot in-
tervention. Mukerjee and Dasgupta (2021) extended the discussion to possibly nonuniform
variants, and considered the Horvitz—Thompson estimator that guarantees unbiased infer-
ence. Both works, however, focused on the finite-sample properties of the proposed estima-
tors and left their asymptotic distributions, as the theoretical basis for statistical inference, an
open question. To fill this gap, we extend the discussion to the Hajek estimator under possi-
bly nonuniform split-plot randomization, and derive the asymptotic distributions of both the
Horvitz—Thompson and Hajek estimators thereunder based on a martingale central limit theo-
rem (Ohlsson (1989)). The result includes the sample-mean estimator under uniform designs
as a special case, and justifies the design-based inference of possibly nonuniform split-plot
experiments based on the Horvitz—Thompson and Hajek estimators, respectively. This con-
stitutes our first contribution.

In addition, Zhao et al. (2018) made a heuristic link between the design-based inference
and the regression-based inference in the context of uniform split-plot designs, motivating
with the idea of the derived linear model (Kempthorne (1952), Hinkelmann and Kempthorne
(2008)). We extend their discussion to possibly nonuniform split-plot designs, and propose
two regression formulations to reproduce the Hajek and Horvitz—Thompson estimators from
least squares, respectively. In particular, we demonstrate that the Hajek estimator is numer-
ically identical to the coefficient from the weighted least squares (WLS) fit with unit data
based on the inverse probability of treatment, and the Horvitz—Thompson estimator is nu-
merically identical to the coefficient from the ordinary least squares (OLS) fit with aggregate
data based on the whole-plot totals. More interestingly, we show that the associated cluster-
robust covariances (Liang and Zeger (1986)) are asymptotically conservative for the true
design-based sampling covariances of the Hajek and Horvitz—Thompson estimators, respec-
tively. These results justify the corresponding regression-based inferences for split-plot data
from the design-based perspective. Although the regression procedures were originally mo-
tivated by some outcome modeling assumptions, their design-based properties hold indepen-
dent of those assumptions as long as the data arise from the split-plot design. The analysis as
such is justified by the design of the experiment rather than the modeling assumptions. This
constitutes our second contribution on the unification of the model-based and design-based
inferences for split-plot experiments.

Last but not least, the regression formulation offers a flexible way to incorporate covariate
information, and promises the opportunity to improve asymptotic efficiency under complete
randomization (Fisher (1935), Lin (2013)). We extend the discussion to possibly nonuniform
split-plot randomization, and establish the design-based properties of the additive and fully-
interacted formulations for covariate adjustment under the unit and aggregate regressions,
respectively. The OLS estimator based on the fully-interacted aggregate regression, as it turns
out, ensures the highest asymptotic efficiency when (i) covariates are relatively homogeneous
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within whole plots and (ii) we include the whole-plot size factor as an additional covariate.
The additive formulation, on the other hand, affords an alternative when the number of whole
plots is small. This constitutes our third contribution on the design-based justification of
regression-based covariate adjustment.

We start with the 22 split-plot design to lay down the main ideas, and then extend the results
to general factors of multiple levels. Our paper furthers the growing literature on design-based
causal inference with various types of experimental data (e.g., Abadie et al. (2020), Basse
and Feller (2018), Box and Andersen (1955), Dasgupta, Pillai and Rubin (2015), Fogarty
(2018a, 2018b), Hudgens and Halloran (2008), Imai, King and Nall (2009), Imbens and Ru-
bin (2015), Ji et al. (2017), Kempthorne (1952), Li and Ding (2017), Lin (2013), Liu and
Yang (2020), Middleton and Aronow (2015), Miratrix (2013), Mukerjee, Dasgupta and Rubin
(2018), Neyman (1923, 1935), Pashley and Miratrix (2021), Rosenbaum (2002), Sabbaghi
and Rubin (2014), Schochet (2010), Schochet et al. (2021), Su and Ding (2021), Wu (1981)).

We use the following notation for convenience. Let 0,, and 0,,, be the m x 1 vector and
m X n matrix of zeros, respectively. Let 1,, and 1,,, be the m x 1 vector and m X n matrix
of ones, respectively. Let I, be the m x m identity matrix. We suppress the dimensions when
they are clear from the context. Let ® and o denote the Kronecker and Hadamard products
of matrices, respectively. Let 1(-) be the indicator function. Let vars, and cov, denote the
asymptotic variance and covariance, respectively. We use Y; ~ x; to denote the least squares
regression of ¥; on x; and focus on the associated cluster-robust covariance for inference
motivated by Abadie et al. (2017), Basse and Feller (2018), Imai, Jiang and Malani (2021),
and Su and Ding (2021). The terms “regression” and “cluster-robust covariance” refer to the
numeric outputs of the least squares fit without any modeling assumptions; we evaluate their
properties under the design-based framework.

2. Setting.

2.1. Motivating examples. Consider a study with two interventions or factors of interest
and a study population nested in different groups. The split-plot design assigns the two factors
at the group and unit levels, respectively, providing a convenient way to accommodate hard-
to-change factors. We give below two examples from neuroscience and economics to add
intuition.

EXAMPLE 1. Fricano et al. (2014) conducted a randomized experiment on 14 mice to
study the effects of fatty acid delivery and Pten knockdown on soma size of neurons in the
brain. The randomization of fatty acid delivery was conducted at the mouse level, and ran-
domly assigned the mice to three levels of exposure. The randomization of Pten knockdown
took place at the neuron level, and randomly infected neurons within each mouse with an
shRNA against Pten or an mCherry control. The outcome of interest was measured by the
soma size of the neurons following the treatments. The number of neurons extracted from
each mouse varied depending on the level of infection of each virus. This defines a nonuni-
form split-plot experiment with fatty acid delivery and Pten knockdown as the whole-plot
and subplot factors, respectively.

EXAMPLE 2. Olken (2007) conducted a randomized experiment on 608 villages in In-
donesia to study the effects of two interventions on reducing corruption: increasing the prob-
ability of external audits (“‘audits”) and increasing participation in accountability meetings
(“participation”). The villages are nested in subdistricts, which typically contain between 10
and 20 villages. The randomization for audits was clustered by subdistrict such that all study
villages in a subdistrict received audits or none did to circumvent interference. The random-
ization for participation encouragement measures, on the other hand, was done village by
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village, and randomly assigned the villages to three levels of encouragement. This defines
a nonuniform split-plot experiment with audits and participation constituting the whole-plot
and subplot factors, respectively.

2.2. 22 split-plot randomization, potential outcomes and causal estimands. To simplify
the presentation, we start with the 2% split-plot design with two binary factors of inter-
est, A, B € {0, 1}. Consider a study population of N units, S={ws:w=1,...,W;s =
1,..., My}, nested in W groups of possibly different sizes, My, (w=1,..., W; Zw | My =
N). A 22 split-plot design compounds a cluster randomization with a stratlﬁed randomization,
and assigns the treatments in two steps:

(D the first step features a cluster randomization and assigns completely at random W,
groups to receive level a € {0, 1} of factor A with Wy + W1 = W;

(II) the second step then runs a stratified randomization and assigns completely at random
M,p units in group w to receive level b € {0, 1} of factor B with My,0 + M1 = My, for
w=1,..., W.

Refer to the first and second steps as the stage (I) and stage (II) randomizations, respectively,
with {W,, Myp :a,b=0,1; w=1,..., W} being some prespecified, fixed integers that
satisfy W, > 2 and My, > 2. The final treatment received by a unit is the combination of
the level of factor A its group receives in stage (I) and the level of factor B the unit itself
receives in stage (II), indexed by (a,b) € T = {(0,0), (0, 1), (1,0), (1, 1)}; we abbreviate
(a, b) as (ab) when no confusion would arise. Refer to each unit as a subplot and each group
as a whole plot by convention of the literature on agricultural experiments. Factors A and B
become the whole-plot and subplot factors, respectively.

Let Ays = Ay and By indicate the levels of factors A and B received by subplot ws,
respectively, with P(A, =a) = W,/ W = p, and P(Bys = b) = Myp/ My = qup fora, b =
0, 1. We suppress the subscript s in A, to highlight its identicalness over all subplots within
the same whole plot. Let Z,,s = (Ay, Bys) indicate the final treatment for subplot ws with

Pus(2) =P(Zys =2) =P(Ay =a) - P(Bys =b) = paqup forz=(ab) € T.

Refer to pys(z) as the inclusion probability of subplot ws to receive treatment z = (ab). It
is identical for units in the same whole plot yet varies across different whole plots unless
qub = qup for w #w'.

Let M = N/W be the average whole-plot size, and let o, = M,,/M be the whole-plot
size factor with a = W~ szl ay = 1. The sample size under treatment z = (ab) equals
N, =>,. A, —a Mwp and is in general stochastic unless My, is identical across all w. We call
a split-plot design uniform if M, and {M,; : b =0, 1} are identical across all w =1, ..., W,
as specified in the following.

CONDITION 1. My, =M and Myp = Mp forallw=1,..., Wand b =0, 1.

Condition 1 ensures that py,s(z) = pagr = N, /N isidentical for all ws € S, with z = (ab),
gy = My/M and N, = Np,qp. Zhao et al. (2018) focused on the uniform 22 split-plot design
and established the unbiasedness of the sample-mean estimator. Most real-world experiments
in social and biomedical sciences, however, are not uniform (see, e.g., Examples 1 and 2).

Let Yus(z) be the potential outcome of subplot ws if assigned to treatment z. Let Y(z)
N~ Zwye s Yuws(z) be the finite-population average, vectorized as Y = (Y(00), Y(01),
Y(10), Y (11))T. Contrasts

ta=2"1Y(A1) +Y(10)} —27H¥(©01) + Y (00)},
(1) =2"Y (1) + YD} —271{Y(10) + Y (00)},
Tap = Y(11) — Y (10) — Y (01) + Y (00)
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define the standard main effects and interaction under 27 factorial designs. Sometimes the
interaction is also defined as 7,5 /2 (Dasgupta, Pillai and Rubin (2015)); the difference causes
no essential change to our discussion. We will discuss inference of the general estimand

1=GY

for arbitrary coefficient matrix G. The standard main effects and interaction in (1) corre-
spond to a special G = Go = (g4, g5, gap) ! With gy =271(=1,—1,1, DT, gg =27 1(—1,1,
—1,DTand g,s =1, -1, -1, DT,

We consider the design-based inference of 7, which conditions on the potential outcomes
and views the treatment assignment as the sole source of randomness. The observed outcome
equals ch ZzeT 1(Zys = z) Yys(z) for subplot ws. We focus on estimators of the form
T = GY where Y is some estimator of ¥ based on (Yws, Zws)wses and possibly some pre-
treatment covariates. Assume that a, b € {0, 1} index the levels of factors A and B in treatment
combination z € T throughout unless specified otherwise.

3. Horvitz-Thompson and Hajek estimators. We review in this section three design-
based estimators for estimating Y. Let S(z) = {ws : Z,s = z, ws € S} be the set of subplots
under treatment z. Let Y/ (z) be the set of whole plots that contain at least one observation un-
der treatment z. The restriction in the stage (I) randomization ensures that there are only two
treatment levels, namely z = (A,,0) and z = (A1), observed in whole-plot w. By definition,
W(z) ={w: Ay = a} with |W(z)| = W, for z € {(a0), (al)} with level a of factor A.

First, the sample-mean estimator of Y(2) equals

Y@ =[S@|™" Y Yus=|S@|™" Y. 1(Zus =2) Yus,

wseS(z) wseS

averaging over all units under treatment z. It is neither unbiased nor consistent in general.
Second, the Horvitz—Thompson estimator is unbiased for Y (z):

2) Y@ =N" 3" ppl@ Yy =N"" W=y o).

wseS(z) wses Pws (2)

Split-plot randomization ensures py,s(2) = paquws for z = (ab), and simplifies (2) to

Y@ =W,' > ew¥u(@),
weW(z)

where I?w ()=M, ,j > s:Zys=z Yws is the whole-plot sample mean under treatment z = (ab).
Let Y, (2) = M, ! Z?/]:"“'l ws (2) be the whole-plot average potential outcome, as the popula-
tion analog of I}w (z). Let Uy(z) = M~ ZM’” Yus (2) = atyy Yoy (2) be the scaled whole-plot
total potential outcome with sample analog Uw (2) = oy ?w (z). We have

w w
B Y@Q=W'Y wl@=W"'Y U,@. "W@=w,">Y U,@.

w=1 w=1 weW(z)

ThlS illustrates Yht(z) as a two-stage sample mean estimator of Y (z) by ﬁrst using U (7)) =
W, ZweW(z) Uy (z) to estimate Y (z) = W™ ZW 1 Uw(2) and then using Uy (2) to estimate

the Uy (z) in U (z) for w € W(z). Standard results ensure that the two steps are unbiased with
regard to the whole-plot and subplot randomizations, respectively.
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A main criticism of the Horvitz—Thompson estimator is that it is not invariant to location
shifts in general (e.g., Fuller (2009), Middleton and Aronow (2015), Su and Ding (2021)). In
contrast, the Hajek estimator

. Yie(2) s _ B
Yhaj(2) = = £, where Ty (z) = N7! Z Pos (@)
Ine(z wseS(z)

normalizes the Horvitz—Thompson estimator by the sum of the individual weights involved
in its definition, and ensures location invariance by construction. We can view iht(z) as the
Horvitz—Thompson estimator of constant 1 when all potential outcomes equal 1. The Hajek
estimator is thus a ratio estimator for Y (z) = Y () /1 with the numerator and denominator
estimated by I?ht(z) and iht(z), respectively.

This gives us three estimators of ¥, denoted by ¥, = (¥,(00), ¥,.(01), ¥, (10), Y (11))T
for x = sm, ht, haj. They differ in general but coincide under uniform split-plot designs.

PROPOSITION 1. Under Condition 1, we have I?Sm = I?ht = I?haj with

Yom(2) = Y (2) = Vi@ = W, Y Yo(z) forz=(ab)eT.
weW(z)

We derive the design-based properties of Y, (* = sm, ht, haj) under split-plot randomiza-
tion in the next section.

4. Design-based properties under split-plot randomization.

4.1. Finite-sample results for the Horvitz—Thompson estimator. Define the scaled be-
tween and within whole-plot covariances of {Yys(z), Yus (z') }wses as

S(z.2) =W —=D""Y {awVu (@) — Y (@) Haw V() - Y ()},

w=1
MU}
Suw(z,7) = My — D7 a2 > Vs (2) = Y (@) H Vs (2) — Y (2) ),

s=1

respectively (Mukerjee and Dasgupta (2021)), summarized in S = (S(z, z)); ;e and Sy, =
(Sw(z, 2));.27e7- They measure the between and within whole-plot heterogeneity in potential
outcomes after adjusting for the whole-plot sizes. Let

H=diag(py', p1") ® 1o = lasa,  Hy=diag(py ', p1") @ {diag(g0, 4pp1) — 12x2)
be two symmetric 4 x 4 matrices defined by the design parameters. Lemma 1 below quantifies
the sampling covariance of Yy, in finite samples.
LEMMA 1. Under the 2* split-plot randomization, we have
EWw) =Y,  cov(Yu) =W~ (H o Sy + W)
with Sye=S and W = W' S V_ M1 (H, 0 S,).

Consider W as a summary of (Sw)uvgle after adjusting for the whole-plot sizes. Lemma

1 decomposes the variability in Yt into that due to the stage (I) randomization, namely
W~Y(H o Sp), and that due to the stage (II) randomization, namely W~IW. Lemma S3 in
the Supplementary Material (Zhao and Ding (2022)) quantifies this statement rigorously. A
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direct implication is var(gT¥n) = W' gT(H o Sy + W)g for arbitrary g € R*. This gives a
more compact matrix form of Mukerjee and Dasgupta ((2021), Theorem 1).

Quantification of the Hajek estimator is, on the other hand, hard in finite samples in gen-
eral. We thus cast the discussion under an asymptotic framework, and establish the asymptotic
normality of Yht and I?haj under split-plot randomization in Section 4.2.

4.2. Asymptotic normality of the Horvitz—Thompson and Hajek estimators. To facilitate
the discussion, we introduce an intermediate quantity

Y@ =N"" 3" pul@) Y, (x). where Y}, (z) = Yu(2) — ¥ (2),

wsES(2)

as the Horvitz—Thompson estimator defined on the centered potential outcomes Y,  (z). The
difference between the Hajek estimator and the true finite-population average equals

M@ —~ @7 @ _ %@
In(2) Tn(2)

(4) Yhaj(2) — Y (2) =

Let Shaj = (Shaj(z, 2));, e, Where
W -_ - -_ -
Shaj (2, 2) = (W = 1D7' D" ap {Vu(2) = Y @}V () — Y ()}
w=1
is the scaled between whole-plot covariance of {Y, ((2), Y, (z)}wses. Let

o w

ak = w1 Z 0‘5
w=1

be the kth moment of (ct,)V_, fork=1,2,4 witha =W~ x ¥V o, = 1. Let Y2 () =
M, 1 Zf/l‘”l ijs (z) be the uncentered fourth moment of Y,,s(z) in whole plot w. We state in

Condition 2 below the regularity conditions for asymptotics under split-plot randomization.

CONDITION 2. As W goes to infinity, fora,b=0,1 and z € T:

(i) a2 =0(1); a*=o(W);
(11) pg has alimitin (0,1); € <qup <1 —€ forallw=1,..., W for some € € (0,1/2]
independent of W
(iii) Y, Sk, Shaj> and Y have finite limits;
(iv) max,=1,__wloawYy (@) = Y (@)*/W =o(l);
V) WS _ el Ys () =0(); W2XW_ anYs () =o().

For notational simplicity, we will also use p,, Y, Sht» Shaj and W to denote their respective
limiting values when no confusion would arise. The exact meaning should be clear from the
context.

With @ = 1, Condition 2(i) requires the finite-population variance of the «y,’s to be uni-
formly bounded and thereby protects against the possibility of superlarge whole plots. It also
allows for diverging fourth moment yet stipulates the growth rate to be slower than W.

Condition 2(ii)—(iii), on the other hand, ensure that cov(?ht) decays at the rate of w1 and
thereby guarantee the consistency of Yi for estimating Y. We do not need ¢, to converge
but only be uniformly bounded as long as W has a finite limit; see Lemma S4 in the Sup-
plementary Material for details. In the neuroscience experiment in Example 1, for example,
this imposes bounds on the number of neurons affected by each level of the Pten knockdown
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intervention. Condition 2(v) stipulates the bounded fourth moment condition peculiar to the
split-plot randomization. Provided Condition 2(i), it is satisfied as long as the Y,j,(z)’s are
uniformly bounded for all w.

Importantly, Condition 2 requires only W goes to infinity and includes both of the follow-
ing asymptotic regimes as special cases:

(i) My goestoinfinity forallw=1,..., W;
(1) {My :w=1,..., W} are uniformly bounded.

Recall from Lemma 1 that H o Sy and W = W' W_ M-1(H,, 0 S,) characterize the
variability in )?ht due to the stage (I) and stage (II) randomizations, respectively. Regime (i)
ensures that W = o(1), and thus the variability from the stage (I) randomization dominates
that from stage (II), as long as (Sw)uvf/: ; are uniformly bounded. Regime (ii), on the other
hand, requires (Sw)}j’: | to have a stable mean to ensure that W has a finite limit. A third
asymptotic regime is to have M,, go to infinity for all w =1, ..., W while keeping W fixed
(Liu and Hudgens (2014)). Asymptotic normality is lost under this regime, and we omit it
from the ensuing discussion. Overall, it is crucial to have large W for reliable asymptotic
approximations under our framework. This requires a large number of mice in Example 1
and a large number of subdistricts in Example 2.

REMARK 1. Although our theory does not impose any stochastic assumptions on the
potential outcomes, we can invoke a working model to gain intuition for the requirements on
Sht = O(1) and Spaj = O(1) in Condition 2(iii). Consider N = WM units in W equal-sized
groups, {fws :w=1,...,W; s=1,..., M}, with Yy(z) ~ [Mw,az] and pq, ~ [/,L(),O'OZ].
This defines a classical model for characterizing data nested in clusters. Denote by P’ the
probability measure induced by the potential outcomes generating process. Standard result
shows that Sy, = Op/(1) as W and M go to infinity, and degenerates to Sy = opr(1) if 09 =0
and Yy (2) ~ [1o, 0],

Theorem 4.1 below states the asymptotic normality of Y and I?haj.

THEOREM 4.1. Let S, = H o S, + W for % = ht, haj with i = Wcov(Yiy) and Sy =
WCOV(I}};t) in finite samples. Under the 2% split-plot randomization and Condition 2, we have

VW, —Y) ~N(0, Zy) for *=ht, haj.

Theorem 4.1 ensures the consistency of I?ht and I?haj for estimating Y, and establishes Zhaj
as the asymptotic sampling covariance of +/ W(?haj —Y). The large-sample relative efficiency
between I?ht and fhaj then follows from the comparison of Zp and Zpy;.

COROLLARY 1. Under the 2* split-plot randomization and Condition 2, we have

W [Varoo | Yhaj(2)} — Vareo | Yie(2)}] = (P ' — 1){Shaj (2, 2) — Sz, 2)} forz=(ab) e T
with:

(1) Shaj(z, 2) = Sne(z, 2) ifl_’(z)_= 0 or oy, =1 for all w;

(i) 0= Shaj(z,2) < Sni(z, 2) if Yy (2) is constant over all w;
(i) 0= Spi(z,2) < Shaj(z, 2) if Uy (2) = oYy (2) is constant over all w.
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Intuitively, ?haj (z) is asymptotically more efficient than I?ht(z) if the whole plots have
similar average potential outcomes; vice versa if the whole plots have similar total potential
outcomes. The whole-plot averages are often more homogeneous than the whole-plot totals
in realistic data generating processes. This affords another angle for perceiving the advantage
of Yhaj(z) over Yn(2).

4.3. Estimation of the sampling covariances. The expressions of X, ( = ht, haj) involve
unobserved potential outcomes. We need to estimate them for the Wald-type inference. Let

Shi(z.2) = Wa = D7 Y {ew¥uw (@ — V(@) How Y (2) — Yu(2)},

w:Ay=a
Shaj(z.2) = (Wa = D71 D7 a2 (Vi (2) — Yiaj (@) 1Y (2') — Yo ()}
w:Ay=a

be the sample analogs of Sp(z, z') and Shaj(z, z) for z = (ab) and z" = (ab’) that share the
same level of factor A. Split-plot randomization assigns all subplots within the same whole
plot to receive the same level of factor A, and thus defies the definition of S'ht(z, Z') and
Shaj(z, 7') for z = (ab) and 7’ = (a'b’) with a # a’. We use

O (S‘*(oo, 00) S.(00, 01))
0 02x2

w1 $,(10,10)  S,(10,11)
1 S«(10,11)  Se(11,11)

(5) Vi= 54(00,01)  $,(01,01)

02x2

to estimate the sampling covariance of Y, for * = ht, haj, respectively. Mukerjee and Das-
gupta (2021) introduced Vht, and we introduce VhaJ

THEOREM 4.2.  Under the 2% split-plot randomization and Condition 2, we have

WV, — %, =Ss+op(l) for*=ht, haj.

Mukerjee and Dasgupta ((2021), Theorem 2) implied E (Vht) — cov(l?ht) =W 1S >0
such that Vht 1s a conservative estimator of cov(l?ht) in finite samples, extending Zhao et al.
(2018) to possibly nonuniform 2 split-plot randomization. Theorem 4.2 extends the discus-
sion to finite-population asymptotics, and establishes the asymptotic conservativeness of Vi,
for estimating the true sampling covariance of Y, for % = ht, haj. This, together with Theorem
4.1, justifies the Wald-type inference of T = GY based on 7 = G Y, with estimated covariance
GV, GT for x = ht, haj.

5. Reconciliation with model-based inference.

5.1. Overview. Despite the nice theoretical properties of the design-based estimators,
their reception among practitioners is at best lukewarm due to the dominance of the more
convenient model-based counterparts. Can these convenient model-based estimators match
their design-based counterparts and deliver inferences that are valid from the design-based
perspective? The answer is affirmative with the aid of appropriate weighting schemes and
cluster-robust covariances.

Consider

(6) Yus ~ W(Zys =00) + 1(Zys = 01) + 1(Zys = 10) + 1(Zys = 11)
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TABLE 1
Regression estimators of Y under the “ols,” “wls” and “ag” fitting schemes, respectively, along with their
design-based equivalents. The design-based properties in the last two columns are with regard to general
split-plot designs. All six estimators coincide under uniform split-plot designs

»

Fitting Regression Design-based

scheme Model Weight estimator equivalent Unbiased Consistent
ols (6) 1 Bols Ysm no no
wls ©) {Pus (Zuws)) ™! Puis Phaj no yes

ag @ 1 Pag Vi yes yes

as a standard formulation for analyzing 2% factorial experiments. We propose two general
strategies, namely the inverse probability weighting and aggregate model, to recover the Ha-
jek and Horvitz—Thompson estimators of ¥ directly as coefficients from (6) and its variant,
respectively, and establish the appropriateness of the associated cluster-robust covariances for
estimating the true sampling covariances. The result reconciles the regression estimators with
their design-based counterparts free of any modeling assumptions, and ensures the validity
of the resulting inferences regardless of how well the regression equations represent the true
outcome generating process.

5.2. Least squares estimators from unit and aggregate regressions. We introduce in this
subsection three fitting schemes, denoted by “ols,” “wls” and “ag,” respectively, for estimat-
ing Y from least squares regressions, and establish their respective design-based properties
under split-plot randomization.

First, the “ols” fitting scheme represents the dominant choice, and takes the OLS coeffi-
cients from (6) to estimate Y. Let 5015 denote the resulting estimator.

Next, motivated by the use of inverse probability weighting in constructing Yhi(z) and
fhaj (z), the “wls” fitting scheme weights Y,,s by the inverse of its realized inclusion probabil-
ity, pws(Zws), in the least squares fit of (6), and estimates Y by the resulting WLS coefficients.
Let Bwls denote the resulting estimator.

Finally, recall 0w (2) = ay Y w(2) as an intuitive estimator of the scaled whole-plot total
potential outcome Uy, (z) for w € W(z). The restriction in the stage (I) randomization ensures
that there are only two treatment levels, namely z = (A,0) and z = (A1), observed in
whole plot w, resulting in a total of 2W whole-plot level observations: {Uw (Apb) :w =
1,..., W; b=0, 1}. We propose to fit

(7) Uw(Awb) ~ 1(Apb = 00) + 1(Ayb = 01) + 1(Apb = 10) + 1(Ayb = 11)

over {(w,b):w=1,...,W; b=0, 1} for these 2W observations as an aggregate analog of
(6). The “ag” fitting scheme takes the resulting OLS coefficients to estimate Y. Let ﬁag denote
the resulting estimator. The idea of regression based on aggregate data appeared before: Basse
and Feller (2018) discussed it in a two-stage experiment for estimating treatment effects in
the presence of interference; Su and Ding (2021) recommended it for analyzing the one-stage
cluster-randomized experiment.

This gives us three regression estimators, {,3:( : T = ols, wls, ag}, summarized in Table 1.
As a convention, we use the tilde symbol to signify outputs from least squares fits. Proposition
2 below states their numeric equivalence with I?Sm, I?haj and I?ht, respectively.

PROPOSITION 2. Eols = YAvsm, Bwls = ?haj and Bag = fvht-
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Proposition 2 is numeric and shows the utility of inverse probability weighting and aggre-
gate model in reproducing the Hajek and Horvitz—Thompson estimators from least squares,
respectively. The correspondence between the three fitting schemes, {ols, wls, ag}, and the
three estimation schemes, {sm, haj, ht}, runs through the following discussion and reconciles
the model-based and design-based perspectives.

REMARK 2. There are alternative regression strategies for estimating Y. First, the least
squares fit of oy, Yys ~ 1(Zys = 00) + 1(Zys = 01) + 1(Zys = 10) + 1(Zys = 11) with
weights a;l {pws(Zy s)} ! recovers the Horvitz—Thompson estimator from scaled unit-level
outcomes. We exclude it from the discussion due to the unnaturalness in both its weight-
ing and outcome transformation schemes. Second, Miratrix, Weiss and Henderson (2021)
reviewed an alternative WLS scheme in the context of stratified experiments, which corre-
sponds to the least squares fit of (6) with weights Nz, /pys(Zys). Lemma S13 in the Sup-
plementary Material ensures that this slightly different weighting scheme leads to identical
regression coefficients and cluster-robust covariance as those under the “wls” fitting scheme.

A key virtue of the regression-based approach is its ability to deliver also estimators of the
standard errors via the same least squares fit. Of interest is how these convenient covariance
estimators approximate the true sampling covariances from the design-based perspective.
Denote by Vi the classic cluster-robust covariance for B+ (f = ols, wls, ag) from the same
least squares fit. Theorem 5.1 below shows the asymptotic equivalence of VT (T = wls, ag)

with Vhaj and Vht, respectively.

THEOREM 5.1. Define The = dlag{lht(z)}zg Then

- N Wo —1 Wy —1 AL
1 1
Viwts = 1 dlag< W I, Wi 12) Vhaj Ly s
~ ) Wo—1 W —1 > A
Vae = dia I, I )| Vit
ag g( Wo 2 Wi 2 | Vht

Further assume Condition 2. Then iht = Iy + op(1), and thus
W (Vats — Vi) = 0B (1),
W (Vag — Vi) = op(1).

With iht = 14 + op(1), the asymptotic equivalence between the cluster-robust covariances
and their design-based counterparts is a direct consequence of the numeric correspondence,
and ensures the asymptotic conservativeness of \7-1- for estimating the true sampling covari-
ance of ,3} for ¥ = wls, ag. This, together with Proposition 2, justifies the Wald-type in-
ference of T = GY based on point estimator 7; = G ; and estimated covariance G V+ G for
T = wls, ag. Importantly, the cluster-robust covariance is necessary for valid regression-based
inferences because the heteroskedasticity-robust covariance can be asymptotically anticon-
servative.

REMARK 3. A number of other options exist for constructing cluster-robust covariances
from linear models (Liang and Zeger (1986), Cameron and Miller (2015)). In particular, the
HC2 variant of Vag recovers Vht exactly in finite samples (Basse and Feller (2018), Bell
and McCaffrey (2002), Imai, Jiang and Malani (2021)). The difference between the clas-
sic and HC2 estimators vanishes as the sample size goes to infinity. We relegate the details
to Section S4.2 of the Supplementary Material. With small W, Bell and McCaffrey (2002),
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Cameron and Miller (2015), Pustejovsky and Tipton (2018) and MacKinnon, Nielsen and
Webb (2021) proposed various confidence intervals to achieve better finite-sample coverage
properties. They are likely to improve the classic cluster-robust covariance and its HC2 vari-
ant under the design-based framework as well. We leave this to future research. Lastly, Ve
is unbiased for estimating cov(fht) if Yy (2) is identical over w=1,..., W forall z € 7.
Modification to Vi is proposed by Mukerjee and Dasgupta (2021) that ensures unbiased esti-
mation of cov(fht) under a different additivity assumption. Alternative, likely less common,
model specification is needed to recover this variant via least squares fit.

6. Regression-based covariate adjustment.

6.1. Background: Covariate adjustment under complete randomization. The regression
formulation offers a natural way to incorporate covariates to further improve the estimation
efficiency. We briefly review the theory of covariate adjustment under complete randomiza-
tion to motivate our extension to split-plot randomization.

Consider a treatment-control experiment with two levels of intervention, 7 = {0, 1}, and a
study population of N units with potential outcomes {¥;(0), Y;(1) :i =1, ..., N}. The finite-
population average treatment effect equals t = Y (1) — Y (0), where Y (z) = N ™! ZlN:l Y; (2).

Denote by Z; the treatment indicator of unit i under complete randomization. The
difference-in-means estimator is unbiased for 7, and equals the coefficient of Z; from the
oLs fit of ¥; ~ 1 + Z;. Given covariates x; = (x;{, ..., x;7) L for unit i (i=1,...,N),Fisher
(1935) proposed to use the coefficient of Z; from the OLS fitof ¥; ~ 1+ Z; 4 x; to estimate 7.
Freedman (2008) criticized its potential efficiency loss compared to the difference-in-means
estimator. Lin (2013) proposed an improved estimator as the coefficient of Z; from the OLS fit
of i ~ 14 Z; 4+ (x; — x) + Z; (x; — x) with centered covariates and treatment-covariates inter-
actions, and proved that it is at least as efficient as the difference-in-means and Fisher’s (1935)
estimators asymptotically. We call Fisher’s (1935) regression the additive specification and
Fisher’s (1935) regression the fully-interacted specification, hence when no confusion would
arise.

We extend below their results to split-plot randomization. We will focus on four covariate-
adjusted regressions depending on whether we use the unit or aggregate data to form the
regression and whether we use the additive or fully-interacted specification for covariate
adjustment. We will study their design-based properties and compare their efficiency gains
over the unadjusted counterparts. Given 7; and 7, as two consistent and asymptotically nor-
mal estimators for 7, we say 7; is asymptotically more efficient than 7, or equivalently,
7] guarantees gains in asymptotic efficiency over 1, if cOvao(T]) < cOVso(T2) for all pos-
sible values of {Y,s(2) : z € T }wses, and the strict inequality holds for at least one set of
{Yus(2) 1z € T huwses-

6.2. Additive regressions. Let xys = (Xys[1]s - - - st[l])T be the J x 1 covariate vector
for subplot ws. Adding x,, to (6) yields
(8) Ys ~ Z 1(Zys = 2) + Xws ~ dws + Xuys
zeT

as the additive unit regression over ws € S with
dws =(Zys = 00)» (Zys = O]), 1(Zys = 10)’ W(Zys = 11))T-

Let Bols’]:‘ and BW]S’F denote the coefficient vectors of d,,y from the OLS and WLS fits of (8),
respectively; we use the subscript “F” to signify Fisher (1935).
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Let ¥y (z) = ayky(z) be the covariate analog of Up(2) = oY (z) with £,(2) =
M) Y.z, —: Xuws. Adding D, (Ayb) to (7) defines

9) Uw(Awb) ~ Y 1(Awb =2) + D (Awb) ~ du(Awb) + Du(Awb)
zeT
as the additive aggregate regression over {(w,b) :w=1,..., W; b =0, 1} with

dy(z) = (1(z =00), 1(z =01), 1(z = 10), 1(z = 11)) T for z = (A,,0), (A, 1).

Let ,BNag,F denote the coefficient vector of dy, (A, b) from the OLS fit of (9). This, together with
the above ,3013,}: and Ewls,F, defines three covariate-adjusted regression estimators of Y.

REMARK 4. We may sometimes want to include certain whole-plot level attributes to
both the unit and aggregate regressions; examples include the weights of the mice in Example
1 and the populations of the subdistricts in Example 2. The definition of x,,; is flexible enough
to accommodate both unit and whole-plot level covariates. In particular, given c,, as a whole-
plot level attribute that is prognostic to the unit outcome, Yy, we can simply let xy5j] = cw
fors=1,..., My, to include it as the jth covariate in the unit regression. The definition of
Uy (Ayb) then ensures that it enters into the aggregate regression as o, ¢y, for all w and b.

We now derive the design-based properties of the above three covariate-adjusted re-
gression estimators, BT,F (t = ols, wls, ag). To simplify the presentation, we center the
covariates to have ¥ = N~! Y wses Xws = 0. Let X.(z) (* = sm, ht, haj) be the sample-
mean, Horvitz—Thompson and Hajek estimators of x based on units under treatment z. Let
£y = (£4(00), £4(01), £4(10), £4(11))T be the 4 x J matrix of {£4(z)}.e7 for x = sm, ht, haj.
Let Yols, Ywis and yae be the coefficient vectors of xyg or Uy, (A b) from the respective least
squares fits of (8) and (9). Proposition 3 below parallels Proposition 2, and states the numeric
correspondence between BT,F (T = ols, wls, ag) and ?* (* = sm, ht, haj).

PROPOSITION 3. Bols,r = Ysm — fsm);()ISa Bwis,r = Yhaj - )%haj);WISa and ,Bag,F = Yn —
XhtYag-

Recall that )}sm = Bols, I}haj = 5W15, and I}ht = ,gag from Proposition 2. Proposition 3 links
the covariate-adjusted ET,F’S back to the unadjusted BT’S, and establishes Bols,p, Ewlsyp, and
ﬁag,F as the sample-mean, Hajek, and Horvitz—Thompson estimators based on the covariate-
adjusted outcomes Y,s — xg)s y; for ¥ = ols, wls, ag, respectively. The correspondence be-
tween the fitting schemes {ols, wls, ag} and the design-based estimation schemes {sm, haj, ht}
is preserved in these covariate-adjusted fits as well.

The unbiasedness of the Horvitz—Thompson estimator is in general lost after covariate
adjustment due to the correlation between Xy, and y Vag in ﬁag F= Yht XntVag- The consistency

of Y, and £, (z), where = ht, haj, for estimating Y and X under mild conditions, on the other
hand, ensures the consistency of ﬁwh r and ,Bag r 80 long as pys and y,e have finite probab1hty
limits. We formalize the intuition in Theorem 6.1 below. The sample-mean analog ,8015,}:, on
the other hand, is in general neither unbiased nor consistent unless the design is uniform.
We thus deprioritize it in the following discussion but outline its theoretical guarantees under
uniform designs in Section S4.1 of the Supplementary Material.

Letx, =M, ! Z | Xws and ||xw ||4 =M, Z ||wa||Z1 be the whole-plot average and

uncentered fourth norm of (st)Y 1> respectively. Let Syx, Sxx,w» Sxy(z) and Syy(z),w be the
scaled between and within whole-plot covariances of (xys)wses and {xy s, Yus(2) }wses, re-
spectively. Let S,yr(;) be the scaled between whole-plot covariance of (xy5)wses With the
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centered potential outcomes {Y, (z)}wses; the corresponding scaled within whole-plot co-
variance coincides with Syy ;) . To avoid too many formulas in the main paper, we relegate
the explicit forms of Sy, Sxx,w» Sxy(z)» Sxv(z),w and Syyr(;) to Section S3.1 of the Supple-
mentary Material.

Recall W(z,z) = W™! Zu“)/:l M;le(z,Z)Sw(z,z) as the (z,z)th element of W from
Lemma 1. Let W,,(z,z) and W,y(z,z) be the analogs after replacing S, (z,z) with
Sex,w and Syy(;),w, respectively. Let Qyy = (N — 1)_12wse8stx;£s and Qyy(p) =
(N = 1! Y wses Xws Yws(z) be the finite-population covariances of (xy5)yses and {xyy,
Yus (2)}wses, respectively.

CONDITION 3. As W goes to infinity:
1) Sxx, ¥ix(z,2), SxY(z), SxY/(z), W,y (z,2), Qxx, and QxY(z) have finite limits for all
z€T;
(ii) maxy=1,_w lewiwll3/W =o(1);
(i) W' 0 el lxw. i = 01): W2XW_ | o llxw. 1§ = o(D).

Condition 3 is the analog of Condition 2(iii)—(v) for the covariates as potential outcomes
unaffected by the treatment. The additional requirement on Q,, and Q,y ;) ensures the con-
vergence of 1 under split-plot randomization.

Let y; be the finite probability limit of y+ for T = wls, ag under split-plot randomization
and Conditions 2-3; we relegate the proof of their existence and explicit forms to Lemma
S12 in the Supplementary Material. Let Syisr and Xy ¢ be the analogs of Spy; and X,
defined on the adjusted potential outcomes Yis(Z; Ywls) = Yws(2) — x£S Ywls- Let Sag ¢ and
Yag.r be the analogs of Sy and Ty, defined on the adjusted potential outcomes Yy5(z; vag) =
Ys(2) — x$ sVag- Let \77, r be the cluster-robust covariance of ET, r for = wls, ag.

THEOREM 6.1. Under the 2* split-plot randomization and Conditions 2-3, we have
VW(Bir = V)~ N0, Zp),  WVip— g5 = Sir +0p(1)
with Sy g > 0 for T = wls, ag.

Theorem 6.1 states the asymptotic normality of BT,F (1 = wls, ag) under split-plot random-
ization, and ensures the asymptotic conservativeness of VT,F for estimating the true sampling
covariance. This justifies the regression-based inference of 7 = GY from the additive re-
gressions with point estimator G B+ and estimated covariance G Vi ;G T for + = wls, ag.
Neither Bwls,F nor Bag,p, however, guarantees efficiency gains over their unadjusted coun-
terparts, namely BT for ¥ = wls, ag, even asymptotically. Similar discussion by Freedman
(2008) and Lin (2013) under complete randomization suggests that including the interactions
between the treatment indicators and covariates in the regression can be a possible remedy.
We quantify its design-based properties in the next two subsections.

6.3. Fully-interacted regressions. Modify (8) and (9) with full interactions between the
treatment indicators and covariates:

(10) Ys ~ dys + Z (Zws = 2) Xws
zeT
(11) Uw(Awb) ~ dy(Ayb) + Z 1(Ayb =2) ﬁw(Awb)~

zeT
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TABLE 2
Nine regression estimators from the unadjusted specifications (6)—(7), the additive specifications (8)—(9) and the
fully-interacted specifications (10)—(11), respectively, under the “ols,” “wls” and “ag” fitting schemes

Fitting scheme Base model Weight Unadjusted Additive Fully-interacted
ols Yws ~ dws 1 /igols /igols,F /~§ols,L
wls Yus ~ dws {Pws (Zws)}_] Bwis ﬂwls,F ﬂw]s, L
ag U (Awb) ~ du(Awb) 1 Pag Pag.r Pag.L

This defines the fully-interacted unit and aggregate regressions, respectively. Let BOlS’L and
,éwls, L denote the coefficient vectors of dy,; from the OLS and WLS fits of the unit regression
(10), respectively. Let Bag L denote the coefficient of dy, (A, b) from the OLS fit of the ag-
gregate regression (11). We use the subscript “L” to signify Lin (2013). This gives us three
more estimators of Y, {,BT L : T =ols, wls, ag}, summarized in Table 2. We now derive their
respective design-based properties.

Let p; . be the coefficient of 1(Zys = z) xys or 1(Ayb = z) 0y (Ayb) from the corre-
sponding regression for z € 7 and T € {ols, wls, ag}. Let BT,L(Z) be the element in ,BNT’L that
corresponds to treatment z.

PROPOSITION 4. fois 1(2) = Yom(2) — 25, (2)Fols,z» Buis,.(2) = Yiaj (2) — Zpyy (D Fowts 2
and ,Bag,L(Z) = Ye(2) — fli(z));ag,z forzeT.

Observe that Proposition 3 under the additive regressions implies ﬁols,L(z) = I?sm(z) —
JesTm(Z)J;OIS’ Bwis,L(2) = Ynaj(z) — fgaj(Z)J;wls, and Bag 1(2) = Yni(z) — fl;ll(z));ag forzeT.
Proposition 4 parallels Proposition 3, and establishes Bols,L(Z), Bwls,L(Z) and ,BNag,L(z) as the
sample-mean, Hajek and Horvitz—Thompson estimators based on the covariate-adjusted out-
comes Yy —xlES v+ for T = ols, wls, ag, respectively. A key distinction is that the adjustment
is now based on treatment-specific coefficients. We hence state the results in scalar form to
avoid additional notation.

The correlation between xp(z) and Yag,z likewise leaves the covariate-adjusted Horvitz—
Thompson estimator, Bag,L, biased in finite samples. The fact that y; ; has a finite probability
limit, denoted by y; ;, under Conditions 2-3, on the other hand, ensures the consistency of
B},L for ¥ = wls, ag; see Lemma S11 in the Supplementary Material. Section S4.1 of the
Supplementary Material further gives analogous results about ﬁols,L under uniform designs.

Let Swis,. and X5, be the analogs of Spaj and Xp,; defined on the adjusted potential
outcomes Yy (Z; Ywls.z) = Yuws(2) — xgs Ywls,z- Let Sag 1. and X, . be the analogs of Sy and
X defined on the adjusted potential outcomes Yy5(2; Vag,z) = Yus(2) — xI;s Yag,z- Let VT,L
be the cluster-robust covariance of ﬁT,L for + = wls, ag.

THEOREM 6.2.  Under the 2? split-plot randomization and Conditions 2-3, we have
VW(PBiL = V)~ N @O, Zt0), WV —Si= St +op(l)
with Sy L > 0 for T = wls, ag.
Echoing the comment after Theorem 6.1, Theorem 6.2 justifies the regression-based infer-

ence of T = GY from the fully-interacted regressions with point estimator G,BNT,L and esti-
mated covariance GV; G for T = wls, ag.
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6.4. Guaranteed gains in asymptotic efficiency. A natural next question is if the inclusion
of the interactions is not just as good but delivers extra gains in asymptotic efficiency. The
answer is affirmative when the right covariates are used in combination with the aggregate
specification.

Motivated by the utility of cluster-size adjustment in improving asymptotic efficiency un-
der one-stage cluster randomization (Middleton and Aronow (2015), Su and Ding (2021)),
one simple extension to the aggregate regressions in (9) and (11) is to also include the cen-
tered whole-plot size factor, oy, — 1, as an additional whole-plot level covariate in addition to
Uy (Ayb); see Remark 4. Intuitively, oy, measures the size of the whole plot and is thus prog-
nostic to Uw (z) as the outcome of the aggregate regressions. Let ,Bag r(a, v) and ,Bag L(a, v)
be the resulting OLS coefficient vectors of d, (A b) under the additive and fully-interacted
specifications, respectively; we use the suffix “(«, v)” to emphasize the components of the
corresponding augmented covariates. Proposition 5 below states the asymptotic efficiency of

,Hag,L(Ola v).

PROPOSITION 5.  Under the 2* split-plot randomization and Conditions 2-3, if
(12) VU, (z,2)=0(l) forallzeT,

then ,Bag, L(a, v) has the smallest asymptotic sampling covariance among
B= {,Bwls, ﬁwls,o; ,Baga ,Bag,<>a ,Bag,o(a» V) : 0 =F, L}-

Proposition 5 establishes the optimality of Bag,L(oz, v) among the eight consistent regres-
sion estimators in B, highlighting the utility of including «,, — 1 as an additional covariate
in the aggregate regression for ensuring additional asymptotic efficiency. The asymptotic
efficiency over the unadjusted Yy (x = ht, haj) then follows from the numeric identities in
Proposition 2. Condition (12) holds if (i) xy,5 = Xy, or (ii) Sxx, 1S uniformly bounded while
M,, goes to infinity for all w. We thus recommend using Bag, L(a, v) when the covariates are
relatively homogeneous within whole plots or when it is reasonable to consider whole-plot
level covariates only. The latter ensures gains in asymptotic efficiency over the unadjusted
case even if the unit-level covariates show great heterogeneity within each whole plot. The
discussion becomes more complicated when heterogeneous unit-level covariates enter the
regression equations. We leave the more general theory to future work.

Further observe that x,,; = @ for all ws € S is a special case of homogeneous covariates
within whole plots. By Proposition 5, including oy, — 1 in the fully-interacted aggregate
regression ensures gain in asymptotic efficiency over the unadjusted estimators even without
other covariate information. This highlights the benefit of adjusting for whole-plot sizes in
analyzing split-plot data.

This guaranteed minimum asymptotic covariance, however, should not be the basis for
dismissing the additive regressions completely. In particular, the fully-interacted regression
(11)involves | 7| x (14 J) parameters compared with the (|7 |+ J) parameters in the additive
regression (9), subjecting ,gag,L to possibly substantial finite-sample variability when J is
large. We thus recommend keeping both strategies in the toolkit and making decisions on a
case by case basis contingent on the nature of the design and the abundance of data.

7. Extensions.

7.1. Factor-based regressions: Practical implementations. The regressions so far take
indicators of the treatments, namely 1(Z,,; = ab) or 1(A,b = ab), as regressors, and yield
coefficients as estimators of Y. Despite the generality of such formulations and their theoret-
ical guarantees, they are nevertheless not the dominant choice in practice when the goal is
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to estimate the standard factorial effects as those defined in (1). Factor-based regressions, as
the more popular practice, regress the outcome on the factors themselves, and estimate the
factorial effects directly by the regression coefficients.

With the treatment combinations of interest exhibiting a 22 factorial structure, the standard
factor-based specification takes the form

(13) Yus ~1+ Ay + Bys + AyBys (ws €S),

and interprets the coefficients of the nonintercept terms as the main effects and interaction,
respectively. Let 7, , T, ; and 7, , be the OLS coefficients of Ay, By and Ay By, from
(13), respectively. Standard least squares theory ensures

7l o= Yam(10) — ¥4 (00),
7 o = Ysm(01) — ¥ (00),
5.0 = Ysm(11) — Y (10) — Y4 (01) + Y5 (00),

equaling the sample-mean estimators of 7, o = Y (10) — Y (00), TR0 = Y(01) — Y(00),
and t,p from (1), respectively. When the goal is to estimate the standard factorial effects
(Ta, T, Tap) as defined in (1), an algebraic trick is to shift the factor indicators by 1/2 and
form the regression as

(14) Yus ~ 14 (Ay = 1/2) + (Bus — 1/2) + (Ay = 1/2)(Bws — 1/2)

over ws € S. Fitting (14) by OLS recovers the sample mean estimators of 7,, 7z and T,g,
respectively (Zhao and Ding (2021a)). Denote by 7, and Q! ol the resulting coefficient vector
and cluster-robust covariance of the three nonintercept terms, respectively. As a convention,
we use the combination of tilde and prime to signify outputs from factor-based regressions
like (13) and (14).

Following the intuition from the OLS fit, let 7, be the coefficient vector of the non-
intercept terms from (14) under the “wls” fitting scheme, with Q;vls denoting the associated
cluster-robust covariance. Let

(15) U (Aub) ~ 1+ (Ay = 1/2) + (b= 1/2) + (Ay — 1/2)(b — 1/2)

be the aggregate analog of (14) over {(w,b) :w =1,...,W; b =0, 1}, with fa’lg and fz;g
denoting the resulting OLS coefficient vector and cluster-robust covariance of the nonintercept
terms under fitting scheme “ag.”

Recall G as the contrast matrix corresponding to (t,, Tg, rAB)T = GoY. Proposition 6
below follows from the invariance of least squares to nondegenerate linear transformation of
the regressors, and ensures the validity of (fT/’ Q/T) for the Wald-type inference of the standard
factorial effects for ¥ = wls, ag.

PROPOSITION 6. &/ = Gof; and Q, = GoV;G{ for i = ols, wls, ag.

Specifications (14)—(15) thus deliver the Ha]ek and Horv1tz—Th0mpson estimators of the
standard factorial effects, namely Tpyj = Go thIJ and Ty = GoYht, directly as regression coef-
ficients. We thus recommend using (14)—(15) if the goal is the standard factorial effects and
switching back to (6)—(7) if otherwise.

The results on covariate adjustment are almost identical to those based on the treatment
indicators. The covariate-adjusted estimator from the fully-interacted aggregate regression
after adjusting for the whole-plot sizes ensures asymptotic efficiency under Conditions 2—3
and (12), and is thus our recommendation for estimating the standard factorial effects under
the 22 split-plot design. We relegate the details to Section 4.3 of the Supplementary Material.
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7.2. Ty x Ty split-plot design.  All discussion so far concerns the 22 split-plot design with
the whole-plot factor and the subplot factor both of two levels. We now extend the result to
general split-plot designs with factors of multiple levels.

Consider two factors of interest A and B, of T, > 2 and T > 2 levels, respectively, in-
dexed by a € T, = {0, .. —1}and b e T3 ={0,..., Tz — 1}. A general T, x Ty split-
plot randomization ﬁrst runs a cluster randomlzatlon at the whole-plot level and assigns
completely at random W, of the W whole plots to receive level a € T, of factor A with
>aeT, Wa = W. It then conducts an independent randomization within each whole plot and
assigns completely at random M, subplots in whole plot w to receive level b € Ty of factor
B with } o7 Myp = My, for w =1,..., W. Refer to the cluster and stratified randomiza-
tions as stage (I) and stage (II) of the assignment, respectively. The final treatment of a subplot
is the combination of its whole-plot factor assignment in stage (I) and its subplot factor as-
signment in stage (II), taking values from 7 = {(ab) : a € Tx, b € Tg}. Example 1 defines a
3 x 2 split-plot experiment, and Example 2 defines a 2 x 3 split-plot experiment.

All notation and results from the 22 case extend to the current setting with the renewed
definition of 7. We relegate the details on the design-based inference to Section S4.4 of the
Supplementary Material and focus below on the model-based inference from factor-based
regressions.

Renew {Y,(z) : z € T}wseg as the potential outcomes under the 7, x Ty design with
finite-population averages {Y (z)},<7, vectorized as Y. Assume 0 as the baseline levels for
both 7, and 7. We define

taa=T; ' D {¥(ab) — Y (0D)},
beTy

(16) =T, ' Y {¥(ab) — Y (a0)},
a€Ta
Taa.sb = Y (ab) — Y (0b) — Y (a0) + Y (00)
as the standard main effects and interactions at nonbaseline levels a = 1,..., Ty, — 1 and
b=1,..., Ty — 1, respectively, vectorized as

T ={Taq, TBbs TaaBb A =1,..., Ts; b=1,...,TB}=G0Y.

The definitions reduce to 74, tg, and T4z from (1) when 7, = Ty = 2.
Motivated by the utility of location-shifted factors in recovering t, and g directly as least
squares coefficients from (14) and (15), consider

Th—1 Tg—1
Yus ~ 14 ) le(Aw=a) + Z Le(Bus = b)
a=1
an Ta—1Ts—1
+ > > 1(Ay =a)1e(Bys =b),
a=1 b=1
Th—1 Tg—1
Up(Awb) ~ 14+ > 1Ay =a)+ Y 1c(b=V)
a=1 b'=1
(18) Th—1Ts—1
+ 3 Y L(Ap =a)l(b=0)
a=1 b'=1

as two generalizations under the Ty x Ty design with 1.(A, = a) =1(Ay =a) — TA_I,
1e(Byps =b) =1(Bys =b) — T and 1.(b=b)=1(b= b — Ty
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Renew f% (T = ols, wls, ag) as the coefficient vectors of the nonintercept terms from (17)

2

and (18) under fitting schemes “ols,” “wls” and “ag,” respectively. Renew Y, as the sample-
mean, Horvitz—Thompson and Hajek estimators of ¥ for % = sm, ht, haj. Proposition 7 below
states their numeric correspondence paralleling Proposition 6.

PROPOSITION 7. % _GOYS

ols

= GoYhaj, and ‘Ea{g = GoYy.

m> wl@

The unbiasedness and consistency results then follow from the properties of Y, for
* = sm, ht, haj such that 7, and 7,, are both consistent for estimating 7. The results on the

cluster-robust covariances parallel those under the 22 design, and ensure asymptotically con-
servative estimation of the true sampling covariances. This justifies the validity of regression-
based inferences from (17)—(18) under fitting schemes = wls, ag.

The results on covariate adjustment are almost identical to those under the 22 case and
thus omitted. The covariate-adjusted estimator from the fully-interacted aggregate regression
after adjusting for the whole-plot sizes ensures asymptotic efficiency under the generalized
version of Conditions 2—3 and (12). It is thus our recommendation for estimating the standard
factorial effects under the general 7, x Ty split-plot design.

7.3. Fisher randomization test. 'The Fisher randomization test targets the strong null hy-
pothesis of no treatment effect on any unit in its original form, and delivers finite-sample
exact p-values regardless of the choice of test statistic (Imbens and Rubin (2015)). The the-
ory under complete randomization further demonstrates that the Fisher randomization test
with a robustly-studentized test statistic is finite-sample exact under the strong null hypoth-
esis, asymptotically valid under the weak null hypothesis of zero average treatment effect,
and allows for flexible covariate adjustment to secure additional power (Wu and Ding (2021),
Zhao and Ding (2021b)). The theory extends naturally to split-plot randomization.

Renew B = {,éwls, Bwls o ,8~ag, Bag o ,éag o(, v) : © =F, L} as the collection of regression
estimators of Y that are consistent under the general T, x Ty split-plot demgn We propose to
use the Fisher randomization test with test statistic tz(,B) =(G ﬂ)T(GVGT) G ,8 for ,3 e B,
where V is the associated cluster-robust covariance of j.

The resulting test is finite-sample exact for testing the strong null hypothesis and asymptot-
ically valid for testing the weak null hypothesis under split-plot randomization for all 8 € B.
Under (12), the test based on tz(,gag’L(a, v)) has the highest power asymptotically. By du-
ality, we can also construct confidence regions for factorial effects by inverting a sequence
of Fisher randomization tests. We relegate the details to Section S4.5 of the Supplementary
Material.

8. Numerical example. We now apply the proposed methods to the 3 x 2 neuroscience
experiment from Example 1. Due to the space limit, we relegate the simulation studies to
Section S5 of the Supplementary Material.

We use the data set from Moen et al. (2016), which consists of N = 1,143 neuron level
observations nested within W = 14 mice. Recall fatty acid delivery (“fa”) and Pten knock-
down (“pten”) as the whole-plot and subplot factors, respectively, with (T4, T3) = (3, 2). The
treatment sizes at the whole-plot level are (Wo, Wi, Wo) = (5,4, 5). The whole-plot sizes
(Mw)l‘f)’:1 vary from 13 to 152, with the ¢,,1’s ranging from 0.518 to 0.846.

Denote by “fal” and “fa2” the standard main effects of fatty acid delivery, by “pten” the
standard main effect of Pten knockdown, and by “fal:pten” and “fa2:pten” their interac-
tions, with definitions given by (16). We apply four factor-based regression schemes as the
combinations of two fitting schemes, namely “wls” for the unit specification and “ag” for
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TABLE 3
Re-analyzing the data from Moen et al. (2016). “p.normal” and “p.frt” indicate the p-values from large-sample
approximations and Fisher randomization tests, respectively

Unadjusted Adjusted

est se p. normal p. frt est se p- normal p. frt

(a) regression based on unit data

fal 8.30 4.57 0.07 0.14 6.16 3.60 0.09 0.22
fa2 5.29 5.31 0.32 0.39 10.36 4.86 0.03 0.11
pten 14.00 1.81 0.00 0.00 14.00 1.81 0.00 0.00
fal:pten 8.64 5.24 0.10 0.23 8.64 5.24 0.10 0.23
fa2:pten —1.33 2.71 0.62 0.68 —1.33 2.71 0.62 0.68
(b) regression based on aggregate data
fal 9.84 422 0.03 0.08 5.66 3.69 0.14 0.21
fa2 5.64 6.23 0.38 0.42 8.24 5.53 0.15 0.23
pten 13.15 1.95 0.00 0.00 13.15 1.95 0.00 0.00
fal:pten 7.13 5.55 0.21 0.28 7.13 5.55 0.21 0.28
fa2:pten —2.51 3.05 0.42 0.49 —2.51 3.05 0.42 0.49

the aggregate specification, and the presence or absence of covariate adjustment. We use
Xys = Oy = My,/ M as the covariate for neurons in mouse w, and conduct covariate adjust-
ment using the additive specification due to the small number of whole plots at W = 14.

Table 3 shows the point estimators, cluster-robust standard errors, p-values based on large-
sample approximations of the ¢-statistics, and p-values based on Fisher randomization tests,
respectively. Covariate adjustment reduces the standard errors of the estimators of “fal” and
“fa2” under both the unit and aggregate specifications, yet has no effect on the estimators
of “pten” and the two interactions. The identicalness of the unadjusted and additive regres-
sions for estimating “pten” and the two interactions is no coincidence but due to the use of
whole-plot level covariate, namely x,,; = ay,, for covariate adjustment. The resulting covari-
ate matrix, as the concatenation of (xys)yses, 1S orthogonal to the centered regressors for the
subplot factor and interactions after accounting for the least squares weights, leaving their
estimation unaffected by the inclusion of covariates. Proposition S3 in the Supplementary
Material gives a rigorous statement.

The p-values from large-sample approximations and Fisher randomization tests concur
in most cases at significance level 0.05. Two exceptions are the tests for “fa2” under the
adjusted unit regression and those for “fal” under the unadjusted aggregate regression. This
is likely due to the small number of whole plots that leaves the asymptotic approximation
dubious. Based on the theory, the p-values based on the Fisher randomization tests should be
trusted more given their additional guarantee of finite-sample exactness under the strong null
hypothesis. This is especially important in the current case given its small W.

Recall that the regression estimators under the “wls” and “ag” fitting schemes correspond
to the Hajek and Horvitz—Thompson estimators, respectively. The estimators and p-values
under the two fitting schemes concur in most cases with the two exceptions being the p-values
from large-sample approximations for “fal” under the unadjusted regressions and those for
“fa2” under the adjusted regressions. This is again likely due to the small W.

Overall the four regression schemes and two types of p-values lead to coherent conclu-
sions: the Pten knockdown increased the soma sizes whereas the effect of fatty acid delivery,
along with its interaction with Pten, is statistically insignificant.
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9. Discussion. Based on the asymptotic analysis, we recommend using the OLS outputs
from the fully-interacted aggregate regression after adjusting for the whole-plot sizes if the
sample size permits, and switching to the additive regression if otherwise. The point esti-
mator based on the OLS coefficient is consistent for estimating the finite-population average
treatment effect, with the associated cluster-robust covariance being an asymptotically con-
servative estimator of the true sampling covariance. The resulting regression-based inference
is valid from the design-based perspective regardless of how well the regression equation
represents the true relationship between the outcome, treatments and covariates.
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SUPPLEMENTARY MATERIAL

Supplement to ‘“Reconciling design-based and model-based causal inferences for
split-plot experiments.” (DOI: 10.1214/21-A0S2144SUPP; .pdf). We give the proofs of
the results in the main paper, and provide additional results on the special case of uniform
designs, extensions and simulation studies.
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S1

Supplementary Material to ‘“Reconciling design-based and
model-based causal inferences for split-plot experiments”

Section S1 gives the proofs for the design-based inference under the 22 split-plot design.

Section S2 gives the proofs for the regression-based inference without covariate adjust-
ment.

Section S3 gives the proofs for the regression-based covariate adjustment.

Section S4 gives the results and proofs for the special case of uniform designs and ex-
tensions to the HC2 correction for the cluster-robust covariances, covariate adjustment via
factor-based regression, the general T}, x T design, and the Fisher randomization test.

Section S5 gives the results of the simulation studies.

S1. Design-based inference for the 22 split-plot design.

S1.1. Notation and useful facts. We review in this subsection the key notation and useful
facts for verifying the results on design-based inference under the 22 split-plot design. The
results are stated in terms of the general T}, x Ty design to facilitate generalization.

Letae 7, ={0,1,..., 7, — 1} and b € Ty = {0,1,...,T3 — 1} indicate the levels of
factors A and B in treatment combination z € 7 = T, x 7Ty throughout unless specified oth-
erwise. The 7, and T; reduce to {0, 1} under the 22 split-plot design. Assume lexicographical
order of z for all vectors and matrices when applicable.

Let M = N/W be the average whole-plot size, and let v, = M,,/M be the whole-plot
size factor for w =1,...,W. Let Z,s = (Aw, Bws) € T indicate the treatment received by
sub-plot ws, with P(Ay, = a) = Wy /W = pg, P(Bys = b) = Muyp/ My = Gub, and pys(z) =
P(Zys = z) = paqup- For z = (ab), let W(z) = {w : A, = a} be the set of whole-plots that
contain at least one observation under treatment z.

Let Vy(2) = My ' "M Vio(2) and Uy (2) = MMV, 0(2) = auVa(2) be the
whole-plot average potential outcome and the scaled whole-plot total potential outcome for
whole-plot w under treatment z, respectively. We have

~ w ~ w
V() =W anYu(z) =W Uu(2).
w=1 w=1

LetY, (2) = Yus(2)—Y (2 )bethe centeredpotentlal outcome with Y, (2) = Zs 1 Yoo (2) =

Yu(2) - Y(2) and V/(z) = N-1 > wses Yus(2) =0.

Let Sy =S = (S(z,2 ))zz e7 and ShaJ = (Shaj(2, 2")) 2,277 be the |T| x |T| scaled be-
tween whole-plot covariance matrices of {Yi,s(2) : 2 € T wses and {Y,,(2) : 2 € T }wsess
respectively, with

W
Sui(z,2')=8(2,2")= (W —1)"1 Z{awa(z) —Y(2)HawYw(?) =Y ()},

W
Shai(z:2) = (W =1)7' Y~ ag{Yu(2) = Y (2) {Yu(z) - Y ()}
w=1
A key observation is that Su(z,2") = S(z,2’) equals the finite-population covariance of
{Uw(2), Us(2") IV, . A useful fact is
(S Aw{Suj(z,2) = Sz, 2)} =Y (2)Y () (a2 + 1) = Y (2') aU(z) = Y (2) aU(2")
forz,2' € T,where \yy = 1-W~1, a2 =W a2 andaU(2) = W' W, Uy(2).
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Let Yy, (2) = MY =z Yaus and Tw(2) = Y (2) be the sample analogs of Yy, (2)
and Uy (2), respectlvely, with Yy, (2) = Uy (2) = 0 for z & {(A,0), (A,1)}. We can decom-
pose Y (z

Yu(2) =W >0 Uul?)

weW(z)
=Wt Y V() + W, > {Uu(2) — Un(2)}
weW(z) weW(z)

(z) + Z 6w(z)  for z=(ab) €T,

where
p(2) =Wyt " Uu(z),  duwlz) =1(Aw=0a) W, {Us(2) — Uu(2)}.
weW(z)

The randomness in x(z) comes solely from the stage (I) randomization. Let p = {p(2) }.e7
and 0, = {0 (2)}.e7 be the | T| x 1 vectorizations of j(z) and d,,(2), respectively. Then

w
(82) }A’ht =pu+9, where 6= Z Ow-

Let A= o (A1,..., Ay) be the o-algebra generated by (A,)""_;. The independence be-
tween the stage (I) and stage (IT) randomizations ensures that (d,,),,_, are jointly independent
conditioning on A. As a result, we have E(d0,, | A) = E(0y | Aw) =0, E(d | A) =0, cov(d |
A) =W cov(8y, | A) with cov (b, | A) = cov(d, | Ay), and thus

w=1
E(w)=0;  E(0)=0;
(S3) cov(d) = ZZ;V:l cov(dy) with cov(dy) = E{cov(dy | Aw)};
cov(p,6) = E{cov(p,0 | A)} +cov{E(n|.A),E(6 | A)} =0.

Further let Uys(2) = auYs(z) be the scaled potential outcome at the unit level. Then
Uw(2) = M, Zi\iwl Uws(2) and Sy (2,2') = (M, —1) 7" Zé\iwl{UwS( )— ( JHUuws (2') —
U, (2')} equal the finite-population mean and covariance of {Uys(2) : z € T} in whole-

plot w, respectively, with U, (z) = MY, 7..—» Uws(2) as the sample mean under treat-
ment z. Let

Hy = (Hu(2,7)), cr = diag(py )aer ® {diag(ay, ver, — 1nxr,}
with H,(2,2") = 1(a=d')p; ' {q,,; 1(z = 2') — 1} for z = (ab) and 2’ = (a'V). Then
(S4) cov{Up(2), Up(2') | Ap = a} = My {q 1 1(2 = 2') — 1}8,(2,2")

= paMyy Hyp(2,2') Su(z, 7))

for z = (ab) and 2’ = (ab’) that share the same level of factor A. Let U2 (2) = M ! Zi\ﬁ’l Ul (z) =

at Y4 (z) be the uncentered fourth moment of U, (z) in whole-plot w.
Lastly, for two L x 1 vectors u = (uq,...,ur)" and v = (vy,...,vr)", we have

(S5) (w0 < Jlullzlolly; @' < (u?)? <wl, where uF=L"") "uf,

by the Cauchy—Schwarz inequality. Setting L = 2 in 7* < u? ensures (u1 +ug)* < 8uj+8uj.
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S1.2. Established lemmas.

LEMMA S1. (Li and Ding, 2017, Theorems 3 and 5) In a completely-randomized exper-
iment with N units and () treatment groups of sizes Ny (¢=1,...,Q), let Y;(q) be the L x 1

vector potential outcome of unit i under treatment q, and let Sqq = (N —1)~* Zf\;{YZ(q) -
Y(g)HYi(d") — Y(¢')}" be the finite-population covariance for 1 < q,q¢' < Q. Let 7 =
Z?:l G,Y (q) be the finite-population average treatment effect of interest, and let 7+ =
22221 G,Y (q) be the corresponding moment estimator with Y (q) = N1 > i:z,=q Yi» where
Z; and Y; are the treatment indicator and observed outcome for unit i, respectively. Then

Q
cov(T) = ZN;leSqug —-N1s2,
q=1

where S? is the finite-population covariance of T; = Zqul GgYi(q) fori=1,...,N. Further
assume that as N — oo, for all 1 < q,q' < Q, (i) Syq has a finite limit, (ii) Ny/N has a limit
in (0,1), and (iii) max;—1 . n |Yi(q) — Y (q)|?/N = o(1). Then /N (7 — 1) ~ N'(0,V) with
V' denoting the limiting value of Ncov(7).

LEMMA S2. (Ohlisson, 1989, Theorem A.1) For W = 1,2,3,..., let {{wq 1w =
1,...,W} be a martingale difference sequence relative to the filtration {Fyy,, : w =

0,...,W}, and let Xy be an Fyo-measurable random variable. Set &y = ijvzl EWw-
Suppose that the following three conditions are fulfilled as W — oo.

(i) Sy B(El,) = o(1).

(ii) Forsome sequence of non-negative real numbers {Sy : W =1,2,3,...} with supy>1 Bw <
00, we have E[{ngzl E(ﬁﬁvyw | Fww-1) — By }?] = o(1).

(iii) L(Xw) *N(0,83,) ~ Lo for some probability distribution Lo, where  denotes con-
volution.

Then L(Xw + &w ) ~ Lo as W — 0.

S1.3. New lemmas. We give in this subsection the key lemmas for verifying the results
on design-based inference under the 22 split-plot design. The lemmas and their proofs extend
to the general T, x Ty design with minimal modification.

Decomposition of COV(Yht) in finite samples. Lemma S3 below separates the parts in
cov(Yj) that are due to p and § from (S2), respectively. The decomposition furnishes an
alternative proof of Lemma 1 relative to Mukerjee and Dasgupta (2021).

LEMMA S3. Under the 22 split-plot randomization, we have
cov(Yi) = cov(p) + cov(d)

with cov(u) = W=Y(H o Sy) and cov(d) = wazl cov(dy) = WU, where cov(d,) =
W=2M Y (Hy o Sy).

PROOF OF LEMMA $3. The identities cov(Yi,) = cov(u) +cov(d) and cov(8) = 21V cov(6,,)
follow from (S3). We verify below the analytic forms of cov(x) and cov(d,, ), respectively.
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For the analytic form of cov(u), define Uy (a) = (Uy(a0),Uy(al))” as the vector po-
tential outcome of whole-plot w under A,, = a € {0,1}. The finite-population mean and
covariance of {Uy,(a)}}V_; equal U(a) = W ! szvzl Uw(a) = (Y(a0),Y (al))" and

s = She(a0, a0) Sp(a0,al)
Sula) = OV =107 (Ul = 0@ = (01 00 St ) ) (a=0)

respectively. Direct comparison shows that ;1 equals the sample analog of Y = (U (0)",U(1)")" =

(I2,02%2)" U(0) 4 (02x2, I)" U(1) with regard to the stage (I) randomization. It then fol-
lows from Lemma S1 that

_ I 1 (0 _
cov(p) = Wyt <02i2> Sue(0) (I2,02x2) + Wyt ( 3—22> Ste(1) (02x2, I2) — W' Sy

= WY H o Sy).
For the analytic form of cov(d,,), it follows from the definition of §,, and (S4) that
(S6) cov(by | Aw =a) =W, 2p M {Hy(a) 0 Sy} = p, ‘W 2M {Hy(a) 0 Sy}

with H,,(0) = diag(py',0) ® {diag(qyg,qpr) — laxa2} and Hy,(1) = diag(0,p; ') ®
{diag(q;é, q;ll) — lax2} corresponding to the upper-left and lower-right 2 x 2 block ma-
trices of H,,, respectively. It then follows from (S3) and H,,(0) + H,(1) = H,, that

cov(8w) = E{cov(dw | Aw)} = D P(Ay=a) - cov(du | Aw =a) =W >M" (Hy o Su).
a=0,1

O]

The weak law of large numbers. We give in this part the weak law of large numbers for
quantifying the probability limits of Y, and V, (x = ht, haj) under some weaker conditions
than Condition 2, summarized in Condition S1 below.

CONDITION S1. As W goes to infinity, for all a,b=0,1,and z € T,

(i) pg has a limit in (0,1); € < miny—1, W Guws < MaXy=1,. W quwp < 1 — € for some € €
(0,1/2] independent of W;

(i) Y has a finite limit; S = O(1) and ¥ = O(1);

(i) W2 W ol VA (z) = 0(1).

Condition 2 ensures that {Y,,s(2) : 2 € T fuses. {Ys(2) : 2 € T wses, and the finite
population of all ones, namely {Y,s(z) =1: z € T }yses, all satisfy Condition S1(ii)—(iii).

LEMMA S4. Assume split-plot randomization. Then

(i) Yn—Y = op(1) provided Condition S1(i)—(ii); o
(i) 1p = diag{Iln(2)}se7 = 17| + op(1) provided Condition S1(i) and o = O(1).

PROOF OF LEMMA S4. Standard result ensures £(Yy) = Y. Lemma 1 ensures cov(Yp,) =
W~Y(H o Sy + ¥) = o(1) under Condition S1(i)—(ii). The result for Yi then follows from
Markov’s inequality. The result for 1y, follows from applying statement (i) to the finite pop-
ulation of all ones. O

LEMMA S5. Assume split-plot randomization and Condition S1(i) and (iii). Then
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(i) W‘QZ E{(ﬂ( YU2(2') | Ap =a} = o(1 )forz—(ab) and 7' = (ab);
() W20, B8l | Aw=a)=o0(1); W20 E(l|6w]3) = o(1).

PROOF OF LEMMA S5. For statement (i), it follows from U, (z) = M;I} > sz, =2 Uws(2),
(S5), and g,,p > € by Condition S1(i) that

> Uns(?) Z 2) =y Ui (2) <€ UL(2),
S§: L ws=%2
recalling U4 (z) = 125 2 U2 (2). This ensures
W

2ZE{U4 )| Ap=a} <W™ 2

by Condition S1(iii). The result then follows from Ui(z)ffi(z’) <2 YUL(2) + UL ()}
For statement (ii), it suffices to verify the first equality, namely

w
(S7) W2 " E([6ull3 | Aw=a) = o(1).

w=1

The second equality then follows from the law of total expectation.
To verify (S7), note that ||5,[|3 = W, 2[{Uy(al) — Uy(al)}2 + {Uy(a0) — Uy (a0)}?] for
w with A,, = a. This ensures

16ul12 = (160113)* < 2Wg {Uu(al) = U (al)}* +2W, H{Uw(a0) — Up(a0)}*
for w with A,, = a by the Cauchy—Schwarz inequality and hence
E([|0u]l2 | Aw=a) < 2W; *E[{Uy(al) = Up(al)}! | Ap =d]
+2W, *E[{U(a0) — Up(a0)}* | Ay = a].

A sufficient condition for (S7) is thus

w
(S8) W2 E[{Uu(2) = Un(2)}* | Aw=a] =0(1)  for z=(ab).
1
With
w . w . w
> E[{Uu(2) = Un(2)}! | Ay =a] <8 E{U4(2) | Aw =a} + 82 Up(2)
w=1 w=1 =

by (S5), (S8) is guaranteed by statement (i) and W2 Zg/zl Ul(z) <W—2 EW Ul (2) =
o(1) by (S5) and Condition S1(iii).
]

Let

Tz,z’ = ng Z Uw(Z)UUJ(Z/)
w:A,=a

for z = (ab) and 2’ = (ab’), as the sample analog of

w
UR)U) =W Uu(2)U
w=1



S6

Let U(z,2') =W~! Zz]vzl M Hy(z,2')Sy (2, 2') be the (z,2')th element of ¥. Lemma
S6 below states the convergence of Tz » to its expectation, affording the basis for computing
the probability limits of Vi, and Vi;.

LEMMA S6. Assume split-plot randomization and Condition S1. Then
T.. —E(T..)=o0p(1)  for z=(ab), 2’ = (ab')
with B(T, ) =U(2)U(2") 4+ pa¥(2,2') = (1 = W) Sp(z,2) + Y (2)Y (2) + pa¥(z, 2').
PROOF OF LEMMA S6. By Markov’s inequality, it suffices to verify the expression
of E(T; ) and cov(T, ) = o(1). Let X,, = 1(Ay, = a) Uy (2)Uy(2') to write T} ,» =
WS Xy Let iy = E(Xy | Ay = a) = E{U,(2)Uw(?) | Aw = a}.

~

Expression of E(T’, ./). First, it follows from (S4) that
frw = cov{Upy(2), Up(2') | Aw = a} + E{Uw(2) | Aw = a} E{Uy(%') | Ay = a}
= paM Y Hy(2,2')Suw(2,2') + Us(2)Un(2).
This, together with

(S9) E(Xy)=E{E(Xy | Aw)} =pa E( Xy | Aw = a) = papiw,
ensures
) w w w
B(T.) =W, Y E(Xw) =W py=W1> Uy(2)Us(2) + pa¥(2,2)
w=1 w=1 w=1

= (1 =W HSw(2,2) + Y (2)Y(2) + p¥(z,2);
the last equality follows from W ! ZZJV:l Uw(2)Up(2") = (1=W 1) Sh(z, 2" )+ Y (2)Y (2).

Limit of cov(7} ). By (S9),
Ef{cov(Xy | Ay)} = pacov(Xy | Ay = a) = p (X} | Ay = a) = paptyy,
coV{E(Xy | Au)} = E[{E(Xy | Aw)}?] — {BE(Xy)}
= pa{ E(Xu | Aw = a)}* = Dy, = patis, — Doty
E{E(Xy|Ay) E(Xp| Ap)} =P(Ay = A =a)  E(Xy | Aw =a) - E(X}, | Ay, = a)

W1
_paW_llu"w/'Lka

E(Xw)E(X}) = i p -
This ensures
cov(Xy) = E{cov(Xy | Aw)} +cov{E(X,y | Aw)}
= paB(X}, | Aw = a) = plsiy,
cov(Xy, Xi) = cov{E(Xy | Aw), BE(Xk | Ak)} + E{cov(Xw, Xk | Aw, Ar)}
= cov{E(Xy | Aw), BE(Xk | Ak)}
= E{E(Xy | Av) - B(Xi | Ap)} — E(Xw)E(X5)

= —pop1(W = 1), (w#k).
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Thus,

chov(Tm/) = Zcov X, Xi) = Z cov(Xy) + Z cov( Xy, Xi)

w,k w#k
w w Pop
0F1
= pazE(Xi\Aw:a)—p§ZMi—W_1Zuwuk
w=1 w=1 w#k
v - Pop v Pop
0P1 0P1
= pa Y E(X3|Ap=0a)—p2 > pd+ oy — > pott
W -1 W -1
w=1 w=1 w=1 w,k
w Pop w
0P1
< 3 e (- 22) 30
w=1 w=1
W w
<ooPa ) B(XG | Av=0a)=pa Yy E{UL(2)Us (') | Aw=a},
w=1 w=1

where <., indicates less or equal to as W — oco. The result then follows from Lemma S5(i).
O

S1.4. Proof of the main results.

PROOF OF THEOREM 4.1. We verify below the results for ?}n and ?},aj, respectively.

Asymptotic Normality of Y. From (S2), VW (Yi — Y) = VW (1 —Y +6). The Cramer—
Wold device ensures that v/ W(?},t —Y) ~ N(0,3y) as long as

(S10) VW (=Y +8) ~ N (0,7 Shen)

for arbitrary non-random 4 x 1 unit vector 7.

Let X =n"VW (u—Y), u =" VW6, and & = Zw 1 &w = VW' to write the left-
hand side of (S10) as X + £. Let Fiyo = A be the o-algebra generated by (A4,)!_;, and

w=1>
let iy, be the o-algebra generated by (A,)Y_; and {(B,s)M, v =1,...,w} for w =
.,W.Then Fy o C Fiy,1 C --- C Fw,w such that {]—"Ww w=0,...,W}is afiltration.
Intuitively, Fyyo contains all the information on the stage (I) cluster randomization, whereas
Fw,w contains all the information on the stage (I) cluster randomization plus the subset of
stage (II) stratified randomization in the first w whole-plots, v =1,...,w. We verify below
the sufficient condition (S10) by checking that (£,,)!_; and X satisfy the three conditions of
Lemma S2 with 8%, = n™Wn with regard to filtration {Fyy,, : w=0,...,W}. Technically,
X =Xw, & = Eww, and ¥ = Wy all depend on W. We suppress the W in the subscripts
when no confusion would arise.
For Lemma S2 condition (i), (S5) ensures

(S11) Eu = W20 0w)" <W2|Inllz - 18ullz = W2[l6w]5
The result then follows from S0 E(64) <W2 W E(||6,]/3) = o(1) by Lemma S5(ii).
For Lemma S2 condition (ii), let ¢ = var(¢ | Fyy) and Ow = var(fw | Fwo) = var(&y |

Ay) with 0 = ZZ)VZI ow. It follows from (S3) and Lemma S3 that E (£ | Fw,o) = 0 and
var(¢) = n™Un = B2,. This, together with F(£2 | Fiww—1) = E(£2 | Fw,0) = 0w, ensures

W
S B | P ) =0, Sy =var(€) = B{var(¢ | Fio)} +var{ B(E| Firo)} = o)
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such that E[{>V_, B(&2 | Fwuw-1) — B }?] = E[{oc — E(0)}?] = var(0). Lemma S2
condition (ii) is thus equivalent to

(S12) var(o) = o(1).

To verify (S12), view o, = var(&,, | Ay) as the observed value of

(S13) ow(a) =var(§y, | Aw =a) =WnTcov (dy | Aw =a)n

with mean 5(a) = W' 321", 0, (a), variance S2 ) = (W = 1)1 07 {ou(a) —5(a)}%,
and sample mean &(a) = W, ! Y wiA,—aOw(a) for a = 0,1. Standard result ensures

var{é(a)} =W 1p (1 - pa)Sg(a) such that, with o = W,6(0) + W16(1), we have
var(o) = var{Wya(0) + W16(1)}
< 2var{Wy5(0)} + 2var{W15(1)} = 2Wp0p1(5’3(0) + S§(1))-

Sufficient condition (S12) thus holds as long as WSZ( )= = o(1) for a =0,1. With (W —
)Sg(a) = szl{aw(a)}2 — W{&(a)}?, this is in turn guaranteed by

W

(S14) D Aow(@)}?=0(1),  W{s(@)}’=o(1) (a=0,1).

w=1
We verify below the two sufficient conditions in (S14).
First, (S13) and E(&,, | Ay = a) = 0 together ensure o,,(a) = E(£2 | A, = a) and hence
{ow(a)y? ={E(& | Aw=a)}* < B(&, | Aw=a) S W?E(||du ]3| Aw=a)

by Jensen’s 1nequahty and (S11). The first equahty in (S14) then follows from

Z{Uw }2<W22E 16wl2 | Aw = a) = o(1)

w=1

by Lemma S5(ii). The second equality in (S14) follows from (S13) and (S6) as

w w
a(a)=n">_cov(by | Aw=a=n" |p,' W2 My {Hy(a)o Su}| n=0(W")

w=1 w=1

by W = O(1). This verifies (S14) and hence Lemma S2 condition (ii).

Lemma S2 condition (iii) then follows from Lemmas S1 and S3 which ensure W (1 —
Y) ~ N(0,H o Sy) under Condition 2. The convolution of £(X) with AV/(0,7"¥n) thus
converges in distribution to A/ (0,7*3n) by the convergence of the characteristic function.

This verifies that (£,,)""_; and X satisfy the three conditions in Lemma S2. The sufficient
condition (S10) then follows from Lemma S2 and ensures the result for Yht.

Asymptotic Normality of Yhaj. Recall from (4) in the main paper that Yhaj -Y = i;tl f’h’t
with Iy = d1ag{1ht( )}.e7 and Y, as the vectorization of {¥(z)}.c7. The asymptotic
Normality of Vi, extends to Yh’t as \ﬁ (Yh’t Y) ~ N(0,Zhy). The result for f/haj then
follows from Slutsky’s theorem with 1, ' =T 171 +op(1) by Lemma S4. O

PROOF OF COROLLARY 1. By (S1), we have

w w
(W — 1){Shj(2,2) — Su(z,2)} = {V(2)}? (Z o + W) —2Y(2) Y onVu(2).

w=1
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When Yy, (z) = cforall w=1,...,W, we have }7( ) w1 ZZ}V 1 Yy (2) = c such that
(W = 1){Shaj(2, 2) — Swe(2, z)} = (W = IV a2) < 0; the equality holds if and only if
ay =1 forall worc=0.

When U, (z) = cforallw=1,...,W, wehave Y (2) = W' S-W_ U,,(2) = ¢ such that
(W — 1){Shaj(2,2) — Sni(2,2)} = c2 szl(aw 1)? > 0; the equality holds if and only if
ay =1 forall w or ¢ = 0. ]

PROOF OF THEOREM 4.2. Let V,(z,2’) be the (z,2')th element of V, for % = ht, haj.
Assume z = (ab) and 2’ = (ab’) with the same level of factor A throughout the proof.

Result on Vi. Direct algebra shows that Vi(z, 2') = Wi ' Su(z,2') = (W, — 1) YT, . —
Yiu(2)Yie(2')} for z = (ab) and 2’ = (ab'). It then follows from Lemmas S4 and S6 that

Wi(z,2) = p {E(T.20) = Y (2)Y ()} + 0p(1)
=pa {Sw(z,2') +pa¥(2,2)} + 0p(1)
= Yn(2,2") + Su(z, 2") + op(1),
where Yy(z, 2') = (p; ' — 1)Su(z,2") + ¥ (2, 2') is the (2, 2’)th element of Y. This verifies
the probability limit of W V},.

Result on Vhaj. Direct algebra shows that

(S15) (Wa — 1)Vhej(2,2') = Toor + Vi (2) Vi () (Wa—l 3y ai,>

w:A,=a

*Yha_] {W Z aw w }
—Vhai(2 { Z U ( } for z = (ab), 2’ = (ab).

We compute below the probability limit of the right—hand side of (S15).
First, apply Lemma S6 to {sz z), sz(z’)}wses with Yy,5(2") =1 for all ws € S to see

Z Uy (2) — al (z) = op(1).

This, together with aU (z) = O(1) by |ozU(z)—Y(z)| =W Z 1 u{Uy(2) =Y (2)} <
a2 Sp(z, z), ensures

(S16) Viai (2 {W L Z U ( }—Y(z’)aU(z):op(l).

Likewise for W, 13>, 4 _ a2 — a? = op(1) by letting Yis(2) = Yous(2') = 1 for all
ws € S in Lemma S6. This, together with a2 = O(1) by Condition 2(i), ensures

(S17) Yiai (2) Vg () (Wal > ai) —Y(2)Y(2)a? = op(1).

w:A,=a
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Plug (S16)—(S17) and the probability limit of Tz,z/ from Lemma S6 in (S15) to see
(Wa — D)Vhai(2,2") = {Su(2,2') + Y (2)Y (') + pa¥(z,2')} + Y (2)Y (') a2
~Y(2)aU(2') = Y (2')aU(2) + op(1)
=pa¥(z,2") + (1 = W 1) S (2,2") + W Su(2,2") + op(1)

by (S1). This ensures W Vi (2, 2') = py " Shaj (2, 2') + ¥ (2, 2) 4+ 0p(1), and the result follows
from p, 1 Shaj(2,2") = H(2,2")Shaj (2, 2") + Shaj(2, ). O

S2. Reconciliation with model-based inference.

S2.1. Notation and useful facts. Assume Tys = N~ {pys(Zws)} 1 as the weight for
sub-plot ws under fitting scheme “wls”. It differs from the original weight {pys(Zws)} ! by
a constant factor of N ! and thus does not affect the result of the WLS fit. We have

(S18) K}t Z 7Tws wss 1ht Z Tws

wseS(z ws€S(z)
with

(S19) Tws = N"'prla,; = W "M}

wb

for sub-plots under treatment z = (ab).

Recall dys = (1(Zws = 00),1(Zys = 01),1(Zys = 10),1(Zys = 11))" and dy(Awb) =
(1(Ayb = 00),1(Ayb = 01),1(Ayb = 10),1(Ayb = 11))™ as the regressor vectors in re-
gressions (6) and (7). Let 3;(z) be the zth element in 3; corresponding to 1(Z,,, = z) or
1(Ayb = z) for T = ols, wls, ag, respectively. Let

Y~D, U~ Dy

be the matrix forms of (6) and (7), respectively, where Y and U are the vectorizations of
{Vis : ws € S} and {U(Awb) :w=1,...,W; b=0,1}, and D and D, are the matrices
with rows {dys : ws € S} and {d,(Awdb) 1w =1,...,W; b=0,1}, respectively. Let II =
diag(mys)wses be the corresponding weighting matrix under fitting scheme “wls”. Assume
lexicographical orders of ws and (w, b) throughout unless specified otherwise.

Let Yy = (Yar,oo o, Yurr,)™s Duw = (dun,- - dunr,)™s Ty = diag(mus) i, Un =
(Uw(Aw0),Up(Awl))", and Dy = (di(Aw0),dy(Awl))" be the parts in Y, D, II, U,
and D,, corresponding to whole-plot w, respectively. The cluster-robust covariances equal

(S20) Viis = (D'IID) ™ (E DT eqis €us o1l D ) (D'TID) ™
w=1
_ w
(S21) Vie = (D3 Dag (Z Dy, w€ag,wCig 0 Dag, w) (D% Do),
w=1
where eyisw = (ewls,wls - - - Ewls,wi, )" AN €ag 1 = (€agw(Aw0), €ag.w(Awl))™ are the resid-

uals in whole-plot w from (6) and (7), respectively.
Let P = diag(po,p1) ® I and Q,, = I> @ diag(quwo, gw1) With diag{pws(2)}.e7 = PQuw
for all ws. Let R = diag(r,).c7, where r, = N, /N. Some useful facts are
N~'D"D =R, D™D = 1y, WD}, Dy = P,
(S22) N"1D"Y = RYyn,  D'IIY =Y, W 1DT U = PYy;
DIYy = MyQuwYew, Dill,Y,=W P Ya,Yy), DL wUw="Us,

ag,w
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where Y, and U,, are the 4 x 1 vectors of {Yy,(2)}.e7 and {Uy(2)} e in lexicographical
order of z, respectively, with Y, (2) = Uy, (z) = 0 for z & {(A,0), (A1)} by definition. The
proof of (S22) follows from direct algebra and is thus omitted.

S2.2. Proof of the main results.

PROOF OF PROPOSITION 2. The result follows from By = (D™D)™'D"Y, PBus =
(D'IID) ' DMLY, B = (DjgyDag) "' D3, U, and (S22). O

PROOF OF THEOREM 5.1. We verify below the numeric expressions of les and f/ag in
finite samples. The asymptotic equivalence then follows from Lemma S4.

Numeric expression of Vi Proposition 2 ensures Cwls,ws = Yws — Bwls(Zws) =Yyus —
Yilaj(Z’LUS)' Let éwls,w = (éWlS,w(OO)a éwls,w(()l)a éwls,w(lo)a éwls,w(ll))T with

R o [ Vu(2) = Yiai(2)  for z € {(Au0), (A1)},
wisan () = Moy ewlws—{ 0 fors g {(40). (A1),

S hws=2

Set Yy = ewisw in (S22) to see DE Ty ewis = WP (yéis ) - The “meat” part of (S20)
thus equals

w W
—2p-1 2, 4 -1 /
g DIy ewis weyis il Dw = WP E g lutswlotsw | P71 = (Qwis(z, 2 ))z,z’ET’
w=1

w=1

where

les<z Z 1 Z a ewls w ewls w( )

W2 (Wa — 1)Shgi(2,2") for z = (ab) and 2’ = (/') with a = d,
N 0 for z = (ab) and 2’ = (a’t) with a # a’.

The result for VW]S then follows from D*IID = iht by (522).

Numeric expression of Vjg. Proposition 2 ensures eug . (2) = Uy (2) — fag(2) = U (2) —
?}n(z) for z € {(Aw0),(Awl)}. Set Uy = eag in (S22) to see Dy iwagw = €aguy With

€ag,w = (€ag,w(00), €ag 1w (01), €49, (10), €ag . (11))", Where eyq 1 (2) = O for 2 & {(A,0), (Ay1)}.
The “meat” part of (S21) thus equals

w w
A N /
(823) Z Dgg,weagywegg,wDag,w = Z eag7we;g,w = (Qag('zv Z ))z7z’€7’7
w=1 w=1

where

Z e ) Caga(2) = (W, —1)Sn(z,2') for z = (ab) and 2’ = (a'V) with a = d’,
w(?) Cagn(2) = 0 for z = (ab) and 2’ = (a'b") with a # o’.

The result for V,q then follows from (D3 Dyg) ™ = diag(Wy Lwrh @ I by (S22). O

S3. Regression-based covariate adjustment.
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S3.1. Notation and lemmas. Inherit all notation from Section S2.1. In addition, recall
Tw =M, 1 Zs],‘i”i Zws as the whole-plot average covariate vector with w-t wazl QT =
T=10y. Let Uys = QuTuws, Vw = QuwZw, and U/, (2) = @, Y] (2) = 0w Yu(2) — anY (2) be
the analogs of Uys(2) = auYus(2) and Uy (2) = ay Yy (2) defined on the covariates and
centered potential outcomes, respectively. We have

w w
Spe =W —1)71 Z a2 Tzt = (W —1)7! Z VUi
w=1 w=1
M, M.,
sz,w = (Mw - 1)_104121; Z(fzws - j'w)(st - i‘w)T = (Mw - 1)_1 Z('Uws - Uw)(vws - 'Uw)Ta
s=1 s=1
w . B w
SxY(z) = SY(Z)x = (W - 1)_1 Z aw$w{awa(z) - Y(Z)} = (W - 1)_1 Z Uwa(Z),
w=1 w=1

M,
SxY(z),w = SY(z)x,w = PzY'(z),w — S}T/'(z)x,w = (Mw - 1)_10430 Z(mws - jw){sz(z) Yw('z)}
s=1
My,
= (My — 1)71 Z(”ws — V) {Uws(2) — Uw(2)}.
s=1

Let
See(2) =Wt D 0w(2)0p(2),  Spyey=Wa' Y bu(2)Uu(2)
weW(z) weW(z)

be the sample analogs of Sy, and S,y (.) based on sub-plots under treatment z = (ab).

Recall Qup = (N — 1)1 Y o Tuws®h, and Quy () = (N — 1)1 Y0 s Tws Yus(2) as
the finite-population covariances of (2s)wses and {Zys, Yis(2) buwses, respectively. Let

Qm(z):)\ﬁl E TwsTws Loy, Qxy(z):/\]_vl Z TwsTws Yws:
wseS(z) wseS(z)

where Ay =1 — N1, be their respective Horvitz—Thompson estimators based on sub-plots
under treatment z.

Recall ¥(z,z) =W~! ZZ;V:1 M Hy(z,2)Sw(z,2) as the (z,2)th element of ¥ from
Lemma | with H,(z,2) =p, *(q,; — 1) for z = (ab). Then

w w
Uyp(2,2) =W Z M Hy(2,2) Sz,  Way(z,2)=W1 Z My Hey(2,2)Sey(2)
w=1 w=1

by replacing Sy, (z, 2) with Sz and Sy(;) ., respectively. Let
Tmm(z) = Sz + pa\yxx(za Z), TxY(Z) = SxY(z) + pa\IlacY(Za Z)

LEMMA S7. Under the 22 split-plot randomization and Conditions 2—3, we have

(1) jht(z) = ZwsGS(z) TwsTws = OIP’(l);



S13

(i) Quo(2) — Qua = 0r(1), Quy(2) — Quy(z) = 0p(1); Spa(2) — Tow(2) = 0p(1), Spy(s)—
Txy(z) = 0[@(1)

forzeT.

PROOF OF LEMMA S7. The result on 2 (z) follows from applying Lemma S4(i) component-
wise. We verify below statement (ii) for scalar covariate x,,s € Rto 51mp11fy the presentation.
For the result on Qm( ), let 0s = 22, to write Qup = (N — 1)~ ZwsES Ows. Lemma

S4 ensures that Qm(z) Qzz = op(1) for all z € T as long as Condition S l(ii) holds for the
finite population of {sz( )= aws z € T}wses To verify this, let &, = M Z | Ows
with 52 < Mt S 62 = Mt ST Me 34 by (S5). This ensures

(S24) -1 Z 252 <w! Z o (M;l Zﬁi) =0(1)
w=1 s=1

by Condition 3(iii). Condltlon S1(i1) is thus satisfied with

. g=N"1 Zwse S Ows = ANQzz having a finite limit by Condition 3(i);
S =W =1V (apow —5)> < (W —1)"1 quY 1252 =0(1) by (S24);

w=1
: \I/aa - Wil Zyzl MJI{Hw o (Saa,w14><4)} - 1Zw:l Mwlsaa,wHw = 0(1)
given
M 2
1 M? _
Soow = ?21} (Zaws - Myo w) < M, — 10121) (;(71%’) = szi 10412110121;
and (S24).

This verifies Qm(z) — Qzz = op(1). The proof for Qxy(z) — Quy = op(1) is almost identical
by verifying Condition S1(ii) for {zsYys(z) : 2 € T }wses and thus omitted.

The result on S, (z) follows by applying Lemma S6 to the finite population with Y;,5(2) =
Yuws(2') = xys; the corresponding Condition S1 is ensured by Condition 3. Likewise for the
result on S'J;y(z) to follow from letting Yy,s(2") = 245 in Lemma S6. O

For a set of J x 1 vectors v = (7z).e7, let Yus(2;7:) = Yus(2) — z),,7. be the ad-
justed potential outcome based on ., and let S, ., Xy, Swy» Yy, Y, = ={Yi~(2)}:eTs
Uwﬁ(z) = awf/wﬁ(z), and VW be the analogs of Sy, X, Sw, U, Y, = {Yi(2) }2e7s
Uw(2) = oY (2), and V; based on {Yys(2;72) : 2 € T Yuses for * = ht, haj, respectively.
We hilve v, =w-! Zuvf/zl M1 Hy, 0 Swyand Xy = H o S, , + U,. With a slight repeti-
tion, let

A~

(S25) }A/*(zvpﬂ = K,'y(z)y ?*(7) - ?*,'y; ﬁw(z;7> - Uw,y(z)-

LEMMA S8.  Assume split-plot randomization and Conditions 2-3. For 5 = (¥,) .eT with
¥z = +op(1), where ~y, is some fixed J x 1 vector, we have VW (Y, 5 — Y) ~ N(0, Yiry)
and WV, 5 — %y, = Si, + 0p(1) for x = ht, haj.

PROOF OF LEMMA S8. We verify below the result for * = ht. The proof for * = haj is
almost identical and thus omitted.
First, the (z, z")th elements of Sh , Sw,y, and Shaj equal

Sht(za Zl; 7) = Sht<zu Z/) - ’Y;SxY(z’) - SY(z)x’Yz’ + 7§S$$7z/7
(526) Sw(2’7 z/; ,}/) = Sw(Z, z’) _ 'ygswy(zl),w — SY(Z)x,w’YZ/ + ’Y;Sxm,wf}’z’a
Shaj(Z, Z,; f}/) = Shaj(z, z/) _ ’Y;FSJ:Y’(z’) — SY’(z)m’VZ’ + 'YES:E:B’VZ’;
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respectively, by direct algebra. Conditions 2-3 together imply that Condition 2 holds for the
finite population of {Yy,5(2;72) : 2 € T }wses with fixed v = () .e7. This ensures

(S27) VIV (Vi = Y) > N(0,%h4),  WViiy — Shery = Shiy + op(1)
by Theorems 4.1-4.2.

Result on Yhm. By Slutsky’s theorem,

(828) VW {Fu(2:92) = Yu(z17:)} = = (32 = 72)"VWin(2) = 0p(1)

given 4, — 7, = op(1) and the asymptotic Normality of v/ W in(z) by Theorem 4.1. This
ensures vV W (Yy 5 — Yny) = op(1). The result follows from (S27) and Slutsky’s theorem.

Result on W‘Afhw. By (S27), it suffices to verify W(Vhw — th) = op(1). This is in turn
guaranteed by

(S29) Ste(2,2'54) — Sz, 2'37) = op(1),
where

Sht(Z,Z/;’?) = (Wa - 1)_1 { Z Uw(z;’?z)ﬁw(zl;’s/z’) - W, ﬁlt(z;@z)}}ht(zl;’?z’)} s
w:A,=a

Si(z,2'57) = (Wa— 1) { > Uul(z7)Uu(272) — Wa ﬁlt(zwz)ﬁn(%;%f)} :
w:Ay=a

for all z = (ab) and 2’ = (ab') with the same level of factor A. Given Yy (2;4.) — Yai(2;72) =
op(1) by (S28), (S29) holds as long as the difference between the first terms satisfies

(S30) A=W, { Y Uul(z4:)0u(39) — Y Uw<z;vz)ffw(z’wz1>} = op(1).
w:Ay=a w:A,=
To this end, let Ay (2) = (52 — 72) 0w (2) to write Uy (2;4:) = Uw(2;72) — Aw(2). Then
U (2:9:2) U (7' 92) = U (25 72) U (2/5927) = D (2) A (') = By (2) U (25 727) — A (2') U (2572
such that
A=Wt 3 {AuE)AuE) — A7) = Aul)0u(z57:) }

( {W Z Uw } (’AYZ’ - 'Yz’)

=a

( {W Z Uw Z '72)}_( ’_7»2 {W Z Uw 272)}

= op(1);
the last equality follows from W, 15" A, —a Vw(2)0y,(2") = Op(1) and

W, Z Oy (2 (257.) W Z O (2) U ( {W Z Oy (2 }'YZ/:OP(l)

=a =a =a

by Lemmas S6-S7. This verifies (S30) and hence the result. ]
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LEMMA S9. (Styan, 1973, Theorem 3.1) If G1 and G5 are positive semi-definite, then
their Hadamard product G o G is also positive semi-definite.

Lastly, let

w w
Uon(2,2) =W My Hip(2,2)Sawws Way (2,2) =W~ My Hu(2,2)Say (20

w=1 w=1

be extensions of ¥, (z,2) and ¥,y (z,2) to z,2" € T.

LEMMA S10. Under Conditions 2-3 and (12), we have
U, (2,2") =0(1), U,y (z,2") =0o(1) (2,2 €T).

PROOF OF LEMMA S10. We verify below the result for scalar covariate x,,s € R to sim-
plify the presentation. Let up > 0 and lp > 0 be some uniform upper and lower bounds of
|Hy(z,2")| forall z,2/ € T and w=1,...,W under Condition 2(ii), both independent of
W. Thatis, lg < |Hy(z,2")| <wug forall 2,2/ € T andw=1,...,W.

First, with H,,(2,2) > 0 and I ' H,(z,2) > 1, Condition (12) ensures

w w
(S31) WY My Seww <W 1Y M {15 Hu(2,2)} Seaw = 15 Waa(2,2) = 0(1).

w=1 w=1
The result for ¥, (z,2’) then follows from H,,(z,2") = O(1).

Second, the Cauchy—Schwarz inequality ensures |S,y(.) | < Sj;g/cQw{Sw(z, z)}1/2. This,
together with |H,,(z, 2")| < up, suggests

w
|\II£DY(Z>Z,)| < W_l Z M1;1 ‘Hw(Z,Z/)‘ ‘Sa:Y(z’),w‘

w=1

w
SugWY M8 {Sw(Z, 2}

w=1
i 1/2 1/2
Sug WY (M, Saww) '~ { M, Su(#,2)}
w=1
W 1/2 W 1/2
( Z 1Smw) {W_lelzlSw(z',z’)}
w=1 w=1
o(1);
the last equality follows from (S31) and the fact that W10 M- 1S, (2, 2) <
151w (2, 2") = O(1) by similar reasoning. O

S3.2. Results under the fully-interacted regressions. We verify in this part the results
under the fully-interacted regressions (10) and (11).

LEMMA S11. Under the 22 split-plot randomization and Conditions 2-3, we have
Ywls,z = Q;lexY(z) and Vag,z = T;;(Z)Tgﬁy(z) forz€T.
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PROOF OF PROPOSITION 4 AND LEMMA S11. We verify below the results for the unit
and aggregate regressions, respectively.

Unit regression. For T = ols, wls, the inclusion of full interactions ensures that Bm(z) and
¥+, from (10) equal the coefficients of 1 and s from the treatment-specific regression

(S32) Yuws ~ 14+ Ty over ws € §(z),

respectively, under their respective fitting schemes. Let Y, and X, be the concatenations of
Yus and x,,s over ws € S(z), respectively. The matrix form of (S32) equals Y, ~ 1n, + X,
forzeT. .

That By, (2) = Yim(2) — Ze(2)Yols,» follows from standard results.

Let IT, = diag(muws)wses(z) be the weighting matrix under fitting scheme “wls”. The first-

order condition of WLS ensures G'1 (BMS’L(Z), Farsz)" = G2, where

1% 1y 1% I, X In(z)  25(2)
Gi=0n,X)"TL(AN., X,) = Ne 77 N22202 ) = It
= = (B ) = () bl

17, I1,Y; Yiu(2)
Go= (1., X THY:< N, >:< )
2= (e XY= iy ) = U
by (S18)and 13, 11, X, = Zp(2). Compare the first row to see iht(z)Bwls,L(z) + 20 (2)Fwis,z =
Yht(z) and hence the numeric result for Bwlva(z). The probability limit then follows from
(Bwls,L(z),ﬁfvTvlw)T = Gl_ng with G; = diag(1, Q) + op(1) and G = (Y (2), iy(z))T +
op(1) by Lemmas S4 and S7.

Aggregate regression. The inclusion of full interactions ensures that Bag,L( z) and g, from
(11) equal the OLS coefficients of 1 and 9,,(z) from the treatment-specific regression

(S33) U (2) ~ 1+ by(2) over w € W(z),

respectively. Let U, be the vectorization of the W, observations, namely {Uw(z) Tw €
W(z)}, under treatment z = (ab), and let A, be the concatenation of the corresponding
Uw(2)’s. The matrix form of (S33) equals U, ~ 1y, + A, for z € T. The first-order con-
dition of OLS ensures G'1(Bag (%), Vg,.)" = G2, Where

_ w1 ™ et (L dw L As 1 2g(2)
Gl_Wa (IWwAz) (IWQ7AZ)_Wa (Azlwa AzAz = i’ht(z) Smm(z) )

_ (15, U Yie(2)
Go=W 11w AU, =W 1 W2 ) = [ M .
2 a ( Wa»s ) a < AgUz > (SzY(z)

Compare the first row to see Bug 1 (2) + &7, (2)9ag.» = Yie(2) and hence the numeric result. The
probability limit then follows from (8ag .(2), Yag )" = G 'Go with Gy = diag{1, Tpr(2)} +

op(1) and Gy = (Y(2), T};(,))" + op(1) by Lemmas S4 and S7. O

We next verify the asymptotic Normality of BT,L and the asymptotic conservativeness of
Vi o for T = wls, ag in Theorem 6.2, respectively.

PROOF OF THEOREM 6.2, PART I FOR BT,L. For t = wls,ag, let ;. = (%.).e7 With

Yt,2 =4,- + op(1) by Lemma S11. Recall the definitions of Y, (z;7) and Y, () from (S25).
Proposition 4 ensures

(S34) BW]S,L(Z) = ﬁlaj(z; iwls,z)a gWIS,L = Y/ilaj ('?wls,L)a Bag,L = Yht(:)/ag,L)’
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respectively. The results on BT,L (t = wls, ag) then follow from Lemma S8. O

PROOF OF THEOREM 6.2, PART II FOR ‘7“. We verify below the result for VWlS’L from

the unit regression (10). The proof for f/ag,L from (11) is almost identical and thus omitted.

Let x be the concatenation of s = dys ® Tys over ws € S. The design matrix of (10)
equals C;. = (D, x). Let Cy ,, = (D, Xw) be the sub-matrix of C| corresponding to whole-
plot w. Let €,y = (€y1, - -, €wnr, )", Wwhere

(S?’S) €ws = Yups — BW]S,L(ZU)S) - '/L‘fLTUS’?WIS,Zws
is the residual from the WLS fit of (10). Then Wf/wm equals the upper-left 4 x 4 matrix of

(S36) (eiten (WZ wewe;r{wq,w> (CrTIC) !
Let
w
Quise = (DIID)~ (Z D11, e€,,11,D )(DTHD)_1
w=1

be an intermediate quantity. The result on les,L holds as long as

(S37) (1) WQwis — Swis = Swis +0p(1)  and (i) W (Vi — Quis) = op(1).

We verify below these two conditions one by one.

Condition (S37)(i). Direct comparison shows that leva is an analog of les from (S20),
with the unadjusted ey, = (ewls,ws)é\iwl replaced by €, = (ews)i\i“’l. By (S34) and (S35),

€ws = (sz - x;i;sﬁ/wls,Zuw) - maj(Zws;ﬁ/wls,Zwb)

is essentially the analog of eyis.ws = Yws — Yhaj(Zws) defined on the adjusted potential out-
comes Y5 (25 Ywis,z) = Yuws(2) — gy sFwis,z- This, together with Theorem 5.1, ensures

R Wo—1_ Wi—1
_ldiag< 0 1

~

12> ‘/haj(f}’wls L) 1 7

(S38) Quis = 1p A I, W

where %aj(’ywls,L) denotes the value of IA/ilam at ¥ = Fwis,.. With Jwis 2 — Ywis, = op(1) by
Lemma S11, Lemma S8 ensures W Vi (Ywis,r) — Lwis,. = Swis,. + op(1) by the definitions of
Swis,. and Y51 . This, together with (S38), ensures condition (S37)(i).

Condition (S37)(i). Let G1 = W W DI €€l X and Go = W S0 " e el Ty Xa-
The “meat” and “bread” parts of the sandw1ch covariance (S36) satisfy

WZCEw wCwC€qy H CLw_WZ< >Hw€w6;€;Hw(Dw7Xw)

w=1 w=1

W(zV; | DE Ty €€l Iy Doy ZW D2 I epel, Hwa>
Y et X Tlwewey Iy Dy, Zw 1 X I € €5 Ty X

(S39) (D'IID) WQMS L)(D™ID) G1> ’

G G2

D" ) (DTHD D™y
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respectively. The last equality follows from D*ILD = I 1| + op(1) by (S22) and Lemma S4,
and

D Iy = Z Tws@wsXos = diag Z TwsLops = diag{Zp,(2) }re7 = 0p(1),
wSES wsES(z) T

XTHX = Z stXwSXES = diag Z ststxas = I|’T\ 0y anx + OIP’(l)
wseS wsES(z) seT

by Lemma S7. This, together with (S39), ensures that (S37)(ii) holds as long as
G = (Gk(z,z’))zzeT Op(1) for k=1,2.

We verify below G = Op(1) for scalar covariate x,,s € R for notational simplicity. The
proof for G; = Op(1) is almost identical and thus omitted.
First, recall the expression of m,,s from (S19). Direct algebra shows that

M, M., M,
X;Hwew = ZWwSXwSEws = Zﬂ'ws(dws & st)(l ® ews) = Z stdws ® (Cﬂwsews)
s=1 s=1 s=1

= vy (W R (00), Wy ke (01), Wik (10), Witk (11))
where ki, (2) = M} Y 67, .—z Tws€ws With £y (2) = 01if 2 & {(Ay0), (A1) }. This ensures

Golz,2') = P WY A —a Yakiw(2)kw(2') if 2= (ab) and 2’ = (/') with a = d/,
1%2) = 0 if 2= (ab) and 2’ = (a'b') with a # ',

with

1 1 & 1 &
2 NP 2 N < 2 2 2 /
PalGa(z,2) < 37 D 0l kw(2)kw(2)] < T ;aw{fﬁw(z)} + 57 WZ:l%{ﬁw(z

for z = (ab) and 2’ = (ab'). It thus suffices to Verify w-t Zw 102 {kw(2)}2 = Op(1).

To this end, let z&_ = M1 "M ok and ek = M1 S Me ek for k=2, 4. Then
M, M,
Kw(2)] < M;bl Z |Tws€ws| < 2_1M1;b1 (ngus + 6121)5) =2 1(1;2 (37121; +%)
s=1 s=1
such that, with ¢q,,;, > € by Condition 2,
{ku(2)}2 <4712 (%4—%)2 <2 te? {<x2 % } lem 3:4 +ed )

where the last inequality follows from (x%v ) < g:4 and (e%u) < Tw y (S5). This ensures

1Za2 {ru(2)}? <27t 2W— IZ (xfu,+eTw,) =Op(1);

the last equality follows from W~ 3" a2 24 "= Op(1) by Condition 3(iii)and W31V a2 et

Op(1) by €4y < 2TV, + 27{ Buts 1 (Zuws) Y* + 27(2,Fwts 2,..)* from ($35) and (S5).
]
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S3.3. Results under the additive regressions.

LEMMA S12.  Under the 2% split-plot randomization and Conditions 2—3, we have
-1

VWISZ‘T|_1Q;£ZQ1’Y(2)) Yag = Z PaTer(2) Z PaTwy (

z€T z=(ab)eT z=(ab)eT

Further assume Condition 1. Then o5 = Yois + 0p(1) with Y15 = Q. > e T Quy (2), Te-
calling r, = N, /N.

PROOF OF PROPOSITION 3 AND LEMMA S12. We verify below the numeric results in
Proposition 3 and the asymptotic results in Lemma S12 together. Let X and A be the con-
catenations of {zys : ws € S} and {0y (Awb) 1w =1,...,W; b= 0,1}, respectively. The
design matrices of (8) and (9) equal Cr = (D, X) and Cygr = (D,g, A), respectively. Re-
call that R = diag(r;).e7 with r, = N, /N and 2, = (24(00), 2,(01),2,(10), 24(11))" for
* = sm, ht, haj. Direct algebra shows that

(S40) N7'D"X = Rign, DTIIX = iy, W 'DLU = Piy
analogous to (S22). Lemma S7 further ensures
(S41) X"IX =[T|Qur + 0p(1), XTIV = Quy(z) + 0p(1),
z€T
WA A= S paTua(z) +op(l), WIATU= Y puTuy () +op(1).
z=(ab)eT z=(ab)eT

Results on (Bolsj,%]s). The first-order condition of OLS ensures Gl(ﬁ’&”,’y;s)T = G,
where

oy (DDD'X\ _ ([ NR NRim _ ey (DY _ [ NRYi
Gr=CrCr= (XTDXTX) B (Ngeng XTX ) G2 =Y = <XTY> _< Xy )

by (S22) and (S40). The numeric result follows by comparing the first row. The probability
limit follows from (/Bols,p’%ls) = (N71G1)"Y(N~1Gs), where N71G = diag(R, Qus) +
op(1) and N~'Gy = ((RY)" ’ZZETTZQxY(z)) + op(1) under Condition 1 by Zgn = Th =
op(1) and

NTXTX =N wpaag,=> o [ N1 ) 2wy, | = Que +op(1),
ws€eS 2€T ws€S(z)

NXY =N Vs =D N7 Y 2uYus(2) p =D m:Quy(s) +0p(1)

wseS z€T wseS(z) 2€T

from Lemma S7.

Results on (SBysr, Jwis)- The first-order condition of WLS ensures Gl(B\T/ls,F7:>/vT/ls)T = Go,
where

. D™D D'TIX Y\  (in & s (DTN [ Y
G =CrllCy = (XTHDXTHX>_<:%EIXTHX o =GV = ey ) = xny
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by (S22) and (S40). The numeric result follows by comparing the first row. The probability
limit follows from (37 .60 Twis) T = GT 1Gy, where Gy = diag(/j7),|T|Qzz) + op(1) and

w

G2 = (?T, ZZET ng(z))T + OP( ) by Tht = O[p( ), Yin =Y + OP( ), and (S41).

Results on (B,g 5, Jag)- The first-order condition of OLS ensures G (ng,F, Yag)" = G2, where
P Pz PY;
_ 1, T _ ht _ 1, T hi
Gr=W" Cog pCagr = ((Pﬁ:ht)T ATA> ’ Go =W CpgyU = (ATUt>

by (S22) and (S40). The numeric result follows by comparing the first row. The probability
limit follows from (Bagj, Yae)" =G Gy, where

P PY
1 ( Zz:(ab)eTpaTM(Z)> +op(1), 2 <Zzz(ab)eTpaTmY(Z)}> Foz(l)
by i = op(1), Yo = Y + op(1), and (S41). H

PROOF OF THEOREM 6.1. The proof is similar to that of Theorem 6.2 and omitted. [

S3.4. Guaranteed gains in asymptotic efficiency. Let ¢,,(Awb) = (v — 1,05, (Ayb))"
be the augmented whole-plot level covariate vector corresponding to [,eo(cx,v) (¢ =F,L).
Let Yy (v, v) and e - (v, v) be the analogs of J,, and 7, -, respectively, based on ¢,,(Awb).

The underlying augmented unit-level covariate vector equals (1 — a;!,z% )" for unit ws,

w rws

and satisfies Condition 3 and (12) as long as (:L'ws)wsgg satisfies Condition 3 and (12). All
results on {Bag 0, Yag: Yag,> } S0 far thus extend to {Bag.o (¥, V), Fag (¥, V), Yag,- (v, v) } as well.

Recall 4 and ~; . as the probability limits of 4; and 7; ., respectively, for 7 = wls, ag.
Let ;. and Wy, be the value of ¥, when ., = 74,74, respectively, Let vuo(cv,v)
and 7, »(,v) be the probability limits of J,(c,v) and 7, . (cv,v), respectively, with
{Sag0(a,v), Wyg o(cr,v), Lyg o(cr,v) } as the corresponding analogs of {Sie o, Vago, Xago}
for = F, L. They are essentially the analogs of { S, ¥, >} deﬁned on the adjusted potential
outcomes Yys(2) — (1 — agyt, 28 ) Vag (v, v) and Y5 (2 ) (1 —ay', 2l ) Yag 2 (v, v), respec-
tively.

PROOF OF PROPOSITION 5. For two sequences of symmetric matrices (An)3y_; and
(BN)R—y, write Ay <, By if the limiting value of (By — Ay) is positive semi-definite.
The result is equivalent to

g, (0, 0) <oo B, Lhajs Lwls,or Lag,or Sag,r( V) for o =F,L
with Xy = H o Sy + U, Xpaj = H 0 Spaj + ¥, Eyis,o = H 0 Syis,o + Vi o, and
Yago =H 0S40+ Vyg o, Yago(,v) = H 0 Sye 0(0, ) + Voo o (v, v).
Because H > 0, Lemma S9 ensures that it suffices to verify

(1) \I/wls,o - VU= 0(1)7 \I/ag,o - VU= 0(1)7 \Ilag,o(a>v) - VU= 0(1);
(11) Sag,L(avv) <o Sht7 Shajv Swls,ov Sag,<>7 Sag,F(a7U)

for ¢ = F, L under Conditions 2-3 and (12). We verify below (i) and (ii) respectively.

Sufficient condition (i). Let ¥(z,2’;7) be the (z, z')th element of ¥.,. For arbitrary fixed
v = (72)ze7, it follows from (S26) and Lemma S10 that

U(z,2'579) IZM YHy(2,2")Sw(2, 2'57)
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w
=w! Z MJle<Z, Z/){Sw<2, ZI) - fY;SxY(z’),w - 7;’ Sa:Y(z),w + ’Ygsxw,sz’}

w=1
=U(z,2) =7 Wy (2,2) = 70 Way (2, 2) + 72 Wau (2, 2') 72
=U(z,2') +0(1)

such that W, = W 4 o(1). This verifies the result for ¥ , (+ = wls,ag; o =F,L).
The result for W, . (ax,v) then follows from the same line of reasoning as that for W, .,
given Condition (12) also holds for the augmented unit-level covariates (1 — a, !, Zyps).

Sufficient condition (ii). Let

e1w(2) = Uy(2) — ?(2)7 e2,u(2) = Up(2) — ch}:/(z),
e3w(2) =Up(z) =Y (2) —v50,, esw(z)=Uy(z) —anY
esw(2) =Uy(2) = Y (2) — L0

wYz

where v, = Ty and ¢, = (au, — 1,vy,)" are the population analogs of 0y,(A,b) =
QwZay(Awb) and é,(Ayb), respectively, and 0, € R7 and ¢, € R/ are arbitrary vectors.
Let ., be the coefficient of c,, from the OLS fit of U, (z) on (1,¢,,) overw =1,..., W with

66,10(2) =Uy(z) — Y(Z) - C;FU’YC,Z
as the corresponding residual. Let Sy, = (S (2, 2’)) . e7 be the finite-population covariance
matrix of {ey () : 2 € TIV | fork=1,...,6 with S(2,2') = (W —1)~1 wazl ek (2)erw(?) =
(W —1)"Hex(2)} er(z), where ex(2) = (e 1(2), - - -, erw(2))".
Note that ey, ,,(2) — €6,w(2) is a linear combination of ¢,, for all k =1,...,5. The theory

of least squares ensures {ex(z) — eg(2)}"es(2’) =0 forall z,2’ € T and k =1,...,5. Let
ek—6(z) = ex(2) — eg(2) be a shorthand for k =1,...,5. Then e (z) = es(2) + ex—¢(2) with

S(z,2") = (W — 1) Heg(z )+€k—6(2)}T{€6(2)+€k—6(2/)}
= S6(2,2") + (W = 1) Hep—a(2)} {er—6(2)},
€h—6

(
Sk — 56 = (W — 1)_1 Ch— GE (ek_G(OO),ek_ﬁ(Ol), ek—6(10)7 ek_(;(ll)) > 0.
(

€k—6

0
0
1
ekﬁl

0
1
0
1

~— — — —

This, together with

- 51 = Shis S2 = Shajs

- 83 = Sag,r and Syg 1 for 0, = 7, and 7, -, respectively;

-S4 = Swis,r and Sys,. for 8, = w1 and vy, -, respectively;

- S5 = Sagr(a,v) and Sy (v, v) for 0, = v,e (v, v) and e » (v, v), respectively,

ensures
(S42) S6 < Shes Shaj7 Swis,o Sag,m Sag,o(aav) for o =F,L.

In addition, let Syx(a, v), Spy(2) (@, v), Yuu(2, 25 @, v), and Wpy (2, 2; v, v) be the analogs
of Seas Syv(2)» Veu(2,2), and Wuy (2, 2) under the augmented covariates (1 — o, ', 27,,),
respectively. Then

W w
Spe(a,v) =W —1)"1 Z CwCoys Sy (z) (@, v) = (W — nt Z cwUw(2)
w=1 w=1
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with Uy, (2, z;a,v) = 0(1) and ¥,y (2, 2;,v) = 0(1) by applying Lemma S10 to the aug-
mented covariates. Lemma S11 ensures g - (v, v) = {See(a,v)} 1S,y () (@, v) +0p(1) and
hence

Vag,z (0, V) = {Sm(a,v)}*lSmy(z) (a,v) +0(1).

This, together with ve.» = (Y- cwcl) {30 cwluw(2)} = {Sra(@,0)} " Say () (@, 0)
by standard OLS results, ensures v,g - (, v) — e, = 0(1) and hence Sy 1 (o, v) — Sg = o( ).
Condition (ii) then follows from (S42).

[

S4. Special case and extensions.

S4.1. Uniform designs. We outline in this subsection the unification of the three fitting
schemes under Condition 1. The results clarify the theoretical guarantees by the sample-mean
estimator and the corresponding “ols” fitting scheme under uniform designs.

Let S, 3, and V be the common values of Sk, 2, and f/* for * = ht, haj under Condition
1, respectively. Let Y be the common value of Y, (* = sm, ht, haj) under Condition 1 by
Proposition 1. Corollary S1 below justifies the Wald-type inference of 7 based on (}A/, V)

COROLLARY S1. Assume the 22 gplit-plot randomization and Conditions 1-2. Then
VWY =Y)~N(0,X)and WV — 3 =5 + op(1) with S > 0.

Let ffols, 1701571:, and 170157L be the cluster-robust covariances of Bols, Bols’F, and Bols’L from
the OLS fits of the unit regressions (6), (8), and (10), respectively. Recall 7,5 as the coeffi-
cient vector of x,,s from the OLS fit of (8). Recall v,s as the probability limit of 7,5 under
Conditions 1-3 by Lemma S12. Let Syjs r and X5 ¢ be the analogs of S and ¥ defined on the
adjusted potential outcomes Yi,s(2;Yois) = Yuws(2) — Ziys7ols» respectively.

PROPOSITION S1. Under the 22 split-plot experiment and Condition 1, we have

o (Wo—1, Wi-1 \-
BT ) ‘/J-[ diag ( W 25 W, 2> Vv (T ols, w Saag)7

and {Bols,L, (Fols,z) zeT} = {Bwls,L, (wis,z) ze7 } - Further assume Conditions 2—-3. Then

\% W(Bols,o - Y) ~ N(O, Zols,<>)a Wf/ols,o - Eols,<> = Sols,<> + OIP’(l)
for o = Fv L with (SOIS,L7 Zols,L) = (SWIS,L7 ZWls,L)-

PROOF OF PROPOSITION S1. We verify below the numeric and asymptotic results, re-
spectively.

Numeric results. Condition 1 ensures o, = 1 and q,,, = M;/M = g for all w such that

(843) NZWM; Nz:WaMln pws(z) :paQb:Nz/Na Tws —N !

u

for all ws € S and z = (ab) € T. The numeric equivalence between BT follows from Propo-

sitions 1 and 2. That between {Bois,i, (Fois,2) 27} = {Bwts,vs (Fwis,z) se7} follows from the
equivalence between the ols and “wls” fitting schemes under the treatment-specific regres-
sion (S32) with s = IV, belng constant for all units under the same treatment. The results

on V, (x = wls, ag) follow from Theorem 5.1. We verify below the result on Vols.
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First,
(S44) Vois = (D™D (ZD Cots,wCqls D )(DTD>1

where e w — (eols wls -+ -5 Cols,wM,, ) with €ols,ws :}/ws - Bo}s(Zws) =Yys — Y(Zws) Let
Cols,w(2) = —1 b D 2. — Cols,ws» With Eots,w(2) = Yiu(2) — Y (2) for z € {(Aw0), (Awl)}
and €q1s. (2 ) =0 for z & {(A 0),(Awl)}. Set Yy, = eqisw in (S22) to see Dy eqlsw =

MQéols,un where é Cols,w = (eols,w(oo) eols,w (01)7 éols,w (10>7 éols,w (11)>T and Q = I ®diag(q07 QI)
is the common value of (), over all w under Condition 1. This ensures

w w
(545) Z D;eols,weglsﬂqu = M2Q (Z éols,wégls7w> Q= (QOIS(Z7 Z/))ijzef]—

w=1 w=1
with
w
Qois(2,2") = My My Z Cots.w(2)€ols.w(Z)
w=1
_ {Mbe/(Wa —1)8(z,2') for z=(ab) and 2’ = (a'b') with a = d’,
N 0 for z = (ab) and 2’ = (a’t) with a # a’.

The numeric result on ‘7015 then follows from (S44), (S45), and D™ D = diag(Wo My, Wo M1, W1 My, W1 M)
by (S22) and (S43).

Asymptotic results. Let & and Y, be the common values of #, (* = sm, ht, haj) and Y, , (* =
ht, haj) under Condition 1, respectively. Proposition 3 ensures BOIS’F =Y — TYols = YQ for
v = (7V2)zeT Where 7, = s for all z € T. The asymptotic Normality of BMSJ then follows
from Lemma S8 with Jois = Yo1s + op(1) by Lemma S12. The asymptotic Normality of Bols.i.
follows from Bolg L= Bwls L as we just showed. The asymptotlc conservativeness of Vols o o=
F, L) follows from the same reasoning as that for les,L in the proof of Theorem 6.2. ]

S4.2. HC2 correction for the cluster-robust covariance estimators. The classic cluster-
robust covariances recover Vi and Vi, only asymptotically by Theorem 5.1. We verify in

this subsection the exact recovery of Vi by the HC2 correction in finite samples (Cameron
and Miller, 2015). Let

%152 = DT {Z DT I — Py 'w) 1/2 eols,w€§157w(l - Pols,w)_1/2Dw} (DTD)_l

f/;gQ { Z Ddg w I Pag,w)_1/2eag,w€:g7w (I - Pag,w)_1/2Dag,w} (D:gDag)_l

be the HC2 variants of V,;, and V;lg, respectively, with Pyjs o, = Dy, (DTD)_lDfU and Py =
Dag (D3 Dyg) ' Dy, o forw=1,..., W.

ag,w

~

THEOREM S1. f/agg = Vht. Under Condition 1, Volsg = Vagg =V.

PROOF OF THEOREM S1. We verify below the results on ‘N/agg and 17(,152, respectively.
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Proof of f/agg = ‘A/ht. It follows from D;ngag = diag(Wp, W1) ® Iz by (S22) and Dyg oy =
1(Aw = 0) . (IQ, 02><2> + 1(Aw = 1) . (OQXQ, IQ) by definition that Pag,w = Dag,w(DggD' ) 1l)T =

ag,w

nglg. This ensures

Z Dag w I - Pag,w)_l/Qea&we:g,w(I - Pang)_l/QDang

w
E 1T _ § : § : T T
1 - WA Dag weag,weag wDag w W _ ( Dangeag,weangag,w)

a=0,1 w:A,=a

such that

- . Wo Wi ~

by the form of » .4 _, Dy y€aguw€agwDagaw from (S23). The result then follows from
Theorem 5.1.
Proof of 170152 = V under Condition 1. Recall (M, My, M7) as the common value
of (My, Myo, My1) for all w under Condition 1. Assume without loss of generality
that the first My sub-plots in whole-plot w receive level 0 of factor B. Then D, =
(Dw,00> Dw701, Dw710, Dw711), where Dw,z = (1(Zw1 = Z), ceey 1(Zwa = Z))T with

Dy 00 = (134,:051,)" Duwor = (034,,137,)"s Dwio= Dwi1=0n if Ay=0;
Dy 00 = D01 =0n, Dwio=(13,03,)" Dwir = (0h,15,)" if Ay =1

This, together with D™D = diag(N,).c7 where N, = W, My, ensures

. . (M 0
Polsw =D, ( 1D 2 :N lDw,sz,z = M/A: < 0 (J)\/[oxMo =" > .
2T 1 M1><M1

T

Note that the two non-zero columns of D, namely (13, ,03, )" and (03, ,13,)", are

both eigen-vectors of Fy ., corresponding to the same eigen-value ng. They are thus also

the eigen-vectors of (I — Pyjs) /2, corresponding to the same eigen-value (1 — W ')~1/2,

such that (I — Pos) /2Dy = (1 - W ) 1/2D,, (Imai, Jiang and Malani, 2021, Section
C.3). This ensures

Z DZJ (I - Pols,w)_l/Qeols,weglsﬂU(I - Pols w /2D W — 1 ( Z D;eols,we§157wa>
— a= 0 1 . —

and hence

- . W, W- -
Vols2 = {dlag <Wo E W, i 1) ®12}%1s

D,, from (S45). The result for 170152 then follows from

ols,w

by the form of Zw:Al D} eqis wey

Proposition S1.
O
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S4.3. Covariate adjustment via factor-based regressions. We give in this subsection the
details on covariate adjustment under factor-based regressions.

Let fus = (Aw — 1/2,Bys — 1/2,(Ay — 1/2)(Bys — 1/2))" and fy,(Ayb) = (Ay —
1/2,b—1/2,(Ay — 1/2)(b — 1/2))" be the vectors of the non-intercept regressors of (14)
and (15), respectively. The additive and fully-interacted extensions of (14) and (15) equal

(546) Yiws ~ 1+ fus + Tws,

(S47) U (Auwb) ~ 1+ fu(Awb) + bu(Awb),

(S48) Yis ~ 1+ fus + Tws + fus @ Tws,

(S49) U (Awb) ~ 1+ fu(Awb) + D (Awb) 4 fu(Awb) @ D4y (Awb),

respectively. Let %T/,F and %T/,L be the coefficient vectors of fy,s and f,,(Ayb) from (S46)—
(S49) under fitting schemes t = ols, wls ag, respectively, with cluster-robust covariances Q/T o
for (f,0) € {ols, wls,ag} x {F,L}. Let 7,, ,(c,v) and Q, .(a,v) be the variants of 7/

ag,o ag,o and
Q;g ., after including the centered whole-plot size factor, (a,, — 1), as an additional whole-plot
level covariate in addition to ©0,,(A,,b). Proposition S2 below follows from the invariance of
least squares to non-degenerate transformation of the regressors and, together with Theorems
6.1-6.2 and Proposition 5, ensures the optlmahty of Tag, L(a v) for estimating the standard
factorial effects (74, 7y, Tan)" = GoY among {7/, Tui o; Tag> Tagor Tag.o(C V) 10 =F, L}

PROPOSITION S2. For { = ols, wls, ag and © = F, L, we have

o o=Gobro, = GoVi oG
%a{g,o(av U) = GOBag,o(a, U)? Qgg <>( ) = GO‘/ag,O(av U)Ga

Recall 73; as the coefficient vectors of the non-intercept terms from the unadjusted factor-
based regressions (14) and (15), respectively, for estimating (74,75, 7ap). Let (%T/,B’%T/, as)
and (7{ ., 7{ ;) be the elements of 7 and 7/, corresponding to (7s, 74s), respectively.
Proposition S3 below states the invariance of (%T/,B’%T/, ) to additive covariate adjustment
when the z,,’s are identical within each whole-plot for T = wls, ag. The result extends to the
sub-plot effects and interactions under the general 7}, x Ty design with minimal modification
of the notation. This illustrates a key difference between the additive and fully-interacted
adjustments under factor-based specifications; see Section S5 for examples from simulation
studies.

PROPOSITION S3.  For T = wis,ag, (7 5,7 x5) = (T p 5 Tt pap) if Zws = 2y for all
ws € S.

PROOF OF PROPOSITION S3. Let A, and B, be the N x 1 vectors of the centered fac-
tor indicators (Ays — 1/2)yses and (Bys — 1/2)yses, respectively, where A, = A,,. Let
X = (z11,...,2w My )" With 2,5 = x,,. The design matrices of the unadjusted and additive
factor-based unit regressions (14) and (S46) equal

C:(1N7A07BC7ACOBC)7 CF:(1N7ACJX7BC7ACOBC)7

respectively, after a reshuffle of the column order in C. Recall II = diag(mys)wses as the
weighting matrix under the “wls” fitting scheme. Direct algebra shows that C7 = (1x, A.),
Cr1=(1n,Ac,X), and Cy = (B, Ac o B.) satisfy

CiMCy =0,  Cp TGy =0
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due to Zi\i‘“l Tws(Bws — 1/2) = 0 for all w following from (S19). This ensures

CT[Cz(ClTHCl X > CEHC;(CFTJHC“ 0 )

0  CylICy 0  CIUCy
implying (%\fvls,B7 7~_\fvls,AB)T = (CQTHCQ)_lCQTHY = (%\Iles,F,w 7:\fv157F,AB)T'
The proof for } = ag follows from identical reasoning and is thus omitted. O

S4.4. General Ty x Ty split-plot design. Renew Sh;, Shej, and S, as the scaled be-
tween and within whole-plot covariance matrices for Y,s(z) and Y, (z) under the gen-
eral T, x Ty split-plot design. Renew H = diag(p; ')ae, ® 11,51, — Lj7x|7) and Hy, =
diag(p, ae, ® {diag(ayy)eer; — 11x1,} With pa = Wa/W and qup = M/ M,,. Corol-
lary S2 below extends Lemma 1 and Theorem 4.1 to the general T, x Ty split-plot design.
The proof is identical to that of the 22 case and thus omitted.

COROLLARY S2. Lemma 1 and Theorem 4.1 hold under the T, x Ty split-plot random-
ization and a generalized version of Condition 2 for a € 7,, b € T, and z = (ab) € T.

The unit regression (6) extends to the T x Ty split-plot design as

(S50) Yis ~ > W(Zus = 2).
z€T

Lemma S13 below states a numeric result on the invariance of least-squares fits of (S50) to
treatment-specific scaling of the fitting weights. The result ensures that the theory we derived
under the “wls” fitting scheme with inverse probability weighting extends to a much larger
class of fitting weights with no need of modification. See Remark 2 in the main text for an
example. We state the lemma in terms of general multi-armed experiment to highlight its
generality. The proof follows from direct algebra and is thus omitted.

LEMMA S13. For a general experiment with treatment levels T = {1,...,Q} and units
i=1,...,N, let Y; denote the observed outcome, Z; € T denote the treatment assignment,
w; > 0 denote an arbitrary weight, and p; > 0 denote a scaling factor that is a function of Z;
only. The least-squares fits of Y; ~ >, .+ 1(Z; = z) with weights (w;)_, and (w;p;)1x; yield
identical coefficients, heteroskedasticity-robust covariance, and cluster-robust covariance by
arbitrary clustering rule.

S4.5. Fisher randomization test. We give in this subsection the details on the Fisher
randomization test under split-plot randomization. Assume a general T, x Ty split-plot ex-
periment with potential outcomes {Y,,5(2) : z € T }uses- The weak null hypothesis concerns

HONGYzO

for some full-row-rank contrast matrix G with rows orthogonal to 1,7 . Given observed data
Z = (Zws)wsess Y = (Yws)wsess X = (Tws)wses, and Z as the set of all possible values
that Z can take under the split-plot randomization restriction, we can pretend to be testing

Hog : Yys(2) = Yis forall wseSandz€ T

as a strong null hypothesis that is compatible with Hy, and compute the p-value as

PrrT = ‘Zrl Z 1{t(Z/,Y,X) Zt(Z,Y,X)}
Z'eZ
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TABLE S1
Thirteen regression schemes based on the unadjusted, additive (“F”), and fully-interacted (“L”) factor-based
specifications. Recall fuws = (Aw — 1/2, Bws — 1/2,(Aw — 1/2)(Bws — 1/2))T and
Fw(Awb) = (Aw — 1/2,b—1/2, (A — 1/2)(b—1/2))T as the vectors of the non-intercept regressors from
(14) and (15), respectively. Prefixes “ols”, “wls”, and “ag” indicate the fitting schemes. Suffixes “x.F” and
“x.L” denote the additive and fully-interacted specifications for covariate adjustment, respectively. For the
aggregate regressions, we use “x”, “m”, and “xm” to indicate three choices of covariate combinations: (i) uses
the scaled whole-plot total covariates tw(Awb) = arwZw (Awd) (“x”), (ii) uses the whole-plot size factor aw
(“m”), and (iii) uses both (“xm”).

regression fitting
scheme scheme model specification
ols 1+ fws
ols.x.F ols 14+ fws + zws
ols.x.L 1+ fws + 2ws + fws ® Tws
wls 1+ fws
wls.x.F wls 1+ fws + zws
wls.X.L 1+ fws +zws + fws @ Tws
ag 1+ fw(Awb)
ag.x.F 14+ fw(Awbd) + dw(Awbd)
ag.x.L 14+ fw(Awb) + tw(Awbd) + fw(Awbd) & tw(Awb)
ag.m.F ag 1+ fw(Awd) + (aw — 1)
ag.m.L 14+ fw(Awb) + (aw — 1) + fw(Awd)(aw — 1)
ag.xm.F 14+ fw(Awd) + (aw — 1) + 9w (Awb)
ag.xm.L 14+ fw(Awd) + (aw — 1) + 9w (Awd) + fw (Awd) (aw — 1) + fw(Awd) & tw(Awbd)

for some arbitrary test statistic ¢(Z,Y, X ). Of interest is the operating characteristics of pgr
when only Hgy holds.

Renew B = {Bwls, 6W15<>, Bag, Bag o ﬁago(a v) : o =F,L} as the collection of regression
estimators of Y that are consistent under the general T}, x T split-plot design. Let t2(5) =
(Gﬁ) (GVGT) LG 3 be the robustly studentized test statistic based on 3 € B, with V as the
corresponding cluster-robust covariance. The robust studentization ensures that the resulting
perr controls the type one error rates asymptotically in the sense of

lim P(ppr < @) <a forall o€ (0,1)
W—o0
for all € B under Conditions 2-3. The Fisher randomization test with t2(5) is there-
fore finite-sample exact for testing the strong null hypothesis and asymptotically valid for
testing the weak null hypothesis under split-plot randomization for all 8 € B. The duality
bet\yeen confidence interval and hypothesis testing further ensures that the test based on

t2(Bag.L(,v)) has the highest power asymptotlcally when the generalized version of (12)

holds. The same guarantees also extend to B eq 6015, ﬁols - 5013 .} under Condition 1.

SS. Simulation. Define a regression scheme as the combination of model specification
and fitting scheme. We illustrate in this section the validity and efficiency of thirteen re-
gression schemes for estimating the standard factorial effects 7,, 75, and 7,5 under the 22
split-plot design, summarized in Table S1.

Consider a 22 split-plot experiment with a study population nested in W = 300 whole-
plots. We set (Wo, W1) = (0.7W,0.3W) and generate (M0, M1, My)V_, as My =
max(2, (o), My1 = max(2, (1), and My, = M0 + M1, respectively, with the (,0’s be-
ing i.i.d. Poisson(5) and the (.1 s being i.i.d. Poisson(3). For each w =1,..., W, we draw a
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scalar group-level covariate x, from N (0.2,0.5), and set x5 =z, for s =1,..., M,,. The
potential outcomes are then generated as

Yus(00) = 0y + 0.5 4+ 222 | + €ys, Yius(01) = —0.50,, + 14+ 22, + €y,
Yius(10) = 0.50, + 1 — 22, + €ws, Yis(11) = 0y + 2 + 222, + €4s

for ws € S, where the 0,,’s are independent N (20, / Max, 0.2) with Moy = maxy,—1 . w My,
and the €,’s are i.i.d. Uniform(—1,1). Fix {Yys(2), Zws : 2 € T }wses in simulation. We
draw a random permutation of Wj 1’s and W, 0’s to assign factor A at the whole-plot level,
and then, for each w =1,..., W, draw a random permutation of M,,; 1’s and M,y 0’s to
assign factor B in whole plot w.

The procedure is repeated 2,000 times, with the biases (“bias”), true standard deviations
(“sd”), average cluster-robust standard errors (“ese”), and coverage rates of the 95% confi-
dence intervals based on the cluster-robust standard errors (“coverage”) for all three standard
effects summarized in Figure S1. We separate the results into “unadjusted vs. additive regres-
sions” and “unadjusted vs. fully-interacted regressions” for ease of display.

Figure S1(a) shows the comparison between the unadjusted and additive regressions. The
first row illustrates the biases in the OLS estimators under non-uniform split-plot designs.
The second row illustrates the efficiency gain by covariate adjustment for estimating the
whole-plot factor effect. The covariate-adjusted regressions “ols.x”, “wls.x”, “ag.m”, and
“ag.mx” yield less variable estimators than their unadjusted counterparts under all three fit-
ting schemes. The comparison between “ag”, “ag.m”, “ag.x”, and “ag.mx” under the “ag”
fitting scheme further highlights the importance of whole-plot size adjustment for improving
efficiency. The results for the sub-plot factor effect and interaction, on the other hand, remain
unchanged under the “wls” and “ag” fitting schemes as Proposition S3 suggests.

The third row shows the average cluster-robust standard errors for estimating the true stan-
dard deviations. Compare it with the second row to see the conservativeness that is coherent
with Theorems 4.2—6.1. The last row illustrates the validity of the regression-based Wald-type
inference. The overall conservativeness is, again, coherent with Theorems 4.2—6.1.

Figure S1(b) shows the comparison between the unadjusted and fully-interacted regres-
sions. In addition to the same observations as in Figure S1(a), it also illustrates the effi-
ciency gain by covariate adjustment for the sub-plot factor effect and interaction as well. The
“a.mx.L” regression scheme, as the theory suggests, secures the highest efficiency overall.

Lastly, Figure S2 gives the results when the covariates are not constant within each whole-
plot. Inherit all settings from above except that we now generate s aS Tys = Ty + €ws»
where the €,;’s are i.i.d. N'(0,0.5). The gain in efficiency by covariate adjustment for esti-
mating the sub-plot factor effect and interaction now surfaces under the additive regressions
as well.
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FIGURE S1. Comparison of the least-squares estimators with Tws = Tw.

(a) Comparison between the unadjusted and additive regressions. We suppress the suffix “.F” in the names of the
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FIGURE S2. Comparison of the least-squares estimators with varying xws within each whole-plot.

(a) Comparison between the unadjusted and additive regressions. We suppress the suffix “.F” in the names of the
additive regressions to save some space.
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