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ABSTRACT
Spellchecking functionality embedded in existing search tools
can assist children by offering a list of spelling alternatives
when a spelling error is detected. Unfortunately, children tend
to generally select the first alternative when presented with
a list of options, as opposed to the one that matches their in-
tent. In this paper, we describe a study we conducted with 191
children ages 6-12 in order to offer empirical evidence of: (1)
their selection habits when identifying spelling suggestions
that match the word they meant to type, and (2) the degree of
influence multimodal cues, i.e., synthesized speech and im-
ages, have in prompting children to select the correct spelling
suggestion. The results from our study reveal that multimodal
cues, primarily synthesized speech, have a positive impact on
the children’s ability to identify their intended word from a list
of spelling suggestions.
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INTRODUCTION
The use of search tools, including popular search engines like
Bing or Google, for online information discovery has become
a valuable asset for children [2, 29, 34]. Unfortunately, chil-
dren continue to struggle during their interactions with search
engines in their quest for appropriate and relevant information
[32]. The primary starting point for information discovery
tasks, is typed queries, which frequently contain spelling er-
rors. This is a concern given that the use of correct terminology
is a crucial step in formulating queries that a search engine can
effectively process [26]. In other words, queries containing
spelling errors can lead search engines to retrieve resources
that do not accurately respond to the information needs of
users; in fact, these misspelled queries can yield no results at
all [14]. Given that misspellings are common in a web search
environment [12], even more so among children [10, 8], the
need to support young users with formulating queries free of
misspellings becomes a must.

Information Retrieval and Natural Language Processing re-
searchers, among others, have allocated research efforts to the
design and deployment of strategies for spelling corrections
targeting web search environments [15, 24]. These strategies,
however, overlook the fact that child misspellings often differ
from those of an adult [8]. Outcomes from a recent empirical
study indeed demonstrate that a spellchecker tailored to the
orthographic development of children can generate spelling
suggestions that better relate to children’s intended formula-
tion [7]. The authors did note that when using spellchecking
to aid in formulating queries, children do not always select the
correct spelling suggestion (for example, suggestions as de-
picted in Figure 1a). More specifically, when children are pre-
sented with suggested spelling corrections the word children
click on in order to fix the misspelling does not always match
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the word they intended to type. When presented with spelling
suggestions, children tend to select the first option, even if it
is not the word that matched their intent [7]. This aligns with
behavior seen in young children where they gravitate towards
top-ranked alternatives when presented with search engine
results pages [25] or query suggestions [1].

Given that different words can be used to express a similar
information need, it is not always possible for a spellchecking
strategy to position the “correct” spelling at the top of the
spelling options. As possible alternatives that can enhance
the design of spellchecker interfaces, Druin et al. [10], who
explored children’s interaction with search interfaces, advo-
cated for interactive spelling assistance as well as the use of
different forms of input for search interfaces (e.g. images) that
could help with visual searchers (a search role they defined
that is characterized by children who prefer to search with a
visual context). For those who are visually impaired, or just
do not prefer the visual context, audio descriptions have been
shown to be a useful guide for children’s visual attention [30].
In general, the less a child knows about the domain of search,
the more likely the child is to need recognition aids to prompt
his or her memory and develop an appropriate search strategy
[6]. Prior research leaves unresolved the question of how to
effectively aid children in choosing the word they meant to
type from a list of spelling suggestions.

Inspired by the lessons learned that were reported in [7, 10],
in this paper we discuss the results of an empirical analysis
we conduced to investigate the influence of multimodal cues
(i.e., images and audio playback) in assisting children (ages
6-12) when selecting suggested spelling alternatives. We use
as a starting point the spelling suggestions generated by a
child-oriented spellchecker,1 known to better respond to chil-
dren’s spelling strategies, and enhance its functionality by
incorporating multimodal cues in order to investigate how
these cues can help children effectively select the spelling sug-
gestion that meets their original intent. In order to determine
the effectiveness of the aforementioned multimodal cues, we
implemented a protocol that uses fact-based and open-ended
search tasks; these enable us to generate query logs capturing
children’s interactions with a search tool offering enhanced
(i.e., multimodal) spellchecking functionality. Child partici-
pants (n=191), in a between-subject experimental design, used
a search tool with four conditions with varying media cues
accompanying the spellchecking suggestions: no cues, audio,
image, or both audio and image.

Quantitative analysis of query logs, in addition to observations,
led to the results and lessons learned which are reported below.
In short, we found that there is benefit from the use of different
multimodal cues to help children when choosing the intended
spelling correction. Additionally, with the use of multimodal
cues, we observed that children were more likely to explore
their options rather than resort to the first available alternative.

1We chose this spellchecker, as it is the state-of-the-art for children;
yet, any spellchecker could have been used instead. In other words,
spellchecker implementation is independent of the research presented
in this paper. We will make available a link to the algorithmic imple-
mentation of the kid-friendly spellchecker upon publication.

The primary contribution of this work is a comparison of
the effectiveness of media cues in a spellchecking interface
for children, which provides in-sights on the limitations of
existing tools when it comes to handling children’s selection
of spelling suggestions.

The rest of our paper is organized as follows: We first dis-
cuss related work. This is followed by a description of our
method, including the protocol for data collection, baseline,
and selection of the synthesized voice required for our audio
condition. Thereafter, we present experiments along with an
in-depth discussion of results and limitations. We offer at the
end some concluding remarks and directions for future work.

RELATED WORK
In this section, we discuss literature pertaining to search en-
gines, spelling, and search interfaces, which offer context for
our work.

Search Engines and Spelling Correction. To complete a
search task, formulation of a well-defined query is crucial [11].
Since correct spelling contributes to query formulation and the
quality of the results, it is imperative to assist the user when
they misspell a word. Some search engines have in-built auto-
matic spelling correction feature as spelling mistakes are very
common in user-generated text. Many websites have a feature
of automatically giving correct suggestions to the misspelled
user queries in the form of “Did you mean?” suggestions
or automatic corrections [12]. Unfortunately, these built-in
features are known to be better suited for adult misspellings
only.

Children, Search Engines, and Spelling. There are numer-
ous documented barriers when it comes to children interacting
with search engines, including their limited vocabulary, lack of
knowledge of query formulation or the use of Boolean logic [1,
11, 4]. They emerge from the fact that primary school age chil-
dren are known to (i) read slowly and are still learning to write
[18, 21], (ii) have limited domain knowledge [28], and (iii)
experience difficulties typing on a keyboard [36]. These rea-
sons make searching a tedious task and can result in problems
with query formulation including spelling errors [5, 19]. As an
attempt to help with this concern, the authors in [7] introduced
Kidspell, an English based spellchecker suited to children’s
orthographic development. It emerged from the results of their
experiments that despite having spelling suggestions that cap-
ture children’s needs better than popular spellcheckers, such
as Aspell 2 or Bing 3 Spell Check, most children clicked on
the first suggestion even if it was not the most relevant one
(i.e., the correct spelling of the intended word was lower in
the list). This is what inspired our exploration of incorpo-
rating different modalities that could draw attention to the
many spelling alternatives spellcheckers tend to offer given a
misspelled word.

Search Engine Interfaces and Multimodal Cues. In a pilot
study, Bilal investigated the searching behavior and success of
22 seventh grade science students in using the Yahooligans!
search engine to find information on a research task [4], but
2http://aspell.net/
3https://tinyurl.com/AzureSpellcheck



children failed in their quest mainly due to their lack of knowl-
edge of how to use the engine. Similarly, Gossen studied
several search interfaces designed for children, and concluded
that that visual cues were helpful for formulating queries [16].
Zha et al. showed that displaying images relevant to the search
query improved query suggestions and query formulation, but
their study was limited to adult users only [39]. Gossen et al.
studied various information presentation strategies and tested
them to see if children selected the correct resource from a
group of relevant resources, but in that paper the focus was
on making the information more engaging rather than helping
with effective search task completion [20].

Moreover, considering audio cues, the authors in [31] explored
the degree to which the use of a vocal assistant as an inter-
mediary between a child and a search engine can ease query
formulation. An evaluation of a computer-based Picture Ex-
change Communication System approach investigated how the
virtual tutor’s voice influences the children’s participation and
performance [27]. Furthermore, young non-verbal children
with autism respond to an on-screen “virtual tutor” through
the manipulation of picture/symbol cards. Analysis of the
children’s responses suggest that they were able to use the
system more effectively when the virtual tutor had a synthetic
voice, rather than a human voice [27].

These studies suggest that search engines need to be intuitive
and engaging for adults and children. Below we highlight how
visual and audio cues and lead to improved engagement–two
modalities which we use in our work reported here. These
findings also align with established theories of learning, par-
ticularly Dual Coding Theory which posits that providing
information in multiple modalities (e.g., text, images, and au-
dio) aids readers’ comprehension [35]. Therefore, we take
inspiration from these works to make use of multimodal cues
(i.e., images and audio) to assist children in making correct
spelling suggestion selections.

METHOD
In this section, we explain the protocol used in the experiments
we conducted to investigate the effects of multimodal cues on
children’s ability to find their intended word among a list of
spelling suggestions as well as their selection tendencies when
interacting with a spellchecker.

Protocol
In order to answer our research question for identifying which
multimodal cues, if any, would better guide children’s inter-
actions with spellcheckers, we adapted the protocol defined
in [31], which establishes four dimensions for conducting ex-
periments related to search tools: (1) task, (2) user group, (3)
strategy, and (4) environment, which, taken together, afford us
the ability to systematically compare across experiments. In
our case, we specify each of these four areas as follows:

1. Task. In order to elicit search queries from children, facili-
tators gave verbal prompts to serve as a starting point for a
typical online search query. For this reason we relied on two
types of prompts: fact-based, which are less complex and
require children to locate specific and quick answers, as well

as open-ended prompts, which require more in-depth con-
sideration of the content of the search results. See sample
questions in Table 1.

2. User group. Participants were children ages 6 to 12. We
selected this age group to represent children who have
likely developed the basic phonetic skills needed to attempt
spelling, but have yet to obtain advanced orthographic skills
[3].

3. Strategy. We make use of a custom search tool targeting
children. Our custom search tool serves as a search inter-
face for submitting queries and provides search results via
Google’s web API with safe-search functionality enabled.
In addition, the search tool provides a spellchecking utility.
During query formulation, when a spelling error is iden-
tified, it will be underlined and colored in red. Hovering
over the spelling error will provide a list of up to 5 spelling
suggestions. The settings can be configured to utilize one
of many spelling suggestion algorithms (e.g. Aspell, Bing
Spell Check, KidSpell). Dependent on the settings, as seen
in Figure 1, hovering over a suggestion can display a rel-
evant image and/or read the word aloud using a speech
synthesizer. Clicking on a spelling suggestion replaces the
spelling error with the suggested spelling. All user interac-
tions with the interface are automatically recorded.

4. Environment. Search tasks were performed by children
at local STEM events hosted at three local venues – two
elementary schools and a local community building. The
stem event held at the community building was organized
by state government agencies where children were bussed in
from their respective schools and participated as an informal
education (i.e., a fieldtrip) experience. Each event contained
multiple STEM-related booths and hands-on activities. Chil-
dren formed their queries based on verbal search prompts
assigned by a facilitator (i.e., a member of the research
team). Facilitators observed and recorded interactions chil-
dren made with the search interface and the interface logged
children’s queries and interactions with the spellchecker.

Search Task Type

Fact-based

Who was the first computer programmer?
What is the state bird of [ANON]?
How far away is the Sun?
How tall is a tyrannosaurus rex?

Open-ended

Find me a cool fact about space.
Find me a difference between Earth and Mars.
Find me an interesting fact about Albert Einstein.
Find me a fact about your favorite dinosaur.

Table 1. Sample tasks prompts presented to study participants, grouped
by type.

PRELIMINARY SETUP: ESTABLISHING A BASELINE AND
SYNTHESIZED VOICES
In this section we discuss the necessary preliminary setup
performed in order to effectively test each of the experimental
conditions. To establish a baseline, we setup a condition
in which children completed the tasks specified above using



(a) Traditional spellchecking functionality with no visual aid (control and
audio playback conditions).

(b) Spellchecking functionality enhanced with images (image and multi-
modal cue conditions).

Figure 1. Figures depicting spellchecking functionality offered to children interacting with the custom search tool. Both of the visual aids shown can be
accompanied by audio playback of the hovered suggestion.

an interface that when a word was misspelled would allow
children to choose from spelling suggestions with no audio
or image cues to assist them. The results from this baseline
condition serve as a measure for the effectiveness of each of
the multimodal cues explored later.

As an additional preliminary setup to the audio cue condition,
in which spelling suggestions will be read aloud to users via
speech synthesis, we setup an experiment to see which (if any)
speech synthesis voices were more suitable than others when
considering children as the user base.

Baseline Condition: No Cues
This baseline study was performed at the STEM event of a
local elementary school with 51 child participants (ages 6-12).
In this particular instance, the search system offered basic
spellchecking functionality (i.e., no images or audio to assist
children in their spelling suggestion selections). Given the
user group, we made use of Aspell, a traditional spellchecker,
and KidSpell, a spellchecker that is explicitly designed to
respond to the spelling needs of children [7], with the intent
to determine which spellchecker was more suited towards
children’s information needs.

KidSpell is a phonetic-based, English spellchecker, designed
for the spelling needs of children by addressing the phono-
logical strategies children use to spell. A phonetic similarity
technique is used to map words to a phonetic form which is
used to find words that are similarly pronounced. For exam-
ple, the spelling error afishil and the correct spelling official
would map the same phonetic form, making official a suit-
able spelling suggestion despite having few letters in common.
Preliminary studies from this experiment have demonstrated
that KidSpell outperforms traditional spellcheckers, such as
Aspell, when correcting spelling errors made by children in
online search queries [7]. As such, KidSpell is solely used in
following experiments.

As part of our study to examine children’s ability to find their
intended word among a list of spelling suggestions, we ob-
served that despite being given the correct word as a spelling
suggestion (meaning it appeared in the list of 5 suggestions
provided), children chose their intended word just 68% of the
time. In the 84 queries formulated by 51 children, they made
an attempt to correct their spelling by clicking on a spelling
suggestion 56 times. Out of the 47 selections where chil-
dren clicked on a suggestion where their intended word was
available, they clicked on their intended word just 32 times.

We further examined the position of the suggestions children
clicked along with how well those selections matched their
intent. Most children selected the word at the first position
in the baseline condition when there were no cues (as seen in
Table 2). In most cases, this selection matched their intended
word. However, there were still several cases when clicking
on the word in the first position was not correct. In fact, the
number of times children clicked on the first word incorrectly
was more than double the times the children clicked incor-
rectly on words in any other position, as noted in Table 3.
Additionally, in the nine scenarios where the intended word
was not available on the list of suggestions, children tended to
click on the higher ranked suggestions.

These results suggest that children frequently selected the
word in the first position regardless of whether it matched their
intended word or not, which resulted in many mistakes. The
tendency of children to resort to the first available option is
analogous with children’s selection tendencies observed in
related research [25].

Despite advances in spellcheckers for children, we cannot
expect that spellcheckers will be able to fully recover the
intent of the child as the first suggestion, which is one reason
why spellcheckers provide multiple suggestions. This led to
the research question and primary contribution of this paper



K No Cues Audio Only Images Only Both Audio & Images
Clicks Correct % Clicks Correct % Clicks Correct % Clicks Correct %

1 28 21 .75 16 16 1.0 16 12 .75 12 9 .75
2 4 2 .50 12 10 .83 13 12 .92 14 13 .93
3 4 3 .75 19 18 .95 7 5 .71 16 14 .88
4 8 5 .63 9 9 1.0 7 7 1.0 21 19 .90
5 3 1 .33 9 7 .78 8 8 1.0 9 9 1.0

Total 47 32 .68 65 60 .92 51 44 .86 72 64 .89

Table 2. Analysis of spelling suggestions. Clicks are the number of suggestions clicked at position K; Correct is the number of clicks that correctly
matched the child’s intent and % is the proportion of clicks that matched their intent.

K No Cues Audio Image Both
1 7 0 4 3
2 2 2 1 1
3 1 1 2 2
4 2 0 0 2
5 1 2 0 0

Table 3. Position location of spelling suggestion selections when making
an incorrect selection.

as to the affect cues can have on helping children select the
spelling of words that best match their intent.

Selecting the Speech Synthesis Voice
As part of the setup to the conditions that involved audio play-
back, it was necessary to select a single synthesized voice
to be used as a constant across all experimental conditions.
We noticed that speech synthesis systems utter misspelled
words with high fidelity to the the misspellings, making them
potentially useful for aiding children who can hear how any
combination of letters (i.e., non-words) might be pronounced.
Given the various choices of speech synthesis voices, we first
conducted a preliminary study in order to determine if any
speech synthesis voices were more viable than others in terms
of having clearer pronunciation or their ability to be under-
stood by children. This study was performed with 8 children
aged 6-11 years. The child participants are members of an
inter-generational design team that meets in a research lab
twice a week [9, 13, 23].

Four American-accented voices were selected for compari-
son, each from Amazon’s speech synthesis service Polly4: Ivy
(child female), Joanna (adult female), Justin (child male), and
Matthew (adult male). The adult voices were chosen on the
basis of having natural speech and neutral accents when com-
pared to the other adult options. The child voices were chosen
as options that could be perhaps be more relatable to children.
Each of the four voices were used to make recordings of select
sentences, examples of which can be seen in Table 4. The sen-
tences were directly chosen from (or modeled after) phrases
used in a research-based assessment of children’s ability to
identify different phonemes in spoken phrases [37].

4Amazon Polly: https://aws.amazon.com/polly/

Correct Sentence Incorrect Sentence
This is my favorite book This is my favtit book
Throw me the ball Thow me the ball
Robots have circuits Robets have circuits
Make a design Make a desine

Table 4. Examples of sentences used for speech synthesis recordings in
the voice selection preliminary study.

Two recordings were created for each sentence: a correct ver-
sion of the sentence and an incorrect version where one word
was altered using a spelling error created by children found
in previous research [7]. Using each of the four voices, we
tabulated the children’s ability to detect a difference between
the two sentences, identify which of the spoken sentences was
incorrect, and identify the word that was pronounced incor-
rectly, the results of which can be seen in Table 5. Although,
the Joanna voice performed best on each metric, the results
were not statistically significant as per McNemar’s statistical
significance test. However, given that the use of adult, fe-
male, American speech synthesis voices in other existing work
showed promise [33, 38], we chose to use the Joanna voice
for the conditions discussed in the following sections.

Ivy Joanna Justin Matthew
Detect Difference 0.930 0.972 0.945 0.918
Identify Sentence 0.845 0.877 0.863 0.863
Identify Word 0.915 0.959 0.904 0.877

Table 5. Proportion of participants that were able to detect a difference
between the two sentences, identify which sentence was incorrect, and
identify which word was incorrect for each speech synthesis voice.

EXPERIMENT
In this section, we describe the procedure as well as the re-
sults obtained from each of the three experimental conditions
(audio-only, image-only, and both audio and image). The ex-
periments included input from 140 children who performed a
total of 297 queries at STEM events located at an elementary
school and a local community building.

In general, we follow the protocol outlined earlier in the
Method section. The experiments described below were
between-subject in design. As such, each child only used



one of the three possible interface conditions. There were
three computers setup at each event, each computer had a dif-
ferent conditions setup on it. Children were randomly asked to
approach a computer, and as such the condition used by each
child was chosen randomly and children were not aware of
alternative conditions. Additionally, the order of the spelling
suggestions that were provided when a word was misspelled
was randomized in the three conditions in order to see what
effect a random order might have as compared to the baseline
where the order of suggestions were ranked by the spelling
suggestion algorithms. Children’s spelling intent was deter-
mined by a consensus of the event facilitators with help from
the notes taken by facilitators, query log information, and
search prompts given. Interactions with the spellchecker were
analyzed for children’s selection tendencies as well as their
ability to select their intended word.

Condition 1: Audio Playback Cues
This condition follows the protocol described earlier, but
makes use of the speech synthesis option in the search tool to
read spelling suggestions aloud.

Procedure
Similar to the set up of the study we discussed above for our
baseline experiment, here children were given verbal prompts
to search and provide answers to queries (sample queries in
Table 1) while audio cues were provided for misspelled words
to help searchers identify their intended word from a list of
spelling suggestions. Whenever a user hovered over a given
spelling suggestion (see Figure 1a), synthesized speech using
the Joanna voice read the suggestion aloud to the child through
over-the-ear headphones.

Results
We observed 57 children who generated 115 queries and made
68 attempts to correct their spelling by selecting a spelling
suggestion. Out of the 65 correction attempts where their in-
tended word was available as a suggestion, children selected
their intended word 60 times. Compared to our baseline ex-
periment, in which children were given no cues, we observed
a significant improvement in their ability to find their intended
word, improving from just 68% to 92%. This result was found
to be statistically significant using the two-proportion z-test (p
< 0.05).

We further analyzed the selection tendencies of children based
on the ranking position of their selected spelling suggestion.
With the use of audio queues, children were able to consis-
tently make correct selections regardless of the position the
spelling suggestions clicked, as seen in Table 2. Furthermore,
children never made an incorrect selection when selecting the
first option and, overall, were more willing to explore other
options when compared to the baseline experiment. This is
a welcome result that emphasizes the importance of assistive
cues for children when interacting with spellcheckers. Addi-
tionally this aligns with research that shows that children spell
using phonological strategies [22]. We infer the use of audio
queues helped reinforce the child’s known pronunciation of a
word and often led them to a correct selection.

Condition 2: Visual Cues
This condition follows the same protocol as the above con-
dition, but uses visual aids to help searchers identify their
intended word from a list of spelling suggestions.

Procedure
When a spelling suggestion is hovered over with the mouse,
a relevant image is displayed next to it; an example can be
seen in Figure 1b. Images are acquired using Google’s Image
Search API with safe search enabled. The first image available,
using the spelling suggestion as the query, is the image chosen
to be displayed alongside each spelling suggestion.

Results
We observed 61 children who generated 102 queries and made
55 attempts to correct their spelling by selecting a spelling sug-
gestion. Among the 51 attempts made to correct their spelling
where their intended word was was an available suggestion,
children selected their intended word 44 times. Compared to
our baseline experiment, children were more readily able to
find their intended word among a list of spelling suggestions,
finding that word in 86% of scenarios compared to just 68%
in the baseline. This result was found to be statistically signifi-
cant using the two-proportion z-test (p< 0.05). However, the
image cues did not perform as well as the audio cues did, in
which children found their intended word in 93% of scenarios,
as discussed in the previous section.

We also see as a result of examining the interactions that re-
sulted from this experiment that, when making an incorrect
selection, children were more likely to select the higher posi-
tioned spelling suggestions. Similar to the baseline condition,
despite their intended word being located primarily in the first
position, children most frequently made incorrect selections
at that position. In the 7 attempts where children made an in-
correct selection, 4 of the selections came at the first position,
1 at the second position, and 2 at the third position. Although
children still often resort to the first available option, we see
an improvement to their ability to find the intended word when
compared to the baseline experiment.

Condition 3: Multimodal Cues – Audio Playback & Image
This condition follows the same protocol as the previous con-
ditions, but uses both audio and visual cues to help searches
identify their intended word from a list of spelling suggestions
(see example b in Figure 1). The audio and images are from
the same sources as the first two experimental conditions.

Results
We observed 59 children who generated 80 queries and made
73 attempts to correct their spelling by selecting a spelling
suggestion. Among the 72 attempts to correct their spelling
where their intended word was available as a spelling sugges-
tion, 64 of those selections were the intended spelling. The
correct selection rate of 89% is an improvement from the rate
of 68% seen with baseline experiment and was found to be
statistically significant using the two-proportion z-test (p <
0.05). It notably outperforms the image-only cue, which had
a correct selection rate of 86%; yet, less than the rate of 92%
seen in the audio-only cue.



(a) Concrete word (b) Abstract word

Figure 2. Figures depicting the images displayed along side spelling suggestions: left, “bird”, and right a more abstract word, “difference”.

Note that although these cues were tested with different queries
on different children, the correct selection rate with both image
and audio cues was almost exactly the average between the
separate audio and image conditions. This suggests to us that
the images may have a direct impact on how helpful the audio
was in the selection process. Why images did not contribute as
much to children’s spelling suggestion selection as audio is an
open question, but we offer possible explanations: (1) many
spelling mistakes made by children are generally phonetic,
yet images do not provide any feedback on the phonetics of
a particular word spelling (whereas the audio does), and (2)
many of the words that children first learn are concrete in
that they denote physical things (e.g., chair or ball), and will
likely have corresponding images that represent them, whereas
abstract concepts (e.g., utopia or democracy) do not. We leave
a systematic evaluation of concrete vs. abstract spelling errors
for future work.

An interesting observation from the examined incorrect se-
lections is that that when selecting an incorrect spelling sug-
gestion, the children tended to choose suggestions from the
top of the list (as shown in Table 3). This same behavior can
be seen in Condition 2 (visual only cues) and because of this
repeatedly observed behavior; we infer that this is not a flaw of
the spellchecker or user interface, but perhaps an assumption
made by the users that the first item is most likely to be correct.

ANALYSIS AND DISCUSSION
We discuss below general observations and lessons learned
that resulted from our experiments.

Use of multimodal cues. We saw significant improvements
to children’s ability to find their intended word among a list of
spelling suggestions when using either of the multimedia cues
or a combination of the two. Although these improvements
were shown to be of statistical significance when compared
to the baseline experiment (two-proportions z-test; p < 0.05),
we did not observe a statistical significance when comparing
them to each other (two-proportions z-test with Bonferonni
correction; p > 0.016).

Image acquisition and comprehension. We postulate that
a factor in the difference between the two types of cues is
the noise that comes along with the technique used for image
acquisition. Although, the images used are retrieved through
safe search using Google’s safe search API, they may not

make a concrete connection to the spelling suggestion in ques-
tion. Image quality through Google’s API is inconsistent, and
many words have abstract meanings that cannot be easily com-
municated through an image. For instance, the frequently
misspelled word difference, can be especially difficult to con-
vey through imagery and result in retrieval of images that are
more vague. An example contrasting a vague image shown to
denote the word difference that is an abstract concept versus
an image of a bird which is a concrete concept can be seen in
Figure 2. This finding supports previous research indicating
that the concreteness of visuals is directly related to how well
they aid comprehension [35].
Though comprehension is important in learning words and
their corresponding spellings, the audio modality seems to
have optimized on phonetics which more directly affects
spelling, whereas the images were tied to the spelling through
comprehension of referents.

Ranking. We further analyzed the selection tendencies of
children. In the only audio cue playback condition, the most
frequent incorrect selections came from words positioned last
in the list of spelling suggestions, which was notably different
from other experiments, namely, no cues, only image cues and
both image and audio cues.

Children were willing to explore options in the audio cue
experiment which was evidenced by their tendency to listen
to audio suggestions and their minimal incorrect clicks on
the first suggestion. However, if they did not find a suitable
suggestion by the time they reached the end of the list, they
resorted to the last available suggestion. This differed from
the other experiments as when looking to correct a misspelling
using the spelling suggestions, children tended to click towards
the top of the suggestion list, which lends itself to selection
behaviors [25], which we discussed above.

Audio set up. Children’s comments on the use of the audio
playback were positive. There were some children who com-
mented that the audio cues echoed, which may have resulted
from hovering over multiple suggestions in quick succession.
Overall, however, many children offered their unsolicited feed-
back that it helped them pick the right word.

Although audio cues seemed to assist children the most in mak-
ing accurate spelling suggestion selections, this solution may
not always be available. Children may not always use a device
with reliable audio. Additionally, the use of audio may not



be appropriate in specific environments, such as classrooms
where it may be loud or there may be an expectation to be
quiet, or where headphones are not available or allowed. More-
over, effective speech synthesis systems, such as Amazon’s
Polly incur a cost. Open-source speech synthesis systems are
available, but are generally of a lesser quality.

Interface misspelling cues. In some cases, children recog-
nized that the underlined and highlighted word was a spelling
error and, as a first step, tried to correct it themselves without
the help of the spellchecker’s suggestions and consequently
also did not utilize the multimodal cues. This could be be-
cause these children did not realize they could hover over
the spelling error to get a list of spelling suggestions or sim-
ply wanted to fix the spelling error themselves without the
assistance of spelling suggestions.

Spellchecker. The intention with KidSpell, and any
spellchecker, is to position the most likely spelling suggestions
towards the top of the list of spelling suggestions, making them
easier to find. This was the case with the baseline experiment,
however, as noted previously, the order was randomized in the
multimodal cue conditions so that we could explicitly see how
children may explore (or not) the suggestions if they were not
in ranked order. We would expect the randomized order in
our multimodal experimental conditions to make identifying
and selecting the intended term more difficult compared to
an order that positioned more likely words towards the top
of the suggestion list. Despite this, the experiments using
the multimedia cues consistently outperformed the baseline
experiment, indicating that these cues impact the usability for
children.

LIMITATIONS
We discuss below the limitations that emerged from our work.

Typing. Knowing that children have problems converting
sounds to words, our system required the children to do that
while also typing the words and thinking of how to spell each
word. As a result, children often did not look up from the
keyboard while typing. Children would then perform queries
with spelling errors without noticing the misspelled word or
ask for help instead of figuring out the spelling on their own.
This sometimes happened even when they knew that there
were suggestions available for the misspelled words.

Technical limitations. Due to the use of an Amazon Polly’s
Joanna for speech synthesis, we cannot control the way spe-
cific words are pronounced. The issue of not being able to
directly curate specific audio files for individual words can be
an issue for words with a unique phonetic pronunciation.

As noted in the discussion, the images used for spelling sug-
gestions were not curated and were automatically retrieved
through Google’s API. This resulted in images that could be in-
consistent, vague, and not make concrete connections to words.
It was noticed on multiple occasions that in such scenarios
having audio cues would have helped the children.

Another technical limitation that occurred was due to the limi-
tations of the spellchecker we used. Currently, KidSpell only
detects non-word errors (i.e., spelling errors that do not result

in the correct spelling of an unintended word). Therefore, not
all types of spelling errors were explored in these experiments.
For example, the incorrect use of a homonym would not be
detected as a spelling error, and if it was, it is unlikely that
comparing to, two, or too would be helpful with our speech
synthesis audio playback.

Participants. A limiting factor on the choice of participants
is that the conditions were all performed in informal educa-
tional settings (i.e, various STEM events). This limits the
choice of participants to those that have a supported interest
in the opportunity.

Knowledge of user interface. As shown in Figure 3, each
correctly spelled word is shown in black, misspelled words
are red with an underline and stop words are grey in color.
Some children did not find the red highlight with underline to
be suggestive of an interactive element that could be hovered
over to see the generated spellchecking suggestions like we
had thought. Instead, they would try to edit the word again to
come up with a new spelling or ask the facilitator or parent
for help. As such, some children required prompting in order
to hover over the the misspelled word in order to display a
list of spelling suggestions. Some children who had a habit of
looking up from the keyboard started re-spelling the word, as
soon as it turned red.

Figure 3. Color code to denote various words in a query: words in red
are spelling errors, words in grey are correctly spelled stop words, and
words in black are all other correctly spelled words.

For stop words that were faded to grey, e.g. about in Figure 3,
the children who struggled to spell it and got it right after trying
to spell it again, were still not sure that they had corrected the
spelling mistake when the color changed from red to grey.
They took this as in indication that the word was still spelled
incorrectly and tried to re-spell it and as a result could not
complete their search query successfully.

CONCLUSIONS AND FUTURE WORK
We conducted a study to explore the impact that image and
speech synthesis audio cues have on children when selecting
spelling suggestions. Analysis from children (n=191) interac-
tions with a search interface, similar to that of Google or Bing,
that offered a variety of multimodal cues for spellchecking
revealed that those cues helped children identify and select
their intended words. Out of the three kinds of multimodal
systems - audio cues, image cues, and both audio and images



cues - we saw that all performed better than the system that
had strictly text-based cues. The audio-only cues condition led
to the best performance, followed by the both cues condition,
then the image-only cues condition.

The use of synthesized speech to read aloud spelling sug-
gestions from a phonetic-based spellchecker proved to be an
effective strategy to help children successfully select their in-
tended word. It is possible that, because of the method used
for automatic image acquisition, the images used did not make
a clear connection to the spelling suggestion. Further examina-
tion on the effect of image cues could be explored that limits
images to those that have concrete connections to words or
curating the images that are used. Such curation, however,
would require an investment of time and labor.

Although most children understood that a red, underlined word
indicated it was spelled incorrectly, some children did not
associate that as an interactive element on the screen. To assist
with this, future work includes playing a sound indicator to
make the spelling suggestions more apparent or automatically
opening spelling suggestions without the user needing to hover
over the misspelled word.

Providing alternative ways for children to query information,
including voice interaction, could enable a child to better ex-
plain his or her information need in order to input a query [17].
The work in [31] provides a starting point for the potential a
vocal assistant can have in children’s search when compared to
a traditional keyboard-driven approach. Future work would in-
clude a performance analysis between a voice-assisted search
engine and a keyboard-driven search engine with enhanced
multimodal cues.

We found that multimodal cues helped children select the cor-
rect spelling of their intended word with an accuracy of up to
92%. We also noticed that when spelling was misunderstood,
the children tended to follow a pattern of selecting options
towards the top of the suggestions; however, when prompted
an audio cue that helped with the child’s spelling understand-
ing, children no longer resorted to this pattern. We intend to
explore further the idea of adapting our search tool to help
children formulate queries that better capture their information
needs.
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The observation data of using the spelling suggestions on the
search tool with various modalities were gathered at informal
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were interacting with computers, robots, math, engineering,
and other STEM related items. Only observational data and
interaction logs were collected, children were not surveyed re-
garding their use of the system. Our team had two stations one
where children could program robots and another where they
could search for STEM-related and local-area information.
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