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Abstract. We construct examples for the one-phase Stefan problem which show that
↵-concavity of the solution is in general not preserved in time, for 0  ↵ < 1/2. In
particular, this shows that, in contrast to the case of the heat equation for a fixed
convex domain, log concavity is not preserved for solutions of the Stefan problem.

1. Introduction

The one-phase Stefan problem is a free boundary problem used to model phase tran-
sitions in matter where the phase boundary moves with time. The initial data is given
by a domain ⌦0 in Rn and a function u0 defined on its closure ⌦0 which vanishes on the
boundary @⌦0 and is positive in the interior ⌦0. For positive time t, the solution of the
Stefan problem is a family of domains ⌦t and a function u, positive on ⌦t, such that

ut = �u in ⌦t

u = 0 on @⌦t,
(1.1)

and that the Stefan boundary condition holds, which states that @⌦t moves in the
direction of the outward normal with speed |ru|. This can be stated as follows: if X(t)
is a path in @⌦t ⇢ Rn whose derivative is normal to @⌦t at X(t) then

(1.2) Ẋ(t) = �ru(X(t), t).

The study of the Stefan problem has a long history, and we refer the reader to [3, 4, 11,
12, 14, 18, 19, 20, 21, 22, 23, 24] and the references therein for the basic existence and
uniqueness results.

In a classic paper, Brascamp-Lieb [2] showed that log concavity is preserved along
the heat equation on convex domains (see also [1, 5, 6, 7, 10, 15, 16, 17] for some related
results). Daskalopoulos-Hamilton-Lee [8] showed that root concavity (1/2-concavity in
the terminology below) is preserved for the porous medium equation, a degenerate dif-
fusion equation. It is natural then to ask what if any concavity conditions are preserved
for the Stefan problem [9].

Our main result is a negative one. We show that ↵-concavity of the initial data, for
↵ 2 [0, 1/2), is not in general preserved in time for the Stefan problem. Log concavity
corresponds to ↵ = 0 and so our result implies in particular that log concavity is not
preserved.

More precisely, we will now define what we mean by a solution of the Stefan problem
in the special case that it is of interest to us. Fix k � 2. Let ⌦0 be a bounded domain
and let u0 be a function in Ck(⌦0) which vanishes on @⌦0, is strictly positive on ⌦0

and whose derivative ru0 is nowhere vanishing on @⌦0. We define a nondegenerate Ck

solution of the (one-phase) Stefan problem starting with the initial data (⌦0, u0) on the
time interval [0, T ] to be a relatively open set ⌦ ⇢ Rn⇥ [0, T ] and a function u 2 Ck(⌦)
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satisfying the following conditions. For each t 2 [0, T ], the set ⌦t := ⌦\ (Rn ⇥ {t}) is a
bounded domain in Rn ⇥ {t} ⇠= Rn with t = 0 corresponding to the initial domain ⌦0.
The function u|⌦0

is equal to the initial data u0. The function u is positive on ⌦ and
vanishes on @⌦, and u satisfies (1.1) and (1.2). Moreover, u satisfies the nondegeneracy
condition that its spatial gradient ru does not vanish anywhere on @⌦.

Some remarks are in order:

(1) In the above we use the parabolic definition of Ck, so that u 2 Ck means that
u has k derivatives in the spatial directions and k/2 derivatives in the time
direction (interpreted in the Hölder sense if k is odd).

(2) When we refer to the boundary @⌦ = ⌦\⌦, we are using the subspace topology
on Rn ⇥ [0, T ]. In particular ⌦ includes ⌦0 and ⌦T while @⌦ does not. By the
nondegeneracy condition on u, the boundary @⌦ inherits regularity from u.

(3) Our definition of a solution to the Stefan problem is rather restrictive since it
insists that u be Ck at time t = 0 in both space and time directions, up to the
boundary. This imposes compatibility conditions on u0 which are described in
Section 2 below.

We now define the notions of concavity which we will use in our setting. Recall that a
function v is called concave on a convex domain W ⇢ Rn if its graph lies above the line
segment joining any two points on its graph. When v 2 C2(W ) then this is equivalent
to D2v � 0 on W as a matrix. Recall also that v is called locally concave on a domain
W ⇢ Rn (not necessarily convex) if it is concave on a ball around any point in W .

For ↵ > 0, we say that v is ↵-concave on a domain W ⇢ Rn if v↵ is concave on
W , and that v is 0-concave if log v is concave on W . In particular, if v 2 C2(W ) then
↵-concavity corresponds to the nonpositivity of the matrix with (i, j)th entry

(vDiDjv � (1� ↵)DivDjv)

on W .
Our main theorem gives a family of examples in R2 for the Stefan problem which

break the ↵-concavity for positive time.

Theorem 1.1. Given k � 2 and ↵ 2 [0, 1/2), there exist a bounded convex set ⌦0 ⇢ R2

with smooth boundary and u0 2 C1(⌦0) which is strictly positive on ⌦0 and vanishes
on @⌦0 with the following properties:

(i) u0 is ↵-concave on ⌦0.
(ii) ru0 does not vanish at any point of @⌦0.
(iii) There exists T > 0 and a unique nondegenerate Ck solution (⌦, u) of the Stefan

problem starting at the initial data (⌦0, u0) on the time interval [0, T ] such that:

⌦t is not convex for any t 2 (0, T ]

and thus in particular

u|⌦t is not ↵-concave for any t 2 (0, T ].

Our result in particular implies that additional assumptions are needed for Theorem
1.1 of [9].

The outline of the paper is as follows. In Section 2 we give an overview of the
compatibility conditions required for short time existence of Ck solutions to the Stefan
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problem (in the sense described above). We also give some elementary results about
concave functions, including their short proofs. Section 3 is the main part of the paper,
which gives the construction of ⌦0 and u0. The proof of Theorem 1.1 is completed in
Section 4.

2. Preliminaries

2.1. Short time existence result and compatibility conditions. The Stefan bound-
ary condition (1.2) together with (1.1) induces compatibility conditions for u0 on the
boundary @⌦t. These arise from di↵erentiating with respect to t the equation

(2.1) u(X(t), t) = 0

along a path X(t) 2 @⌦t whose derivative is normal to the boundary, while using
(1.2) and (1.1) to replace time derivatives with spatial derivatives. We illistrate this by
deriving the first two compatibility conditions in detail as follows.

Di↵erentiating (2.1) once in time gives ut +ru · Ẋ = 0, then using (1.1) and (1.2)
gives the first compatibility condition for u0:

(2.2) �u0 � |ru0|2 = 0 on @⌦0.

Di↵erentiating (2.1) once more in time gives �ut+r�u · Ẋ � 2rutru� 2uiuijẊj = 0,
and using (1.1) and (1.2) we obtain the second compatibility condition for u0:

(2.3) �2u0 � 3r�u0 ·ru0 + 2
X

i,j

(u0)ij(u0)i(u0)j = 0 on @⌦0.

In general, we see that the kth compatibility condition for the initial condition for u0
can be written as

(2.4) �k(u0) + Fk(u0) = 0 on @⌦0,

where Fk is a di↵erential operator of degree at most 2k � 1 and is obtained as above,
namely by di↵erentating (2.1) k times in t, then using (1.1) and (1.2) to replace time
derivatives of u0 with spatial derivatives.

A result of Hanzawa [14] (see also [21]) states that solutions to the Stefan problem
exist on a small time interval [0, T ] as long as u0 satisfies compatibility conditions. For
our purposes we may assume that we are given the initial data of a smooth function
u0 2 C1(⌦0) where ⌦0 is a bounded domain whose boundary @⌦0 is smooth and has
only one component. The function u0 is strictly positive on ⌦0, vanishes on @⌦0 and
its derivative ru0 is nowhere vanishing on @⌦0. In this setting, Hanzawa’s result can
be stated as follows.

Theorem 2.1. Fix k � 2. Then there exists N = N(k) such that if u0 satisfies the
first N compatibility conditions then there exists T > 0 and a unique nondegenerate Ck

solution of the Stefan problem (⌦, u) on the time interval [0, T ] starting with this initial
data.

The constant N = N(k) is given explicitly in [14] and is not optimal, but here we are
not concerned with the question of optimal regularity.
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2.2. Two elementary lemmas about concave functions. In this section we recall
two known, elementary results which will be needed in the sequel. Let r denote the
distance from the origin in R2.

Lemma 2.1. Let q(r) be a C2 radial function on R2. Then q is strongly concave on
the set

S = {(x, y) 2 R2 | r 6= 0, q0(r) < 0, and q00(r) < 0}.

Proof. This is a straightforward computation, using the fact that rx = x/r and ry = y/r.
At a point in S we have

qx =
x

r
q0, qxx =

x2

r2
q00 +

1

r
q0 � x2

r3
q0 =

x2

r2
q00 +

y2

r3
q0 < 0

qy =
y

r
q0, qyy =

y2

r2
q00 +

1

r
q0 � y2

r3
q0 =

y2

r2
q00 +

x2

r3
q0 < 0

qxy =
xy

r2
q00 � xy

r3
q0, qxxqyy � q2xy =

1

r
q0q00 > 0,

as required. ⇤

Next we have the following elementary lemma about extending concave functions
[13].

Lemma 2.2. Let W be an open bounded convex set in Rn and let f be a smooth real-
valued function defined on the set

W � = {p 2 W | dist(p, @W ) < �},

for some � > 0. Assume that there exists a constant c 2 [�1,1) such that f(p) > c
on W � and f(p) ! c as p tends to any point in @W . Also assume that D2f < 0 and
Df 6= 0 on W �. Then there exists a smooth concave function F : W ! (c,1) which
coincides with f on W �0 for some 0 < �0 < �.

Moreover, if W is a ball in Rn centered at a point P and f a function of the distance
r from P , then F can also be taken to be a function of r.

Proof. The proof is essentially contained in [13], but we give the argument here for the
sake of completeness. First note that the level sets {f = a} for constants a close to (and
strictly larger than) c are smooth convex hypersurfaces contained in W �. If c = �1
then “a close to c” means that a is su�ciently negative.

Fix now such an a > c. Define a function f̃ : W ! R by

f̃ =

⇢
f, on {f  a}
a, otherwise.

Then the function f̃ is locally concave on W and hence concave on W (away from
{f = a} it satisfies D2f̃  0 and near {f = a} it is the minimum of two concave
functions).

For small " > 0 let f̃" = f̃ ⇤ ⌘" be the convolution of f̃ by a mollifier ⌘" given
by ⌘"(p) = "�n⌘("�1p) for ⌘ a smooth nonnegative function supported in the unit
ball B with

R
B ⌘dx = 1. Then f̃" is smooth and concave on its domain of definition

W" := {p 2 W | dist(p, @W ) > "}.
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Now fix a0 with a > a0 > c. Then f̃ is smooth and locally concave on {f < a0}.
Choose a smooth bump function � which is equal to 0 on {f � a0} and is equal to 1 on
W �0 for some small �0 > 0.

Define a smooth function F : W ! R by

F = (1� �)f̃" + �f̃ .

Then F agrees with the concave function f̃ and hence f on W �0 and agrees with the
concave function f̃" on {f � a0}. Here we choose " > 0 small enough so that f̃" is defined
on the complement of W �0 . It remains to check that F is concave on the compact set
K = {f  a0} \W �0 . Write F = f̃" + �(f̃ � f̃"). Then

Fij = (f̃")ij + �ij(f̃ � f̃") + �i(f̃ � f̃")j + �j(f̃ � f̃")i + �(f̃ � f̃")ij .

The result now follows from the fact that f̃" ! f uniformly C2 on K as "! 0. Indeed,
since D2f < 0 on the compact set K, it is uniformly strongly concave on K, so we can
choose " > 0 small enough that that the matrix (f̃")ij is uniformly negative definite.
But since f̃" ! f uniformly C2 on K as " ! 0, all the other terms tend to zero, so for
" > 0 su�ciently small we get (Fij) < 0 on K.

Finally, in the case when W is a ball in Rn centered at a point P and f is a function
of the distance r from P , we define f̃"(r) to be the convolution of f̃(r) with a standard
mollifier as a function of r. We also choose the bump function � to be a function of r,
and it follows that F is a function of r. ⇤

3. Construction of the initial data

Our starting point is a radial function defined on a disk. Fix an integer N � 1 and
some ↵ 2 [0, 1/2) throughout the section. Let D be the open disk in R2 of radius 2
centered at the point (0, 2), and let r denote the distance from (0, 2).

Proposition 3.1. There exists a smooth function U on the closed disk D satisfying

(a) U is positive on D, vanishes on @D, and rU is nowhere zero on @D.
(b) U is ↵-concave on D.
(c) U satisfies the compatibility conditions (2.4) on @D, for k = 1, . . . , N .

Moreover, U is a function of r.

Proof. Such a function U(x, y) is easily constructed as follows. Writing r for the distance
from (0, 2), let q : [0, 2] ! R be a smooth function satisfying

(3.1) q(r) > 0, 0  r < 2, q(2) = 0

and

(3.2) q0(2) < 0, q00(2) +
1

2
q0(2) > 0.

Then for ↵ 2 (0, 1/2) we see that for r close to 2 we have

(q↵)0 = ↵q↵�1q0 < 0,

and

(q↵)00 = ↵q↵�2((↵� 1)(q0)2 + qq00) < 0.
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For the case ↵ = 0 replace q↵ by log q and the same holds. This implies that if we
define U(x, y) = q(r) for r close to 2 then U is strongly ↵-concave there by Lemma 2.1.
To satisfy �U = |rU |2 on @D we note that by (3.2), the quantities �U and |rU |2 are
strictly positive on @D and hence we can scale U to ensure that the first compatibility
condition holds.

We can then recursively prescribe q(2k)(2) for k = 2, 3, . . . , N so that the kth compat-
ibility condition (2.4) for U holds up to order N . This does not a↵ect the positivity or
↵-concavity of U near @D. We can then extend U by Lemma 2.2 to a positive ↵-concave
function inside D. ⇤

We now define a new convex domain ⌦0, obtained by modifying the disk D. The
part of the boundary @D below the line y = 2 can be written as a graph y = G(x) for

(3.3) G(x) = 2�
p
4� x2, �2 < x < 2.

Let � 2 (0, 1/4) be a small positive constant depending only on ↵, to be determined
later. Define a new function g : (�2, 2) ! R by modifying G as follows:

(3.4) g(x) =

⇢
1/20, x 2 [��, �]
G(x), x 2 (�2,�1/2] [ [1/2, 2)

and extend g to be a smooth function on (�2, 2) so that g00 > 0 on the remaining
intervals (�1/2,��) and (�, 1/2). Note that g is a convex function. We now define our
convex domain to be

⌦0 = D \ {(x, y) 2 (�2, 2)⇥ R | y > g(x)}.

Note that @⌦0 is smooth, and contains a line segment [��, �]⇥ {1/20}.
The main result of this paper is the following construction:

Theorem 3.1. There is a smooth function v on ⌦0 satisfying the following conditions:

(a) v is positive on ⌦0, vanishes on @⌦0.
(b) v is ↵-concave on ⌦0.
(c) rv does not vanish at any point of @⌦0.
(d) v satisfies the compatibility conditions (2.4) on @⌦0, for k = 1, . . . , N .
(e) The map

x 7! vy(x, 1/20), for x 2 [��, �],
is positive and strongly convex (namely (vy)xx > 0).

Proof. We obtain v by modifying the function U constructed in Proposition 3.1, which
we may assume for convenience is defined as a smooth function on all of R2. We may
write U(x, y) on [�1, 1]⇥ [�1, 1] as

U(x, y) =
2NX

`=1

(y �G(x))`E`(x) +

Z y�G(x)

0
K(x, s)(y �G(x)� s)2Nds,

for smooth functions E1, . . . , E2N ,K. Here we recall that G is defined by (3.3). Indeed,
this follows by considering for each x 2 [�1, 1] the function ỹ 7! U(x, ỹ + G(x)) and
using the integral form of the Taylor remainder theorem at ỹ = 0.
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We now define a function v(x, y) on [�1, 1]⇥ [�1, 1] by

(3.5) v(x, y) =
2NX

`=1

(y � g(x))`e`(x) +R(x, y),

for

R(x, y) :=

Z y�g(x)

0
K(x, s)(y � g(x)� s)2Nds

where g(x) is as in (3.4) and the smooth functions e1, . . . , e2N are to be determined.
Note that the kth partial derivatives of R, for 0  k  2N , vanish when evaluated on
y = g(x).

For simplicity of notation, in what follows we will denote E1, E2 by F,H and e1, e2
by f, h respectively. Note that since rU is nonvanishing on @D, there exists a constant
c > 0 such that

(3.6) F (x) � c > 0.

We define f as follows. First choose � 2 (0, 1/4) so that the solution  (x) of the ODE
problem

  00 � 2

3
(1� 2↵)( 0)2 = �1, on [�2�, 2�],

 (0) = 1, 0(0) =
p
2/(1� 2↵)

satisfies  00 > 0 and  > 0 on [�2�, 2�]. Then we define f to be a smooth function on
[�1, 1] such that

f(x) =

⇢
 (x), for � 2�  x  2�,
F (x), for x 2 [�1,�1/2] [ [1/2, 1]

and

(3.7) f(x) � c > 0 on [�1, 1],

where we assume without loss of generality that c is the same constant as in (3.6).
Observe that from the definition of f and g, we have vy(x, 1/20) =  (x) for x 2 [��, �]
and hence v(x, y) will satisfy (e).

We are interested only in the behavior of v close to the boundary y = g(x) and so in
what follows we can neglect some higher order terms of |y � g|. Write

v = (y � g)f + (y � g)2h+O(|y � g|3)
where here, and in what follows, we write O(|y � g|k) for a smooth term whose `th
derivatives are bounded by C|y � g|k�` for 0  `  k, for a uniform constant C.

Di↵erentiating this we obtain

vy = f + 2(y � g)h+O(|y � g|2)
vx = � g0f + (y � g)f 0 � 2(y � g)g0h+ (y � g)2h0

+ (y � g)2O(|g0|) +O(|y � g|3)
vyy = 2h+O(|y � g|)
vxy = f 0 � 2g0h+ 2(y � g)h0 + (y � g)O(|g0|) +O(|y � g|2)
vxx = � g00f � 2g0f 0 + 2(g0)2h+ (y � g)f 00 + (y � g)O(|g0|, |g00|) +O(|y � g|2).

(3.8)
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We will now choose the function h(x) so that v satisfies the first compatibility condition
�v = |rv|2 on the boundary {y = g(x)}. Observe that on (x, g(x)) for x 2 [�1, 1],

�v = 2h� g00f � 2g0f 0 + 2(g0)2h

and

|rv|2 = v2x + v2y = (g0)2f2 + f2,

so that we require

(3.9) h(x) =
(g0)2f2 + f2 + g00f + 2g0f 0

2(1 + (g0)2)
.

We define h(x) by (3.9). It follows that v(x, y) satisfies the first compatibility condition
�v = |rv|2 on @⌦0

T
[�1, 1] ⇥ [�1, 1]. Moreover, since our function U constructed in

Proposition 3.1 satisfies the first compatibility condition �U = |rU |2 on the boundary,
we have

H(x) =
(G0)2F 2 + F 2 +G00F + 2G0F 0

2(1 + (G0)2)
,

for x 2 [�1, 1]. Since f = F and g = G whenever x is in the complement of [�1/2, 1/2],
it follows that h = H in the complement of [�1/2, 1/2].

We can now similarly define e3, e4, . . . , e2N so that v(x, y) satisfies the kth compat-
ibility conditions for k = 2, 3, . . . , N . Indeed applying the operator �2 to (3.5) and
evaluating on y = g(x), the second compatibility condition takes the form

e4(x) = smooth expression in terms of e3(x), g(x), f(x), h(x)

and their derivatives.
(3.10)

We can simply define e3(x) = E3(x). Define e4(x) by the formula (3.10) so that v(x, y)
satisfies the second compatibility condition. Then since U satisfies the second compat-
ibility condition, and f = F , g = G, h = H, e3 = E3 when x is in the complement of
[�1/2, 1/2] it follows that e4 = E4 in the complement of [�1/2, 1/2].

Continuing inductively, we define e5, . . . , e2N so that the kth compatibility conditions
are satisfied for k = 2, 3, . . . , N . Moreover when x is in the complement of [�1/2, 1/2],
the functions f, g, h, e3, . . . , e2N coincide with F,G,H,E3, . . . , E2N respectively.

Finally we will show that v is ↵-concave in the set

S" = {(x, y) | � 1  x  1, g(x) < y < g(x) + "},

for " > 0 su�ciently small.
For this, it su�ces to show that for all x 2 [�1, 1] and y� g(x) su�ciently small and

positive we have

vvxx � (1� ↵)v2x < 0, vvyy � (1� ↵)v2y < 0

and

(vvxx � (1� ↵)v2x)(vvyy � (1� ↵)v2y)� (vvxy � (1� ↵)vxvy)
2 > 0.
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We compute the terms above separately using (3.8),

vvxx � (1� ↵)v2x

=

✓
(y � g)f + (y � g)2h

◆✓
� g00f � 2g0f 0 + 2(g0)2h+ (y � g)f 00

◆

� (1� ↵)

✓
� g0f + (y � g)f 0 � 2(y � g)g0h+ (y � g)2h0

◆2

+ (y � g)2O(|g0|, |g00|) +O(|y � g|3)
= � (1� ↵)(g0)2f2 + (y � g)(�g00f2 � 2↵ff 0g0 � 2(1� 2↵)f(g0)2h)

+ (y � g)2
✓
ff 00 � (1� ↵)(f 0)2 +O(|g0|, |g00|)

◆

+O(|y � g|3).

(3.11)

Observe that the zero order term in (y � g) is non-positive, as is the first order term
�(y � g)g00f2. To deal with the term �2↵(y � g)ff 0g0 we argue as follows. If ↵ 6= 0,
define

⌘ =
1� 4↵2

1� ↵2
2 (0, 1),

and use the inequality

�2↵(y � g)ff 0g0  (1� ⌘)(1� ↵)(g0)2f2 + (y � g)2
↵2

(1� ↵)(1� ⌘)
(f 0)2,

to obtain on S", for " > 0 su�ciently small,

vvxx � (1� ↵)v2x  � ⌘(1� ↵)(g0)2f2 � 2(y � g)(1� 2↵)f(g0)2h

+ (y � g)2
✓
ff 00 �

⇢
(1� ↵)� ↵2

(1� ↵)(1� ⌘)

�
(f 0)2 +O(|g0|, |g00|)

◆

+O(|y � g|3)

 � ⌘

2
(1� ↵)(g0)2f2 + (y � g)2

✓
ff 00 � 2

3
(1� 2↵)(f 0)2 +O(|g0|, |g00|)

◆

+O(|y � g|3),

where we have absorbed the first order term in the zero order term, used the fact that
f � c > 0 and h is bounded and also the definition of ⌘ in the second order term. This
inequality holds for ↵ = 0 too, taking ⌘ = 1. By definitions of f and g, there exists a
small constant ⇢ > 0 such that if �� � ⇢  x  � + ⇢ then

ff 00 � 2

3
(1� 2↵)(f 0)2 = �1

and g0, g00 is su�ciently small so that the second order term is strictly negative. Oth-
erwise (g0)2 is uniformly positive and so the zero order term dominates. In either case
there exists a uniform a > 0 such that on S",

(3.12) vvxx � (1� ↵)v2x  �a(y � g)2,

as long as " > 0 is su�ciently small.
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Next we compute on S",

vvyy � (1� ↵)v2y = ((y � g)f + (y � g)2h)2h

� (1� ↵)(f + 2(y � g)h)2 +O(|y � g|2)
= � (1� ↵)f2 � 2(y � g)(1� 2↵)fh+O(|y � g|2)
� a < 0,

(3.13)

for a uniform a > 0 uniform as long as " > 0 is su�ciently small, using the lower bound
on f of (3.7).

Next we compute

vvxy � (1� ↵)vxvy

=

✓
(y � g)f + (y � g)2h

◆✓
f 0 � 2g0h+ 2(y � g)h0

◆

� (1� ↵)

✓
� g0f + (y � g)f 0 � 2(y � g)g0h+ (y � g)2h0

◆✓
f + 2(y � g)h

◆

+ (y � g)2O(|g0|) +O(|y � g|3)
= (1� ↵)g0f2 + (y � g)(↵ff 0 + 2(1� 2↵)fg0h)

+ (y � g)2(�(1� 2↵)hf 0 + (1 + ↵)fh0 +O(|g0|)) +O(|y � g|3).
Combining with (3.11) and (3.13), we finally obtain

(vvxx � (1� ↵)v2x)(vvyy � (1� ↵)v2y)� (vvxy � (1� ↵)vxvy)
2

= (1� ↵)(y � g)g00f4

+ (y � g)2
✓
� (1� ↵)f2(ff 00 � (1� ↵)(f 0)2)� ↵2f2(f 0)2 +O(|g0|, |g00|)

◆

+O(|y � g|3)
� a|y � g|2,

(3.14)

for some uniform a > 0 uniform as long as " > 0 is su�ciently small. To see this
inequality we argue as follows. Note that the coe�cient of (y�g) is nonnegative. There
exists a small ⇢ > 0 such that if �� � ⇢  x  � + ⇢ then ff 00 � 2

3(1 � 2↵)(f 0)2 = �1
and g0, g00 is su�ciently small so that for these values of x,

�(1� ↵)f2(ff 00 � (1� ↵)(f 0)2)� ↵2f2(f 0)2 +O(|g0|, |g00|)

= � (1� ↵)f2(ff 00 � 1� 2↵

1� ↵
(f 0)2) +O(|g0|, |g00|)

� � (1� ↵)f2(ff 00 � 2

3
(1� 2↵)(f 0)2) +O(|g0|, |g00|)

= (1� ↵)f2 +O(|g0|, |g00|) > a > 0,

using the fact that 1/(1�↵) � 1 � 2/3. For x not in this range, g00 is uniformly positive
and so the first order term in (y � g) dominates. This establishes (3.14).

Combining (3.12), (3.13) and (3.14) we see that v is ↵-concave on S" for " > 0
su�ciently small. Moreover, v(x, y) agrees with the function U(x, y) for x in the com-
plement of [�1/2, 1/2] and hence we can extend v (by simply setting equal to U(x, y)
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for (x, y) /2 [�1, 1]⇥ [�1, 1]) to give a smooth ↵-concave function, still referred to as v,
on the set

⌦"
0 = {p 2 ⌦0 | dist(p, @⌦0) < "}.

Moreover v has nonvanishing derivative on the boundary @⌦0. Applying Lemma 2.2
completes the proof of the theorem. ⇤

4. Convexity breaking

In this section we complete the proof of Theorem 1.1.
Let k � 2 be given, and choose N = N(k) su�ciently large as in Theorem 2.1. We

take our initial data u0 to be the function v 2 C1(⌦0) constructed in Theorem 3.1 for
this given N so that by Theorem 2.1 we have a nondegenerate Ck solution (⌦, u) of
the Stefan problem with this initial data on [0, T ]. Let p be the point (0, 1/20) 2 R2

and consider the disc D�/2(p) of radius �/2 centered at p. Shrinking T if necessary,
the solution u has nonvanishing derivative on the boundary @⌦t. Hence by the Implicit
Function Theorem, the free boundary @⌦t \D�/2(p) is given by a graph y = w(x, t) for

a locally defined Ck function w. Moreover, w(x, 0) = 1/20 and by the Stefan boundary
condition (1.2) the function wt(x, 0) coincides with �vy(x, 1/20) and so by part (e) of
Theorem 3.1,

x 7! wt(x, 0)

is strictly negative and strongly concave. Here, and in what follows, we may increase k
without loss of generality as necessary.

To show that ⌦t is not convex it is su�cient to show that for t 2 (0, T ] the function
w(x, t) is not convex as a function of x. This however is an immediate consequence of
Taylor’s Theorem which gives

w(x, t) = 1/20 + wt(x, 0)t+R(x, t)t

for x 2 [��/2, �/2] and t 2 [0, T ], where

R(x, t) =

Z t

0
wtt(x, s)

(t� s)

t
ds.

In particular, we bound |Rxx(x, t)|  (t/2)maxs2[0,T ] |wttxx(x, s)| and thus as t ! 0, the
remainder term R(x, t) tends to zero in the C2 norm with respect to x. Hence, shrinking
T if necessary we obtain wxx(x, t) < 0 for t 2 (0, T ] and in particular, x 7! w(x, t) is
not convex.

This immediately implies that u|⌦t is not ↵-concave for t 2 (0, T ]. Indeed, fix t 2
(0, T ], write u = u|⌦t and consider the set {u(x, y) = "} for a small " > 0, near the
point (0, 1/20). Shrinking " if necessary we may assume that ru does not vanish there
and {u = "} is given locally by a C2 graph y = ⇢(x) which has ⇢00(0) < 0. Rotating and
translating the coordinates we may assume that ⇢(0) = ⇢0(0) = 0 and hence ux(0, 0) = 0.
Di↵erentiating twice the equation u(x, ⇢(x)) = " gives uxx(0, 0) = �uy(0, 0)⇢00(0) > 0.
Hence uuxx � (1� ↵)u2x > 0 at (0, 0) and so u is not ↵-concave.

This completes the proof of Theorem 1.1.
11



References

1. Borell, C., Brownian motion in a convex ring and quasiconcavity, Comm. Math. Phys. 86 (1982), no.
1, 143–147.

2. Brascamp, H.J., Lieb, E.H., On extensions of the Brunn-Minkowski and Prékopa-Leindler theorems,
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