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Abstract: In this article, we investigate the quantitative unique continuation properties of complex-valued
solutions to drift equations in the plane. We consider equations of the form Au + W-Vu = 0 in R?, where
W = Wy + iW, with each W; being real-valued. Under the assumptions that W; € L% for some g, € [2, co],
g2 € (2, co] and that W exhibits rapid decay at infinity, we prove new global unique continuation estimates.
This improvement is accomplished by reducing our equations to vector-valued Beltrami systems. Our results
rely on a novel order of vanishing estimate combined with a finite iteration scheme.
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1 Introduction

The goal of this paper is to show that under suitable hypotheses, we may establish a stronger quantification
of the unique continuation properties of complex-valued solutions to drift equations in R? of the form

—Au+W-Vu=0. (1.1)

Before describing our main results, we recall a few fundamental concepts in unique continuation theory.
The partial differential equation (PDE) Lu = 0 is said to have the unique continuation property (UCP) if when-
ever u is a solution in Q and u = 0 in an open subset of Q, then u = 0 in Q. Going further, the equation Lu = 0
is said to have the strong unique continuation property (SUCP) if whenever u is a solution in Q and u vanishes
to infinite order at some point xo € Q (in an appropriate sense), then u = 0 in Q. Therefore, whenever we are
in a setting where the SUCP holds, it makes sense to ask the following question:

o What is the fastest rate of decay that a non-trivial solution can have?

This local quantity is referred to as the order of vanishing and can be interpreted as a quantification of the
SUCP. A related global object is the rate of decay at infinity, a quantity that distinguishes between trivial and
non-trivial entire solutions based on their asymptotic behavior. Other topics of study in unique continuation
theory include doubling indices and nodal (zero) sets of solutions. We refer the reader to [15-17] for recent
progress in these related directions. Our current work is related to Landis’ conjecture, which seeks to deter-
mine the optimal rate of decay at infinity for solutions to Schrédinger equations. As briefly described above,
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order of vanishing estimates are interesting on their own, but these quantities also serve as an important tool
in our study of quantitative unique continuation at infinity properties.
In the late 1960s, Landis [13] conjectured that if u is a bounded solution to

Au-Vu=0

in R", where V is a bounded function and |u(x)| < exp(—c|x|1*), then u = 0. This conjecture was later dis-
proved by Meshkov [19] who constructed non-trivial functions u and V that solve Au — Vu = 0in R?, where V
is bounded and |u(x)| < exp(—c|x|*/?). Meshkov also proved the following qualitative unique continuation
result: If Au — Vu = 0in R", where V is bounded and |u(x)| < exp(—c|x|*/3*), then necessarily u = 0.

In their work on Anderson localization [1], Bourgain and Kenig established a quantitative version of
Meshkov’s result. As a first step in their proof, they used three-ball inequalities derived from Carleman esti-
mates to establish order of vanishing estimates for local solutions to Schrédinger equations. Then, through
a scaling argument, they showed that if u and V are bounded, and u is normalized so that |u(0)| > 1, then for
sufficiently large values of R,

inf [|ullze(8,xp)) = €xp (—~CR3 log R).
[xol=R

Since % > 1, the constructions of Meshkov, in combination with the qualitative and quantitative unique con-
tinuation theorems just described, indicate that Landis’ conjecture cannot be true for complex-valued solu-
tions at least in IR2. However, Landis’ conjecture still remains open in the general real-valued case.

Inrecent years, there has been a surge of activity surrounding Landis’ conjecture in the real-valued planar
setting. The breakthrough article [11] proved a quantitative form of Landis’ conjecture under the assumption
that the zeroth-order term satisfies V > 0 a.e. Subsequent papers established analogous results in the settings
with variable coefficients [5] and singular lower-order terms [8, 12]. Then it was shown that this theorem still
holds when V_ exhibits rapid decay at infinity [6], and when V_ exhibits slow decay at infinity [3]. More
recently, Logunov, Malinnikova, Nadirashvili and Nazarov [18] proved Landis’ theorem for real-valued solu-
tions in the plane. That is, they established the order of vanishing estimates without having to impose any
conditions on V_.

The work in [12] focuses on quantitative Landis-type theorems for real-valued solutions to drift equations
in the plane of the form (1.1). One of the main theorems in [12] shows that if W € L4 forsome g € [2, co] and u
is a real-valued, bounded, normalized solution to (1.1), then whenever R is sufficiently large, it holds that

1-2 .

inf Jullzeo, (z) = {exp(—CR " log R) qu >2, (1.2)
IZ0l=R RC ifq =2.
In contrast, the article [9] contains quantitative Landis-type theorems for complex-valued solutions to elliptic
equations in the plane. The related theorem in [9] for drift equations shows that if W € L4 for some g € (2, co]
and u is a complex-valued, bounded, normalized solution to (1.1), then whenever R is sufficiently large, it
holds that

nf Il e 2 exp(-CR? log R). (1.3)

By comparing the results of (1.2) and (1.3), we see that the rate of decay significantly improves when we
restrict to the real-valued setting. In particular, the presence of an imaginary part of W drastically affects the
rate of decay of solutions. This current paper is motivated by our desire to understand and quantify the effect
that the complex part of W has on the rate of decay at infinity.

Davey [2] and Lin and Wang [14] investigated the quantitative unique continuation properties of solu-
tions to elliptic equations with lower-order terms that exhibit pointwise decay at infinity. The resultsin [2, 14]
imply that if W € L exhibits rapid enough polynomial decay at infinity and u is a complex-valued, bounded,
normalized solution to (1.1), then whenever € > 0 and R is sufficiently large, it holds that

inf [[ullzeoB, z)) > exp(~R1*%). (1.4)
|zo|=R
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We initiated this project with the belief that we could somehow combine the results described by (1.2)-(1.4).
As described in Theorem 1.1 below, this is in fact true if we assume that the complex part of W exhibits
significant exponential decay at infinity in an appropriate sense that we will quantify.

In order to further understand the motivation for the current setting, we will describe the techniques that
led to the estimates in (1.2)—(1.4). Carleman estimate techniques were used in [9], while Carleman estimates
were combined with iterative arguments in [2, 14] to prove (1.3) and (1.4), respectively. Such techniques have
been used to prove many other results related to Landis’ conjecture; see, for example, [1, 4, 10]. The Carleman
method is applicable in any dimension and, in some cases, it gives rise to optimal bounds in the complex-
valued setting. Since Carleman estimates do not distinguish between real and complex values, a different
approach was used in [12] to prove (1.2), where the focus was on real-valued solutions and equations in the
plane. The proofs in [3, 5, 6, 8, 11, 12] center around the relationship between second-order elliptic equa-
tions in the plane and Beltrami equations. In suitable settings, one can use a second-order PDE to generate
a Beltrami equation, a first-order elliptic equation in the complex plane. The similarity principle for solutions
to the Beltrami equation, along with Hadamard’s three-circle theorem, leads to a three-ball inequality similar
to the one derived in [1]. However, these new three-ball inequalities give the precise exponents that could not
be achieved with a direct Carleman approach.

In this article, by viewing complex-valued drift equations as systems of real-valued drift equations, we
have found a new way to combine many of the ideas mentioned above. First, we show that (1.1) can be real-
ized as a system of real-valued drift equations. Then we show that such real-valued systems can be reduced
to vector-valued Betrami equations. This observation is one of the main novelties of this article. Instead of
invoking a similarity principle for these systems (as we did in [6]), we rely on L? — L2 Carleman estimates for
the operator 0 (similar to those that were previously developed in [7]) to give rise to our three-ball inequal-
ities. The three-ball inequality is then used to establish the order of vanishing result. If the complex part of the
potential function decays sufficiently quickly, then a scaling argument combined with repeated applications
of the order of vanishing estimate gives rise to our quantitative unique continuation at infinity estimates. This
iterative argument is reminiscent of the ideas in [3, 6], which were inspired by [2, 14].

Before stating the main result of this article, we describe the kinds of potential functions that we will
work with. Assume that there exist q; € [2, 0], g2 € (2, 00] and cg, 8o > O so that W = W, + iW,, where
W;:R2 > R%fori=1,2,and

Wil w2y < 1, (1.5)

IWallLes 8, (z)) < €XD(—Colzol 7 7%°)  forall zy € R2. (1.6)

In particular, the real part of W satisfies the same hypotheses as it did in [12], while the complex part of W

must decay exponentially at a rate that depends on the properties of the real part of W. Since we may allow

q1 = 2 and g, > 2, we are able to analyze both the subcritical and critical (for the real part of the drift) scaling
regimes.

Now we may state the main result of this article. The following theorem is a quantitative unique continu-
ation at infinity estimate for solutions to (1.1), or a Landis-type theorem for complex-valued drift equations.

Theorem 1.1. Assume that for some q; € [2, 0], g2 € (2, co] and co, 89 > 0, W = W1 + iW5 : R> — C? satis-
fies (1.5) and (1.6). Let u : R*> — C be a solution to (1.1) that is bounded and normalized in the sense that for
some tg € [1, 2],

lu(z)| < exp(Colz|* "), 1.7)
IVulros, o) = 1, (1.8)

where ty < 2 when q, = 2. Then for any € > 0 and any R > R(Ro, Co, q1, q2, Co, 80, to, €), it holds that
inf [|ulleoB,(z) > exp(-R'*).
|zol=R

Remark. The value R, that appears in this theorem belongs to (0, %) and is a byproduct of the Carleman
estimate that is used in our proofs.
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Compared to the results of [12], this rate of decay estimate is more rapid. That is, when we allow for a non-
trivial complex part of the potential, even a rapidly decaying part, the order of vanishing jumps from 1 — q% to
any value greater than 1. On the flipside, this rate of decay is a great improvement over the results of [9] since
the power is far below 2. In summary, when we consider equations with a rapidly-decaying complex part of
the potential, the resulting rate of decay for solutions falls in between the rates for equations with a purely
real potential and equations with a singular complex potential.

This theorem and the Landis-type results in [3, 6] all give the same bound for the rate of decay at infinity.
In both [3] and [6], the setting is real-valued and the zeroth-order potential V has a negative part that decays
at infinity. In [6], we assume that V_ = max{-V, 0} exhibits (rapid) exponential decay at infinity, quantita-
tively similar to the assumption that has been placed on W, in the current article. In both the current article
and [6], we reduce our PDE to a Beltrami system of equations in which the multiplying factor is a 2 x 2 off-
diagonal matrix. To ensure that the non-trivial entries of the matrix are small enough for our techniques to
work, we assume that some part of the potential (V_ in [6], W; here) is exponentially small. The same unique
continuation estimate was shown to hold in [3] when V_ exhibits (slow) polynomial decay at infinity. There,
it is observed that if V_ decays polynomially at infinity, then a positive multiplier exists and can be used to
transform the PDE into a scalar-valued Beltrami equation. By avoiding the vector-valued setting, we do not
need to impose any further decay conditions on the potential functions. In the current setting, we do not see
how to avoid the vector-valued setting, either with the introduction of a positive multiplier or through some
other technique. As such, we impose the condition that W, exhibits rapid decay at infinity. It would be inter-
esting to extend the ideas in this article to complex-valued operators with zeroth-order potentials. However,
in order to understand that setting, some new ideas will be required.

To prove our global theorem, we rely on the following order of vanishing estimate. Although this theorem
serves as an important tool in the proof of our first result, it also provides a quantification of the strong unique
continuation property for local solutions to (1.1). Furthermore, since this theorem allows the real part of W
to belong to L2 instead of L2*, this result serves as an improvement over other known results in this direction;
see, for example, [9, Corollary 1]. An alternative order of vanishing theorem appears below within Section 3.

Theorem 1.2. Let d € (1, 2]. Assume that for some q1 € [2, 00] and q> € (2, o], Wil s g,y < M;j forj=1,2.
Let u be a solution to (1.1) in B, that satisfies

lullzeop,) < C. (1.9)

If g1 > 2 and we assume that
IVul2s,) = ¢, (1.10)

then for any zy € By and any r sufficiently small,

CrC1+Mp) I

Ca[1+M}? exp(C3 M)+ ey {C1 My +log[ =25 25

IVullz2,z) = 7 logd

where
2q,
M2 =

g -2°

C1 =C1(Ro,q1), C2=C(Ro,q2), C3=C3(Ro,q1,92),

and c is universal.
If g1 = 2 and we assume that for some ty € [1, 2),

IVullrom,) = ¢, (1.11)

then for any zo € B1, any r sufficiently small, any q € (2, q2), any t € (max{%, to}, 2), and any ty € (t, 2],

i 21, _c 2 CoC1+My)
||Vu||L‘1(B,(zo)) > rC2[1+M2 exp(C3M1)]+logd{C1M1+log[ PV ]},

where
_ tq
T tg-q-t

and c is universal.

H ’ Cl = CI(R07 q: tO’ t’ t1)7 CZ = CZ(RO) QZ’ qa t), C3 = C3(R05 Q2, q)y
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Remark. If W, = 0, then M, = 0 and we recover results on the order of vanishing estimates and the decay
rates at infinity (a real version of Theorem 1.1) from [12]. As such, this theorem may be interpreted as a com-
plex perturbation of the real-valued result.

This article is organized as follows. In the next section, Section 2, three-ball inequalities for general vector-
valued Beltrami systems are used to prove order of vanishing estimates for solutions to such equations.
Section 3 shows how the drift equation (1.1) may be reduced to a vector-valued Beltrami equation. Using
these new presentations, we prove the order of vanishing results given by Theorems 1.2 and 3.1. Section 4
shows how Theorem 1.1 follows from Theorem 1.2 through rescaling combined with iteration. When q; > 2,
we must use the alternative order of vanishing estimate described by Theorem 3.1 to initiate the iterative
process. As such, this section has been divided into two parts, corresponding to the proof for g; > 2 and the
proof for g; = 2. The Carleman estimates that are crucial to the proof in Section 2 are presented in Section 5.

2 Estimates for general Beltrami systems

Here we use three-ball inequalities derived from Carleman estimates to prove order of vanishing estimates for
solutions to 2-vector equations of the form
ov = GV, (2.1)

where vV = (v, v,) is some 2-vector and G is a 2 x 2 matrix function. This is the major tool in proving our order
of vanishing estimates for drift equations. The following Carleman estimate for first-order operators is crucial
to the arguments. For a very similar estimate, we refer the reader to [7, Theorem 3.1].

Theorem 2.1. Suppose p € (1, 2]. There exists Ry € (O, %) such that for any t sufficiently large and any
u € CX(Bg, \ {0}), it holds that

_2 _ <
)|(rlogr) ™ e ™ Vull (g, ) < Clir' "> (log r)e™ ™" dull o sy ),

where
1

¢(r) =logr+ 3log(logr)?, B=1- o’ C = C(p, Ro).

The technical proof of this theorem appears below in Section 5. For now, we use this Carleman estimate to
prove the following lower bound, which is the main result of this section.

Theorem 2.2. Leta € (1, 2]. Definev = |v1]| + |v2|, where V is a 2-vector solution to (2.1) in B with ||GllLas,) <M
forsome q € (2, co]. Assume that for some t € (%, 2] and some ¢ < 1 < C,

Wity =¢ and |Vires,) < C.

Then for any rq sufficiently small and any b € (1, a), it holds that

C(1+MH)+clog(£E)/ log b
IVliLis,,) = 1o ,

where i = tqf‘f]_t, C = C(q, t, Ro), and c is universal.

Remark. The theorem gives the best result (i.e. minimizes u) when we choose t = 2. However, for techni-
cal reasons, there will be situations where we need t < 2. Therefore, we present the very general result and
choose t appropriately in the proofs of our order of vanishing theorems.

Proof. Choose rq sufficiently small and b € (1, a). Let
)
Ky = {7 <zl < ro}, Ky=1{ro<lzl<b}, K;3=1{b<|zl<al.

Set K= K1 UK, UK3 ¢ By \ {0} and define y € C3°(K), where x =1 on K, and supp Vy = K1 U K3. Define
il = YV, where  is the solution to oV = GV.
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Since g € (2, 00], forany t € (q%l, 2] we have that p := qq—ft € (1, 2]. For each j, set itj(2) = uj(4-2) so that

supp iij € Bg, \ {0}. Then we may apply the Carleman estimate described by Theorem 2.1 with p as chosen to
each @ij. With &t = |i11] + |i12| and K= %Kc Bg, \ {0}, we see that

l(rlognN e ™ Vil < 8 Y IrlognTte i,
j=1,2

1-2 _ 3~
<C Y Ir'7 (log e ™Mol k),
j=1,2

where r=|z| and B =1 - p% =1-1- % = 1. Define p(z) = 2|z| = oy, An application of Holder (since

t < 2) and a change of variables shows that

_2 _ <
Pl(plogp) e ™ Pulli) < C Y "7 (log p)e” P oujl Lo i, (2.2)
j=1,2

where C depends on g, t, Ro.
Note that by (2.1),

Ouj = OxVj +XOVj = OXVj+X ). GikVk = OXVj+ ). jkUk.
Ko1,2 k=1,2

This equation combined with Holder’s inequality shows that for eachj = 1, 2,

Ip"% (log p)e™™®)du 1o k)

_2 _ _2 _
< Y lp' 2 (ogp)e P gjruplloi) + Ip* 7 (log p)e” P [V |vjliLoyuks)
k=1,2

_1 1 -
< Y lgiliem o' ™7 10g p) 1w o (0 10g p) e ™ PP UL
k=1,2

_2 _2 _
+ 11yl k) I~ @ lLagiyy o™ T (log p)e P vjl ek,

1-2 _2 —
+ VX oot Ip™ 7 lLagien o™ 7 (log p)e ™ PP vl k).
A computation shows that
1-1 2 _2 1-2
lp™ ? Q08 Pl o> NPIVXIlLeor)s NP @llLaky)s  IVXNLeos) o™ @ llLacks)

are bounded by constants depending on Ry and g. Combining the previous inequality with (2.2) then shows
that

Pl(plogp) e P ull ) < CMIl(plog p)Le ™ Pull k) + Cllp™* (log pe™ P Vlizek, uis)-
If T > (2CM)H, then the first term may be absorbed into the left to get

le” TPV, < e PPyl
< ||e—(T+1)¢(P)u"Lt(K)

1-2 _ _
< Cp, ' (logpo)?lle” T VPy|| 1k ) + C(log Ro)* e T VPP y| k),

where we have used the definition of ¢ and introduced po := Roro/a. Replacing 7 + 1 with 7 and assuming
that 7 > C(1 + M*), it holds that

Ro _
IVIlLerosixi<ayy < €70 e ™ P,

_2
< Ce™D[p, " (log po)lle Vil Lk, + (log Ro)2lle vk,

1-2 , eTPRoa) 5 eTP(Ro/a)
< Cp, ‘(ogpo) WHV"U(IQ) + C(log Ro) WHV"U(I@-
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Adding |v| Li(B,,) tO both sides of the inequality shows that

1-2 Roy_ g0 Boy_gp( Rk
WVlles,) < Cpy * (0g po)>e™ P PG v, ) + Clog Ro)*e™ )¢ v (p,).

Define
_ $(Rob/a) - ¢(Ro/a)
¢ (Rob/a) - ¢(po/2)

and set

(1og Ro)? VLB, ]

K
~ ¢(Rob/a) - p(Ro/a) Og[p},‘z“(logpo)zIIVIILt<B,0> '

To
If o > C(1 + M*), then the above computations are valid with this choice of 7 and we see that

1-2 _
Wiz, < Clpo * (108 po)IVlLes,)] [10g Ro) IViLes,] ™.

On the other hand, if 7o < C(1 + M*), then

M < Wl < exp[c1+ m(p(222) - qb(%))]pol-%(Eg—ﬁf))znvumm).

Adding the previous two inequalities and invoking the assumptions that ¢ < [[v|r«s,) and |v]r«s,) < C shows
that
c<I+1I,

where
1-2 Aq1—
I=Clpy ‘(10gpo)? Vi, [(log Ro)*C] ™

1=l M(8(52) (%)) o (522 i,

On one hand, if I < II, then ¢ < 2II so that

S - e G U C R C )]

Assuming that ro < Ry, we have

B(2) - #(*22) 2 clogro,

and thus
IVllzes, ) = Ce(log Ro)2rg M. (2.3)
On the other hand, if IT < I, then
. 1-2 a1l
¢ <2Clp, " (1ogpo)*IVllLi(s,,)]“[(log Ro)*C]' ™.
Raising both sides to £ shows that
.. 2-1/log Ro\2 2CC(logRp)?1-%
Misy 2 C05 (10gp0) [ =2 ™
As above, for any ry <« R,
_1_ $(po/2) - p(Rob/a) _ clogro
Kk  ¢(Rob/a) - ¢(Ro/a) ~ logh ’
and thus ) ,
R 1 [ZCC(logRO) ]/1 b
Wiz, = ClogRo)?rg o ¢ %7, (2.4)

Combining (2.3) and (2.4) leads to the conclusion of Theorem 2.2. O
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3 Order of vanishing estimates

This section contains the proofs of our order of vanishing results, Theorem 1.2 and Theorem 3.1 below. The
idea underlying our proofs is that we can reduce the PDE given in (1.1) to a first-order Beltrami equation.
The novelty here is that the resulting equation is a vector equation instead of a scalar equation as it was in
[11, 12]. More specifically, we will show that the elliptic PDE described by (1.1) is equivalent to an equation
of the form (2.1).

If u = u; + iuy, then the drift equation (1.1) is equivalent to the system

Au1 = W1 -Vuy - Wz -Vu,, (3 1)
Au2:W1~Vu2+W2~Vu1. '
Recall that 3 Lo N 5 . 5
azﬁzz(a+la—y) and a:$:§<$—la—y).
Using the natural association between 2-vectors and complex values, i.e. (a, b) ~ a + ib, we define
1 —5111'
—| Wy + Wie—= if ou; # 0,
Wi (uj) = 4( k kau,-) J
0 otherwise,
so that
4Wi(uj)ou; = Wiou; +Wk5u,~ = 2R Wyouj = Wy - Vu;.
Then system (3.1) may be rewritten as
00Uy — Wi(up)ouy = -Ws(uz)ouy,
00Uy — W1(uz)ous = Wo(up)ous.
If we define
. aul] [W1(u1) -W>(u3)
V= and G= s (3.2)
[auz Wo(u1)  Wiuz)

then the system of equations described by (3.1) is equivalent to (2.1).

The following theorem is an alternative order of vanishing estimate. Although Theorem 1.2 is our main
order of vanishing estimate, we will use the following result to initiate the proof of Theorem 1.1 in the set-
ting where g; > 2. This proof is also interesting because it demonstrates how we make use of the Beltrami
representation in a simpler setting.

Theorem 3.1. Assume that |W|a(s,) < M for some q € (2, 0o]. Let u be a solution to (1.1) in B, that satis-
fies (1.9) with d = 2 and (1.10). Then for any r sufficiently small,

CC1+M)
”Vu”LZ(B,) > rC(1+MV)+C10g[7E ]’

where yu = % and C = C(q, Ro).

Remark. An application of the Caccioppoli inequality as in (3.3) below allows us to replace the L?-norm of
the gradient on the left-hand side with the L>-norm of the function itself. After such a reduction, this result
is essentially the same as the order of vanishing result from [10, Corollary 1]. The proof that we present here
is different.

Remark. Consider the case with g = co. Then pu = 2 and we obtain the well-known order of vanishing estimate
for drift equations; see, for example, [2].

Remark. This theorem differs from Theorem 1.2 and, at first glance, it may appear that this theorem is
stronger because of the absence of an exponential dependence in the bound. However, this theorem does not
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cover the case of q; = 2. Moreover, if M, < My, then the bound that we obtain in Theorem 1.2 is better than
this one. In a sense, our new result may be interpreted as a perturbation of the order of vanishing results
for real-valued solutions to drift equations that appeared in [12]. This theorem holds for complex-valued
equations.

Proof. If we define v and G as in (3.2), then equation (2.1) holds in B,. With v = |v1| + |v;]|, we see that
v ~ |Vul. Therefore, it follows from (1.10) that |v|2(s,) = ¢. By the assumption on W and the fact that
|W;j(ur)(2)| < |[Wj(z)| for all z, we see that ||Gllzas,) < CM. A standard integration by parts argument shows
that whenever Au = W - Vu in Bg, where W € L9(Bg) for some q € [2, co], we have

r\-3 _2
IVulis) < C[(1-5) "+ R E IWhzaqay oy (3.3)

Combining (3.3) with (1.9) then implies that |12z, ,) < C(1 + M). An application of Theorem 2.2 with t = 2

and a = 3 shows that )
CC(1+M)
IVUllL2(B,000)) 2 IVIIL2(B, (g = EMIFCIO8E=ET0

as required. O

The Cauchy-Pompeiu operator on By is defined by

Tp,w(z) = % J %d{, (3.4)

Bg

where w € L4(B,) for some g € [2, co]. Returning to the Beltrami system from (3.2) and the preceding line,

we take an alternative approach and define
vj = ouje "W foreachj=1,2, (3.5)

where we use the notation T = Tp,. Then

[«¥]]

V]' = é(auje_T(Wl(“j)))
= [00u; — Wy (uj)ou;]e” TWrw)
= (~1Y W5 (u;)ouze "W )

= (—

1) W) (u;) e Wi Watwnly,

where j = j + 1. If we introduce the vector notation

_ T(W1(u2)-Wi(u1)]
V= [Vl] and G= [ 0 Wa(uz)e

v, W (uy) e TWa ) -Wi )] 0 , 3.6)

then (2.1) holds. This is the representation that will be used in the proof of our order of vanishing estimate
described by Theorem 1.2.

Before proving that theorem, we establish an L-bound for the matrix G given in (3.6). To do this, we have
to recall some properties of T. Let w € L? for some q € [2, co] satisfy |wlLs, < M. The Cauchy—Pompeiu
transform of w is defined as in (3.4). If g > 2, then T(w) € L with | Tw| 15, < CM, where C depends on g
and d. Otherwise, if ¢ = 2, then T(w) € W2 with

ITwllwr2s,) = 1Twlzs,) + IVTwli2@B,) < CM.
For further analysis of Tw in the setting where g = 2, we recall the following lemma from [12].

Lemma 3.2 (cf. [12, Lemma 3.3]). Seth = Tw for some w € L?(Bg) with |w|12g,) < M.Fors > 0and0 < r <d,
it holds that
{ exp(s|h|) < Cr M exp(sCM + s2CM?),

B,
fr-Ba |1

B, B,

where we denote



10 — B.Davey, C. Kenig and J.-N. Wang, Quantitative unique continuation DE GRUYTER

Now we can show that G is bounded in L9 for some g € (2, g2 ].

Lemma 3.3. Assume that d ¢ (1, 2] and for some q1 € (2, o] and q> € (2, o], |Wjll 5, < M;j forj =1, 2.
Define the matrix function G as in (3.6). Set q = q» if q1 > 2, and otherwise choose q € (2, q;). Then
IGllzas,) < M2 exp(CMY$),
where a = 1if g1 > 2, and a = 2 otherwise.
Proof. Recall that )
Gj=0 and G;= (_1)jWz(uﬁ)e(fl)iT[Wl(uz)fwl(ul)].
ji j

Since |Wj(ux)(2)| < |Wj(z)| for all z, W; € L% implies that Wj(uy) € L% as well with the same norm.
If g, > 2, then
ITIW1(uz2) = Wi(u1)]llres,) < CM1,

and then
GllLe (By) < M2 exp(CMy).

If g4 = 2, choose q € (2, q;) and set s = %. An application of the Hélder inequality shows that

1y .
1G sty = W (uz)e D T @ WHEON g

< [ Wallpez g lleTWr 2= Wil

< csd%Mz(][ exp(s|T(W1 (u2) - W1 ()1 )
Ba
< Csd™MiM; exp(CM; + sCM?),

where the last step invokes Lemma 3.2. The conclusion follows. O
Now we prove the new order of vanishing estimate described by Theorem 1.2.

Proof of Theorem 1.2. Define v and G as in (3.5) and (3.6) so that equation (2.1) holds in B;. Choose
l<b<a<dsothatb-1=a-b=d-a.Thenlogh =logdanda-b =~d-1.Setv = |v{|+ |v,]. In order
to keep track of the dependencies in the constants, we’ll use a subscript notation within this proof.

Assume first that g; > 2. We see from (1.10) and Holder’s inequality that

¢ < Vullz2sy)

< |Vuillzzg,y + IVuzllr2s,)

T(W1(uy)) TWi 2y, |I12g,)
1

T W),

= 1llz2))
le Vil + lle

< ||eT(W1(ul))"L00

@nllvillzze,) +lle @nllvallzzay)

< exp(Cq, M) IVIIz2(B,)-

It follows that
IVlr2(8,) = € exp(-Cq, M1).

Similarly,

—T(Wy(uz) T(W1(uz

Iviz2s,) < lle 'Wuillz, +lle” Vs llr2s,)

< exp(Cq, M1)IIVul 28,

d
: (\/d —a Cq My + C‘IZM2> exp(Cq, M1)l[ullze=(B,)
< C(l + CCIzMZ)
T Vd-1

where we have applied the interior estimate described by (3.3) and the upper bound from (1.9). Since
Lemma 3.3 shows that

exp(Cq, M1),

GliLe2 By < M2 exp(Cq, M1),
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an application of Theorem 2.2 with ¢t = 2 shows that

CC(1+Cqy My)

Cap {1+[M2 exp(Cqy M1)1#2 1+ 1565 {Cqy My +Hogl —2—=1}

Vilz2B,(xo)) = T logd

Since
IVlIL2B,) < exp(Cq, M1)IVullr2s,),
we can rearrange to reach the conclusion of the theorem for the case g; > 2.

Now we consider g; = 2. Choose q € (2,g>) and t € (max{%, to}, 2), and then define ¢’ < oo to satisfy

%= + + . It follows from the lower bound in (1.11) and Holder’s inequality that

[Vullros,)

c<|
< Vuallpos,) + IVuzlizos,)
|

T(W1(uq

IA

le My gy valles, + 1€ e g Ivallzs,)

< exp(Co M) VIl sy)»
where we have applied Lemma 3.2. Similarly,

IViiLes,) < le” "W vy, |1,y + e T DGy, (g,

< exp(CeM?)|Vull s,

d
< (\jd —a " CaMy + quMz) exp(CeMD)ull oo,

C(1 + Cq,M>) ,
< ————— exp(CeMy).
Va1 o

Since Lemma 3.3 implies that
IGllLaBa) < M2 exp(Cq,q,M?),
an application of Theorem 2.2 with our choice of ¢t shows that

Cq,tC(1+Cqy M)

VI, 00 = qu,t{1+[M2 exp(Cq,q MPIF 1+ 55 {Cr, o M3 +log[ e ]}’
where y = tqu_t. Since
IViLe,) < exp(Ce,e, MD)IVUllL 8,)
for any t; > t, we reach the conclusion of the theorem after further simplifications. O

4 Unique continuation at infinity estimates

Here we use Theorem 1.2 combined with an iterative argument to prove Theorem 1.1. Our arguments are
similar to those that appear in [3, 6], which were inspired by the work of [2, 14]. We prove the theorem for
g1 > 2 and g; = 2 in slightly different ways, and therefore divide this section accordingly.

4.1 The caseof g, > 2

The proof of the theorem relies on an iteration scheme. Therefore, we begin by presenting two propositions
that are instrumental to this argument. The first proposition gives the initial estimate, while the second gives
the iterative step. The initial estimate is as follows.

Proposition 4.1 (Initial estimate). Assume that for some q1, q2 € (2, 0] and cg, 6o > 0,

W=W,+iW,:R> - C?
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satisfies (1.5) and (1.6). Let u : R? — C be a solution to (1.1) for which (1.7) and (1.8) hold. For any £y > 0 and
any S = Sp(Ro, Co, Co, q1, G2, 60, to, €0), it holds that

inf [IVullr2s, () = exp(=S%), (4.1)
|zo|=S
24(q-2)
q(q-2)
Proof. Let gy > 0 be given. Assume that S is sufficiently large with respect to Ry, Co, Co, g1, 92, 60, to, €o as
we will specify below. Choose zo € R? so that |zo| = S - 1. Define

where a =

+ €9 with ¢ = min{q1, q>} and ¢ = max{q1, q2}.

(z) = u(zp + Sz),
W(z) = SW(zo + S2).

Then Aii — W - Vii = 0 in B,. Assumption (1.5) implies that

1
1 lzes 5 < S j Wi (2o +52)|dz) " = 5%,

R2

while (1.6) implies that | W; |1 (r2) < A(co, 60), from which it follows that

1
1Walues sy < J [Wazo + 59l dz) ™ < AS™ .

]RZ
We see that
IWlza, < 1WillLas,) + 1Wallza,)
< Cy.q IW1llLaBy) + Cqy | Wall Loz (8,)
1-2 1-2
< C[I’qls a + C@,qZAS a2,
Moreover,

_2
litllzeo(s,) < exp[Co(3S)" 711,

and from (1.8) we have
Ct,IVillr2s,) = IVillpo,,) = SIVullro s, o) = S-

Observe that , ,
14C4.4,S" 4 +Cy,0,AS' 22
S

1og{exp[co(35)1‘%] b< cs' .

Since ¢ > 2, an application of Theorem 3.1 shows that

-2 -2 24
( 1 >C(cq,qls T 1Cyq,AS 92 )02

CS i log S
_ > — =
25 > exp( i@ logS),

1.
"Vu"Lz(Bl/z(Z())) = §||Vu"LZ(Bl/25) =

where we have assumed that S is large with respect to Co, q1, g2, and A. Assuming further that S is so large
that Clog S < S (1 - %)“, we see that (4.1) holds, as required. O

Now we present the proposition which will be repeatedly applied in the proof of Theorem 1.1 when g; > 2.

Proposition 4.2 (Iterative estimate). Assume that for some q1, q> € (2, co] and cg, 6o > 0,
W=W;+iW,: R*> - C?
satisfies (1.5) and (1.6). Let u : R> — C be a solution to (1.1) for which (1.7) holds. Let

>0, &€ (0,#).
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Suppose that for any S > Sy(Ro, Co, Co, 41, q2, 00, €1, €) there exists an a > 1 + € so that

inf |Vullz2(, ,(z)) > €xp(-S%). (4.2)
[20l=8
1
WithR =S+ (3)™ - 1 and
a-1 2
a-— & ifa(l-g)>1-—,
— q1
B= 2
1- — +2&; otherwise,
q1
it holds that
A IVUli2(,,(20)) > exp(-RP). (4.3)

Proof. Define T = (3)Y/(1-#) and setd = 1 + 5r.. Let z; € R? be such that |z1| = S+ T - J = R. Define

U(z) = u(zy + T2),
W(z) = TW(z1 + T2).

Then Ait — W - Vit = 0 in By. Assumption (1.5) implies that

1
Walisscan < 7( [1Watz + T dz)™ = 777,
]RZ
while ) )
IWallzen s, = T(]|Wz(zl +T2)0dz)" = 77 j Wa%dz)”.
By Bra(z1)

We may cover Bry(z1) with N ~ T2 balls of radius 1, so it follows from condition (1.6) that

_ i N 1
Wby < 75 (Y | Wa@iedz)”
J=1B,(z)

N 1

_2 _2 q

<770 | Y exp(-gacolz 5% |
=1

< TV d e exp|-qaco(352) T}

_2
< exp(~&pST %),

where we have used that each ball is centered at a distance of at least % from the origin. Moreover,
~ 3 1- ql 1-2 1-2 = 12
il oo B < exp[C()(ES +2T) "] <exp(5' 74 CoT' i) = exp(CoT' ),

and from (4.2) we see that with z := S,

IVitlz2(s,) = TIVullL2(s,,(z)) = €Xp(-cS?).
We are now in a position to apply Theorem 1.2 to the function ii. Doing so yields

2 2 - 2 -2
1 )C2[1+6XP(C3T1 9T ~Eopp ' 77014 ZEL (T4 T T +¢S%rexp(~EoS'~ T "*0)+log(C2 | )]

IVitllL2 (B, 7 0)) = (ﬁ

>

where C; = Co + C1, yz = qzzq_zz and all of the new constants depend on Ry, g1, and g». If S is sufficiently large
in the sense that

_2 S\ 2
5'0)1251 ar t0o > C3(§) T
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(which is always possible because of the relationship between €; and 8;), then

IVullz2(s,20)) = %"Vﬂ"LZ(BmT(O)) > (ﬁ
fa(l-g)>1- %, then S¢ > T'"41, and thus
IVullL2(8, (1)) > exp(-CT* @ Ve log T).
If S is sufficiently large in the sense that

Ve o)

2
then RF > CT*(@-V#1]og T and it follows that

R _2
1 )2cz+2LsT(c1T1 a1 +cS%)

DE GRUYTER

IVullz2(B, 5 (20)) = exp(-RP). (4.4)

On the other hand, if a(1 - €7) <1 - é, then the first term is dominant and
1-2 4+
||Vu||L2(Bl/2(zl)) >exp(-CT" = log T).
If S is large enough so that
S\i,  C S

(5)7" = 705 1o8(3),

then we again see that (4.4) holds. Since z; € R? with |z1| = R was arbitrary, (4.3) has been shown. O

Now we use Proposition 4.1 followed by repeated applications of Proposition 4.2 to prove Theorem 1.1.

The proof of Theorem 1.1 for q1 > 2. Let € > 0 be given. Then choose

2 L £
€1 E(O’min{1—§0+6o’ qll:%z})
1

and &y > 0. Choose

€
So 2 max{Sb(Ro, Co, €0, q1, q2, 60, to, €0), Sr(ROy Co, €0, q1, 92, 60, €1, =

where S and S, are as given in Propositions 4.1 and 4.2, respectively. Define

_24(q-2)

Ao = ——= €0,
°"q@q-2 "

where ¢ = min{q4, g>} and ¢ = max{q1, g>}. An application of Proposition 4.1 shows that

inf |Vullr2s, ) = exp(=Sy°).
|z|=So

By assumption, we have that

1-2
£
1+=> 4
2 1-¢&1
Assuming that ay > 1 + % fork=0,1,...,wearein the first case of the choice for  from Proposition 4.2, so
we recursively define
ap—1
Ak+1 = A — €1,
Siyes 1
Sk+1—Sk+(?> —5.

Then, for each such k, an application of Proposition 4.2 shows that

inf [|[Vull2(8,,) = €XP(-Si).
Z|=Sk+1
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Observe that |ag — g1 > % Therefore, there exists M € N with M < N :=[4(ao — 1 - §)/ee1] so that
ay > 1+ %, while apr1 <1+ § In particular, for any R > Sy41 > Spy+1, it holds that

|i|n§2||Vu||Lz(Buz(z)) > exp(-R¥+1) > exp(—R*17).
z|=

An application of the Caccioppoli inequality described by (3.3) shows that

IVullL2,),2)) < C(L + [WillLar + [WallLa)ulleo B, z)) < Cllullzeo(s, (2)) < eXp(R%)”u"Lw(Bl(z)),

assuming that R is sufficiently large with respect to C. Combining the previous two inequalities leads to the
conclusion of the theorem. O

Remark. The careful reader may wonder why we have avoided using the second case of the choice for §, i.e.
B=1- % + 2¢&1, from Proposition 4.2 in our iteration scheme. As the initial exponent is greater than 2, we
must always start in the first case. Each repeated application of Proposition 4.2 will produce an exponent
that is greater than 1. Therefore, the only way to move into the second case of 8 is by choosing &; so that
a(l-e1)<1- %. Doing so implies that &1 > %, and then the resulting exponent is given by

2
B:l—q—+2£1>1+81,
1

which still exceeds 1. In other words, the second case of § does not lead to any improvements, so we have
chosen to avoid using this case.

4.2 Thecaseof g, =2

Now we consider the case where W; belongs to the threshold space L2. In contrast to the previous cases where
q1 > 2, here we only need to run the iteration process twice.

The proof of Theorem 1.1 for q; = 2. Choose q € (2, q2). With

qi]1’t°})>o’

V= %(2 —max{

define t; = ty + jv forj = 1, 2, 3. Define

2 tiq
a>(1—a)t1q_lﬁ>2.

For £ € (0, 1) as given, define g¢ = ﬁ

Assume that S is sufficiently large with respect to Ry, Co, q2, Co, 00, to, €, as well as g, t1, t>, t3, « (which
depend on the other terms), as we will specify below. Choose zy € R? so that |zg| = S — 1. Define

Up(z) = u(zp + Sz),
Wo(z) = SW(zo + Sz).
Then Aug — Wy - Vug = 0 in B,. Assumption (1.5) implies that
1
2
IWo,1ll2(8,) < 5( J [W1(zo + SZ)|2dZ) =1,
]RZ
while (1.6) implies that [| W 1s r2) < A(co, 60), from which it follows that
1Wo.2llzex 5 = 5( J W) (20 + s,z)|612dz)E <AS' @,
]RZ

Moreovet, ||uollz=(s,) < e and from (1.8) we see that

Vuolro e,y = SIVullzo s, o)) = S-
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An application of Theorem 1.2 with d = 2 shows that

1
IVullzez By, (z0)) = §"Vu0||L'2(B1/2S)
1 \CalL+(AS"™ T )TadE €03 ]4¢Cy +clog 252 (1445" 7))
> —
>(35)
=1

> exp(-CS"~ @2’fhedt logS),
where we have assumed that S is large enough to absorb all of the other terms into the dominant one by
making the constant larger. Assuming further that S is so large that

a-(1-2) i (1 - 1\

ClogS<S$S a 1144111(1 S) ,

we see that
IVullLe By, (z0)) = €XP(=|20l*) whenever |zo] > 1. (4.5)
Recalling that
£

&g ==—-:,
7 2(a-1)

define T = (3)% and setd = 1 + 7. Let z; € R? be such that |z1| = S+ T - 1 = R. With
(z) =u(z, + Tz),
W(z) = TW(z; + Tz),

we see that Aii - W - Vii = 0 in Bg. As in the previous proof, assumption (1.5) implies that | W12, < 1,
while

1 1
AT T(J|W2(Z1 #T2)|02dz) " = 17 j Wa@)[dz) "
Bg Bra(z1)

We may cover Brg(z1) with N ~ T2 balls of radius 1, so it follows from condition (1.6) that

N 1
IWallLe 8, < Tl_é(z J |W2(Z)|q2dz)q2

< T E {er exp[-gaco( 22)" ]}

< exp(-£S%),
where we have used that each ball is centered at a distance of at least 5%1 from the origin. Moreover,

litll Lo, < €°,

and from (4.5) we see that, with zg := S%,

Vit B,y = TlIVullLa B, ), (z0)) = €Xp(-cS%).

Now we apply the order of vanishing estimate described by Theorem 1.2 again. With t3 as defined above and

_ _ B
W= 55205 We have
1.
||vu||Lz(Bl/2(Z1)) = T'lvu”LZ(BUZT)
1\ Ca[1+exp(C;—Cons®0)]+ 261 [C1+Co+cS +exp(~2oS%0)+log(C,2)]
> (57)
2T

> exp(-CT (@ Ve Jog T),
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where we have used that S is large enough to absorb all other terms into the dominant one. Further, assuming
that

S S\#- S\&
og(3) < ¢ (5)" = 3 (3)

shows that Clog T < T¢/*, from which it follows that
CTH@ Do 1og T < RIF7
As in the previous proof, if R is sufficiently large, then an application of the Caccioppoli inequality shows that
IVullL2(g,),(z1)) < C(A + [WillLar + |Wallza)lullLeo s, z1)) < CllullLo, z)) < exp(R%)ullLeo (B, (z1)) -

It follows that
lullzeo B, (z1)) = exp(—R'*¢).

Since z1 was an arbitrary point of sufficient distance to the origin, the conclusion of the theorem follows. [

5 Carleman estimates

In this section, we prove the Carleman estimate given by Theorem 2.1. To do this, we rewrite the operator in
polar coordinates and then use an eigenvalue decomposition to establish our stated bounds. The techniques
used here are very similar to those that appeared in [3, 7, 9, 10] and the references therein.

We use standard polar coordinates in R? \ {0} by setting x = rcos § and y = rsin 6, where r = \/x2 + y2
and 0 = arctan(i’—(). With the new coordinate t = log r, we see that

0 0 0 0
_ -t I i — —tf o3 -~ -
Oy =e (cos@at sm@ae), oy=e (sm96t+c05969),
so that
£ =2e7199 = 9 + i0g. (5.1)

The eigenvalues of 9y are ik, k € Z, with corresponding eigenspace Ej = span{ex}, where ey = %e”‘e SO
that |lexllz2s1) = 1. For any v € L?(S1), let Pxv = vk denote the projection of v onto Ex. We remark that the
projection operator Py acts only on the angular variables. In particular, Pyv(t, 8) = Pxv(t, -)(8). We may then
rewrite the operator £ as
L=0¢-) kPy. (5.2)
kez

By changing to the variable t = log|z|, the weight function is given by
p(t)=t+ 3logt.

Since our result applies to functions that are supported in Bg, \ {0}, in terms of the new coordinate ¢,
we study the case when ¢t is sufficiently close to —co. By a slight modification to the result described by
[9, Lemma 2] (see also [7, Lemma 5.1]), we get the following lemma. For the proof of this result, we refer
the reader to either [9] or [7].

Lemma 5.1. Let M, N € N and let {c}} be a sequence of numbers such that |cx| < 1 for all k. For any v € L*>(S')
and every p € [1, 2], we have that

M
” Z ciPrv
k=N

M 11
p 2
<c( Ylet?)” Wiy, (5.3)
L2sh k=N

where C = C(p).

The following proposition is crucial to the proof of Theorem 2.1.
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Proposition 5.2. Let p € (1, 2]. There exists a to < 0 such that for any T > 1 and any u € C¥((-o0, to) x S1),
it holds that
1
1t e ™ Oull2geapy < CT7 1te™™O Lullo(ar a), (5.4)

where C = C(p, to).
Proof. To prove this lemma, we introduce the conjugated operator £ of £, defined by
Loy =e PO LeT?Dy),
With u = e™®y, inequality (5.4) is equivalent to
I Vi ardey < CT 7 1L eVInae do)- (5.5)
From (5.1) and (5.2), the operator £, takes the form

Lr = Z (0 + 19" (t) - k)P = Z Ot +T+1t - k)Py. (5.6)
keZ keZ

We first consider p = 2. Since £L,v = 9v + T(1 + t )v - Y« kvi, an integration by parts shows that

1oV aean = |10+ T+ 1 = Y kvif? de do
kez

= ||10¢vI* dt db + [T(1+t7) = k]?|vi|? dt dO
I p2

k

v [[ras eoavizdede- [ ¥ koduil? deds
kez

-1,12
2 Tt VI 4t gy

which implies (5.5) when p = 2.
Now we consider all p € (1, 2). Since } ;. Pxv = v, we split the sum into three parts. Let M = [27] and
define

M
Pl=> P, PL=)P, Pi=) Py
k>M k=0 k<0

In order to prove (5.5), it suffices to show that for any p € (1, 2) and any v € C®((-00, tp) x St),
141
1 P2VIIL2aeasy < CT P 1ELVILo(ar ao) (5.7)

for o = h, I, n. The sum of all three inequalities will yield (5.5), which implies (5.4).
From (5.6), we have the first-order differential equation

PiLlrv = (0¢ + @' (t) — k)Pyv.

Forv e C°((-00, tg) x S 1y, solving the first-order differential equation gives that

00 t
Pyv(t, 0) = - J k=110 py £y (s, 0) ds = j k=410 -0 py £y (s, ) ds. (5.8)
t 00

We first establish (5.7) with 0 = h using the first line of (5.8). Fork > M > 27, if —~co < t < s < tg < 0, then

T 52 k
k(t=5)+T(p(s) = 9(6) = ~(k=D)lt =]+ 5 log(t—z) <—lt-sl.

Taking the L2(S)-norm in (5.8) and using this bound gives that

(o]
— 14—
IPer(t, Mazcsn < [ e HHPL s, laagsn ds.
(o]
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With the aid of (5.3), we get

o0
1kt
IPkv(t, sy < € j e ML rv(s, leest) ds
(0.e]

forany 1 < p < 2. Applying Young’s inequality for convolution then yields

(S 1

_e v 1.3

IPevliz2a oy sc(j e z"'Z'dz) 18 eViraeds) < Ck? ™2 1£eVlizoac doys
o0

where 1 = 3 — 1 Squaring and summing up k > M gives that

2 -3+2 2 _ 242 2
Z ”ka"LZ(dtde) <C Z k=r ||£JTV"Lp(dtd9) =Ct " "LrV"Lp(dtdg)y
k>M k>M

1
p

where we have used that p > 1 to conclude that the series converges. An application of orthogonality shows
that

h -1+1
1P VIz2atae)y < CT "2 | L2 VILe(at de)»

which implies (5.7) with 0 = h.
Now we prove (5.7) for 0 = n using the second line of (5.8). For k < 0, if —co < s < t < to, then

|s — t] T
k(t - )+ 7(9(s) - (1)) = ~(T ~ k)|t - 5| + Tlog(1 + T )< _(E ~K)lt - sl,

where we have performed a Taylor expansion. Repeating the arguments from above shows that for k < 0,
T 1_3
I1Pxviir2(atag) < C(E - k)p 1 LeviiLe e as)-
Squaring and summing up k < O gives that

2 —2+2 2
S IPVIZ gedg) < CT 2P 1LeVI2 4t as)-
k<0

where we have again used that p > 1 to conclude that the series converges. As in the previous setting, inequal-
ity (5.7) holds with o = n.

Fix t € (00, tp)and set N = [1¢’(t)]. Recalling that ¢(t) = t + % log t?, an application of Taylor’s theorem
shows that for all s, t € (—c0, to),

0(5) - (1) = 9 (s~ 0 + 59" (50)(5 - 7,
where sg is some number between s and t. If s > ¢, then
k(t-s)+ 1(p(s) — p(t)) < —(k-N)|t - s| - %(s - 1) (5.9)
Alternatively, if s < t, then
k(t-s)+t(p(s)— @) <-(N-1-k)|t-s|- 2—;(5 —t)2. (5.10)

For this reason, we split the sum corresponding to 0 = [ and use both representations from (5.8).
First, we consider the values N < k < M. From the first equality in (5.8), we sum over k and use the bound
from (5.9) to get

M ° M k T 2
” Y Pv(t, ) < j " Y e klslaz (670 PkLTV(s,~)H ds.
k=N sy 2 e L(sh)

With
T 2
cp = e UeNlt=sl=5E (=07
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it is clear that |ck| < 1. Therefore, Lemma 5.1 is applicable, so we may apply estimate (5.3) to obtain

M
—(k— _gl—-T_(g—f)2
< C(Z ok N)lt=sl—555 (s-0) > 1L 2v(s, )lze(sy
k=N

10
Nl

M
—(k— _s|—-L(s—t)2
” Y e I g s, )
k=N

L2(SY)
forall 1 < p < 2. Since
M (o)
Z e 2(k-N)lt=s| Z e 2K=sl 2 1 4 s,
k=N k=0
we have

(o)
e 5€ | e e srone s, iy ds,
(o)

M
|| Z ka(t’ )
k=N
where a = 22;;’. Given that
AT (c_$)2 aTt
e 0" 5 \j1 + t_z(s — 62> Clto)lt (1 + 2|5 — t]),

since a > 0, it follows that

e 1A+ T — 1)L
We see that
M T+t = sV, st
» ka(t,-)”LZ 1 gcj i ds. (5.11)
Py (1 - +1l/%|s - t])

For 0 < k < N — 1, we use the second line of (5.8), and then sum over k and use the bound from (5.10) to
get

N-1 @ N-1 By . .
ll Z Prv(t,-) < I ll Z e W-1=PI=sl=53(5=0%p, £ v(s, -) ds.
k=0 Lxsh 2 Mo L2(sh
Arguing as before, we similarly conclude that
N-1 o -a
1+|t-s sIlLcv(s, -
” Y P(t,)|  =<C J (i )|1'! VS ey 4 (5.12)
fard ey ) (L+712|s )
Combining (5.11) and (5.12) shows that
o0
_ (1 + 1t =s[")sLrv(s, - )llre(sy)
t1PLy(t,- st ds.
[ vt Dlisy T+ o2 1))
—00
Applying Young’s inequality for convolution, we get
([ 1+l ;
- +|z o 7
It 1P;3V||L2(dtd9) < C[ j (m) dZ] 1tLzvilLr(st),
where 1 = 3 - 1%' A direct calculation then shows that
oo 1
1+ |Z|_a o G _1.a
_ dz] <Cr =tz
[ I (1 +T1/2|Z|)
Since
1 a 1 3 1 1 1
—_—t = - — 4+ — - — = = —,
20 2 2p 4 2p 4 b
we have shown (5.7) with 0 = [, thereby completing the proof of the proposition. O

We now present the proof of Theorem 2.1.
Proof of Theorem 2.1. Since e?! dt df = dz, we have
It e ™ Oulliaran) = It e ™0 uel 2t a0) = I(rlog ) e ™V ulliz gy,
Ite™ ™0 Lulloaras) = Ite” ™07 26 due’ I aran) = 2lr'"7 (log e ™ dulisaz),

and the result follows from applying Proposition 5.2. O
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