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Abstract

We combine 126 new galaxy-O VI absorber pairs from the CGM2 survey with 123 pairs drawn from the literature
to examine the simultaneous dependence of the column density of O VI absorbers (NO VI) on galaxy stellar mass,
star-formation rate, and impact parameter. The combined sample consists of 249 galaxy-O VI absorber pairs
covering z= 0–0.6, with host galaxy stellar masses M* = 107.8–1011.2 Me and galaxy-absorber impact parameters
R⊥= 0–400 proper kiloparsecs. In this work, we focus on the variation of NO VI with galaxy mass and impact
parameter among the star-forming galaxies in the sample. We find that the average NO VI within one virial radius of
a star-forming galaxy is greatest for star-forming galaxies with M* = 109.2–1010 Me. Star-forming galaxies with
M* between 108 and 1011.2 Me can explain most O VI systems with column densities greater than 1013.5 cm−2.
Sixty percent of the O VI mass associated with a star-forming galaxy is found within one virial radius, and 35% is
found between one and two virial radii. In general, we find that some departure from hydrostatic equilibrium in the
CGM is necessary to reproduce the observed O VI amount, galaxy mass dependence, and extent. Our
measurements serve as a test set for CGM models over a broad range of host galaxy masses.

Unified Astronomy Thesaurus concepts: Circumgalactic medium (1879); Extragalactic astronomy (506)

Supporting material: machine-readable table

1. Introduction

The diffuse gaseous halos around galaxies, their circumga-
lactic media (CGM), are as important in galaxy evolution as the
stars and interstellar gas that are inside galaxies. The CGM is
the site from which galaxies draw gas to fuel continued star
formation and into which feedback ejects gas and energy. It
may even play a more active role in galaxy evolution: the
CGM’s thermodynamic and hydrodynamic conditions may
regulate the accretion of intergalactic gas into the galactic
system, the supply of gas to the host galaxy from the CGM, and
the pressure balance in the host galaxy’s interstellar medium
(Voit 2019; Davies et al. 2020; Oppenheimer et al. 2020;
Terrazas et al. 2020; Zinger et al. 2020).

The goal of this work is to better understand how the column
density of the ion O VI (O+5) in the CGM of a galaxy is
connected to the galaxy’s properties (e.g., mass and star-
formation rate, SFR). The purpose of understanding this
connection is to help determine what kind of conditions and
generating mechanisms are traced by the presence of O VI.
Multiple plausible mechanisms that correspond to very different
conditions can produce O VI. Comparing the CGM conditions
inferred from OVI to the properties of the host galaxies over a

wide range in galaxy mass can provide insight on the origin of
O VI and the role of the CGM in galaxy evolution. At the most
basic level, in CGM regions where the ionizing radiation field is
dominated by the unattenuated cosmic ultraviolet background
(Haardt & Madau 2012; Faucher-Giguère 2020), the ionization
balance of O VI-traced gas can be set by either collisional
ionization or photoionization. In equilibrated gas, collisional
ionization gives a high O VI fraction in gas with number density
nH> 10−4 cm−3 and temperature T≈ 105.5 K while photoioniza-
tion gives a high O VI fraction in gas with nH∼ 10−6

–10−4 cm−3

and T∼ 104 K (e.g., Stern et al. 2018). However, O VI can also
be detected in gas that is out of ionization equilibrium (Gnat &
Sternberg 2007; Oppenheimer & Schaye 2013), in which case the
instantaneous physical conditions may not reflect the full
thermodynamic history of the gas. At a higher level, there are
many possible mechanisms for generating one or the other of
these sets of O VI-rich conditions. A non-exhaustive list of
possible mechanisms includes shock ionization (Dopita &
Sutherland 1996), turbulent mixing layers (Slavin et al. 1993;
Tan & Oh 2021), conductive interfaces (Borkowski et al. 1990;
Gnat et al. 2010), static radiative nonequilibrium cooling (Edgar
& Chevalier 1986; Gnat & Sternberg 2007; Oppenheimer &
Schaye 2013), radiative cooling flows (Heckman et al. 2002;
Wakker et al. 2012; Bordoloi et al. 2017; McQuinn &Werk 2018;
Stern et al. 2019), and supernova-driven outflows (Thompson
et al. 2016; Li & Tonnesen 2020). These mechanisms can be
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categorized as involving (1) ambient halo gas, (2) outflows from
the host galaxy, or (3) inflows toward and onto the host galaxy.

All three categories of mechanisms are no doubt in action to
varying extents. The question is their relative contribution as a
function of the properties of a CGM host galaxy. This question
has been thoroughly explored in the theoretical literature,
producing hypotheses centering on each of the three kinds of
mechanism. A meta-conclusion we draw from this work is that
it is possible to create many plausible and effective models for
O VI in the CGM of galaxies in a narrow mass range. For
example, Faerman et al. (2020; collisionally ionized ambient
gas), Li & Tonnesen (2020; collisionally ionized outflows), and
Stern et al. (2018; photoionized inflows) are based on
qualitatively different assumptions for how most of the O VI
is generated, but agree with the set of O VI measurements that
they all reference (Werk et al. 2013; Johnson et al. 2015). Both
the models and the measurements are of roughly Milky Way–
mass galaxies. In order to learn which mechanisms are actually
responsible for O VI (and hence what O VI measurements
mean), it is necessary to consistently make predictions for O VI
in the CGM of galaxies over a wide range of masses, SFRs,
and other properties and to confront these predictions with
measurements.

This necessary confrontation has been prevented by a shortage
of observations. The available measurements of O VI around
galaxies in the literature are too sparse to create statistically useful
subsamples over narrow ranges simultaneously in three key
properties: galaxy stellar mass (M*), impact parameter (R⊥), and
SFR. In this work, we combine measurements from the literature
with new galaxy-O VI absorber pairs drawn from the CGM2

survey (Wilde et al. 2021, referred to below as W21) to create a
sample large enough to allow simultaneous slicing in all three of
these properties. CGM2 is a deep galaxy redshift survey of 22
fields with far-ultraviolet (FUV) quasar spectroscopy from the
COS-Halos and COS-Dwarfs (Tumlinson et al. 2013; Bordoloi
et al. 2014) surveys. CGM2 contains 126 unique, previously
unpublished galaxy-O VI absorber pairs with R⊥< 400 kpc at
z= 0.1–0.6 and includes galaxies with stellar mass
M*∼ 108–1011 Me, i.e., sub–Small Magellanic Cloud dwarfs to
super-L

*

galaxies.
In Section 2, we combine galaxy and O VI absorption data

from CGM2 and from literature sources to create a galaxy-
absorber pair sample. In Section 3, we investigate how the
column density of O VI around star-forming galaxies depends
on galaxy mass and the galaxy-absorber impact parameter. We
discuss some implications of our findings in Section 4 and
summarize our results in Section 5. We assume a flat-universe
Λ cold dark matter cosmology with H0= 67.8 km s−1 Mpc−1

and Ωm= 0.308 (Planck Collaboration et al. 2016). Stellar
masses are derived assuming a Chabrier (2003) initial mass
function.

2. Data

Our study requires both galaxy and QSO spectroscopy to
uniquely associate specific galaxies with O VI λλ 1031,1037Å
absorption at precisely measured redshifts. Other galaxy
properties, such as stellar masses and SFRs, are derived by
fitting multiband photometric measurements using the spectral
energy distribution fitting package CIGALE11. O VI absorbers
are measured from medium-resolution FUV spectra of quasars.

We combine our own measurements with ones drawn from
earlier surveys of galaxies and O VI absorbers. The surveys we
use are listed in Table 1. Our procedure for analyzing the
CGM2 data set and incorporating measurements from the
literature is described in the remainder of this section.

2.1. Galaxy Surveys

The first part of the data set is a collection of properties—
redshifts, masses, and a classification as star-forming or
quiescent—for galaxies in QSO fields.

2.1.1. CGM2

Our new galaxy data set is drawn from the CGM2 survey
(W21). The CGM2 survey provides secure spectroscopic
redshifts for 971 galaxies in the foreground of 22 QSOs with
Hubble Space Telescope (HST)/Cosmic Origins Spectrograph
(COS) spectra. W21 described data acquisition and the analysis
procedures in depth; we give a short summary here. The galaxy
spectra were taken using the Gemini-GMOS spectrographs on
the Gemini North and Gemini South telescopes (Hook et al.
2004; Gimeno et al. 2016). Galaxy redshifts were inferred from
the spectra using a combination of the REDROCK12 redshift
fitting code and manually checked using the VETRR13 code.
W21 used CIGALE to derive galaxy stellar masses and SFRs

from an assemblage of photometry. The photometry includes
measurements in the Gemini g and i pre-mask imaging data,
Sloan Digital Sky Survey DR14 ugriz, Dark Energy Survey
Instrument Legacy Imaging Surveys DR8 grz, Pan-STARRS
DR2 grizy, and Wide-field Infrared Survey Explorer 3.4, 4.6,
12, and 22 μm bands (Wright et al. 2010; Chambers et al. 2016;
Abolfathi et al. 2018; Dey et al. 2019). In cases where multiple
measurements in similar bands are available, we use all of
them. W21 used Bruzual & Charlot (2003) stellar population
models built assuming a Chabrier (2003) initial mass function
as their CIGALE basis functions. Other CIGALE galaxy
template options are listed in W21. We adopt the W21 stellar
masses and photometric SFRs.
We estimate halo masses using the stellar mass–halo mass

relation defined in Table J 1 of Behroozi et al. (2019), who
used the Bryan & Norman (1998) convention for halo masses.
Using the procedure defined in Hu & Kravtsov (2003), we
convert their halo masses to the convention in which the
average mass density within the halo radius is 200 times the
critical density of the universe. We denote these halo masses
and the corresponding virial radii as M200c and R200c. We use
the critical density convention to be consistent with theoretical
studies with which we compare our measurements.
We classify galaxies as being star-forming (SF) or quiescent

(E) using their specific star-formation rates (sSFRs) as determined
from photometry by CIGALE. Galaxies with sSFR> 10−10 yr−1

are classified as SF; galaxies with lower sSFRs are classified as E.
The SFR and sSFR estimates we make using CIGALE are based
on a limited range in wavelength and so are quite plausibly
inaccurate. We therefore treat them not as realistic estimates of
an actual SFR but as proxies that we use for an empirically
motivated classification.
While we do have spectroscopic classifications for the

CGM2 galaxies based on the presence of absorption and

11 Version 2020.0, Boquien et al. (2019).

12 https://github.com/desihub/redrock
13 https://github.com/mattcwilde/vetrr
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emission lines in the galaxy spectrum, we do not have access to
galaxy spectra for the entire literature sample. We instead use
the CGM2 spectroscopic classifications to select the sSFR
threshold used to classify galaxies as SF or E. We vary the
threshold and check the consistency of the spectroscopic and
photometric classifications. We optimized for a combination of
the fraction of true E galaxies classified as E and the fraction of
galaxies classified as E that were true E galaxies; these are the
true positive rate and the positive predictive value, respectively.
The sSFR cut we adopt, 10−10 yr−1, yields a true positive rate
of 57% and a positive predictive value of 73%. We use this
value because deviations in either direction improve one of the
metrics more slowly than they degrade the other metric. For
example, a more stringent cut of 10−11 yr−1 yields a true
positive rate of 24% and a positive predictive value of 84%: a
≈30% decline for a ≈−10% improvement. We use these
metrics to choose the cut value because the sample consists
mostly of SF galaxies, so misclassification of SF galaxies as E
galaxies is a greater problem than the reverse. This selection
process is why we use a higher sSFR threshold than some other
works (e.g., Werk et al. 2012 used a cut of 10−11 yr−1).

When we later associate O VI absorption components with a
galaxy, we will search for absorption components in a velocity
window of ±300 km s−1 centered on the galaxy’s redshift. If
multiple galaxies could be associated with the same absorber,
we associate the absorber to the galaxy with the smallest
R⊥/R200c. In preparation for this association step, we remove
galaxies from the sample if their redshift search windows
overlap those of galaxies with smaller R⊥/R200c. This pre-
processing step ensures that there is no double-counting of
detected absorption systems or non-detections. As part of this
step, we classify galaxies as being isolated or non-isolated. A
galaxy is isolated if it has no removed neighbors with
M* > 109.5 Me and non-isolated if it has at least one such
neighbor.

We also check for cases where the chosen galaxy is within
R200c of another galaxy with an overlapping redshift search
window. The purpose of this check is to find cases where
absorption has been assigned to what may be a minor satellite
of a much larger galaxy. There are 18 chosen galaxies in the
CGM2 sample with another galaxy within R200c. Fifteen out of
these 18 are more massive than any of the galaxies that are
within R200c. The remaining three galaxies have stellar masses

that are within a factor of three of the most massive galaxy
within R200c.

2.1.2. Literature Galaxy Measurements

To increase our statistical power, we include several surveys
from the literature in our sample. These are: COS-Halos (Werk
et al. 2012), extended-CGM (eCGM; Johnson et al. 2015),
dwarf galaxies from Johnson et al. (2017), the Keeney et al.
(2017) sample, the Keeney et al. (2018) sample, the COS-
Luminous Red Galaxy (COS-LRG; Chen et al. 2018; Zahedy
et al. 2019), the Red Dead Redemption (RDR) survey (Berg
et al. 2019), and a sightline from the Quasar Sightline and
Galaxy Evolution (QSAGE) survey (Bielby et al. 2019). All of
these surveys provide spectroscopic redshifts, which we adopt.
For galaxies from COS-Halos, eCGM, the Keeney et al. (2018)
sample, COS-LRG, and RDR, we estimate stellar masses and
sSFRs by fitting publicly available photometric measurements
using CIGALE. We use the same set of photometric bands as
for CGM2 galaxies except for Gemini g and i, which are not
available for the literature galaxies. Apart from this one
difference in the available photometry, these masses and sSFRs
are estimated using the same procedure as the CGM2 galaxies.
The sSFRs are used to classify the galaxies as SF or E using the
same cut as the CGM2 galaxies, 10−10 yr−1.
For three of the literature surveys, either adequately reduced

public photometry covering optical to mid-infrared wave-
lengths is not available for some or all of the galaxies or
additional measurements that are not part of a uniform public
catalog are important for constraining the galaxy properties.
These include the following: dwarf galaxies from Johnson et al.
(2017) that are not in the eCGM sample; much of the Keeney
et al. (2017) sample, which includes resolved low-redshift
galaxies that are poorly measured by automated photometry
pipelines; and the QSAGE galaxies. We adopt the stellar
masses published in these works. For the Keeney et al. (2017)
and QSAGE galaxies, we also use their published SFRs to
calculate sSFRs and classify the galaxies as SF or E. The
classification is done using the same sSFR cut of 10−10 yr−1

that was used for the rest of the sample. Johnson et al. (2017)
do not provide SFRs, but do state that all of their galaxies have
blue colors and multiple detected emission lines. We therefore
assume these galaxies to be SF. These surveys account for 26
of the 123 literature measurements in our sample.

Table 1
Galaxy-absorber Surveys Included in Our Sample

Name Number Galaxy Treatment NO VI Treatment References

COS-Halos 37 D A Werk et al. (2012, 2013)
eCGM 33 D A Johnson et al. (2015)
Johnson+2017 11 A D Johnson et al. (2017)
Keeney+2017 13 A A Keeney et al. (2017)
Keeney+2018 18 D A/D Keeney et al. (2018); Danforth et al. (2016); Stocke et al. (2019)
COS-LRG 7 D A Chen et al. (2018); Zahedy et al. (2019)
RDR 2 D A Berg et al. (2019)
QSAGE 2 A A Bielby et al. (2019)
CGM2 126 A D Wilde et al. (2021)

Note. Galaxy redshift and O VI absorption surveys used in this work. Number—the number of unique galaxy-absorber pairs included in our sample. Galaxy Treatment
—A means we (A)dopt the stellar masses and photometric SFRs given by the source, D means we (D)erive these quantities ourselves using public photometric surveys
and CIGALE. NO VI treatment—A means we (A)dopt column densities and upper limits from the literature source, D means we (D)erive these quantities ourselves
from the quasar spectra. Keeney+2018 has both A and D in the NO VI treatment column because some of their galaxies without detected absorbers do not have
published NO VI upper limits; we derive these upper limits ourselves but otherwise adopt values from the references.
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Some of the surveys contain galaxies whose ±300 km s−1

absorption search windows overlap. As with CGM2, we
remove galaxies whose search windows overlap those of a
galaxy with smaller R⊥/R200c. In some cases, one of our
literature sources will have used (and included in a table) a
galaxy redshift from a different literature source that we also
use. This is the case, for example, with Johnson et al. (2015),
which includes galaxies from COS-Halos. To remove these
duplicates, we match the complete galaxy sample (literature
and CGM2) with itself using an angular tolerance of 4″ and a
velocity tolerance of 75 km s−1. A galaxy that appears in the
sample multiple times is ascribed to the first source in which it
appears.

The distribution of the entire galaxy sample in the space of
redshift, impact parameter, and stellar mass is shown in
Figure 1.

2.1.3. Sample Selection Biases

As is apparent in Figure 1, we are not sensitive to galaxies
with M*< 109 Me at 0.5> z. This is obvious Malmquist bias,
and we clearly are not offering a sample that is uniform in mass
across all redshifts. Thus, if there are significant trends in O VI
CGM content with redshift at z< 0.6, our analysis may fail to
find it and instead may possibly misinterpret it as a trend
with mass.

The broad z range is itself noteworthy. z= 0–0.6 covers
5.9× 109 yr, plenty of time for CGM properties to evolve.
Previous work on the evolution of the number of O VI
absorbers per unit redshift, dN/ dz, over this redshift range
has found that dN/ dz∝ (1+ z)1.8±0.8 (Danforth et al. 2016).
This redshift dependence is consistent with expectations for a
population of absorbers with constant co-moving cross section
and co-moving number density: ( )

( )
µ +N zd d z

E z

1 2

, where E(z)
is the dimensionless Hubble parameter (Bahcall & Peebles
1969; Hogg 1999).

2.2. O VI Measurements

The second part of the data set is a set of measurements of
O VI absorption in the spectra of QSOs. The new CGM2

measurements are made based on medium-resolution FUV
spectra recorded with the HST COS (Green et al. 2012) using
the G130M and G160M gratings. We also include literature
O VI absorption measurements based on FUV spectra recorded
with the HST COS and the Far Ultraviolet Spectroscopic
Explorer (Moos et al. 2000, 2002).

2.2.1. CGM2

The HST COS spectra we use for CGM2 were observed as
part of the COS-Halos and COS-Dwarfs surveys (Werk et al.
2013; Bordoloi et al. 2014; Program IDs 11598 and 12248). All
22 QSO sightlines were observed using both the G130M and
G160M gratings, a combination that enables coverage of the
O VI doublet at z= 0.10–0.72. The spectra have median signal-
to-noise ratios (S/Ns) of 5–12 per resolution element. Within
each spectrum, the S/N varies with wavelength by a factor of
about two. These S/Ns allow for 3σ detection of O VI
absorption down to column densities of 1013.5–1014.1 cm−2.

For our analysis, we use the continuum-normalized spectra
produced by the COS-Halos and COS-Dwarfs teams. Absorp-
tion features were initially identified through visual inspection
by members of the Werk SQuAD; this process is described in

detail in W21. We visually reexamined all identifications in
wavelength ranges near O VI wavelengths at the redshifts of
CGM2 galaxies and added or removed components in cases
where the initial component structure did not provide a good fit
to the absorption.
Based on these identifications, we measure O VI column

densities of detected absorption components using Voigt profile
fitting.14 In spectral regions with no detected O VI absorption,
we calculate a 3σ upper limit on the column density as
estimated by the apparent optical depth method over a
100 km s−1 velocity span, averaging the value of the limit
over the span of a galaxy search window,±300 km s−1. That
is, we assume that any undetected absorption should fit within a
100 km s−1 velocity span and average over the possible
locations of this span within a search window.
Figure 2 shows H I and O VI spectral regions at the redshifts

of three CGM2 galaxies. When multiple absorption compo-
nents are found in a galaxy’s search window, their column
densities are summed, and this total column density is
associated with the galaxy. This is the case for the galaxies
associated with the left and central columns of Figure 2. The
spectra reflect the typical S/N range of the CGM2 data and
show two galaxies with O VI detections and one galaxy with no
detected O VI.

2.2.2. Literature O VI Measurements

Most of the literature sources we use provide O VI column
densities or upper limits for each galaxy. For these sources, we
rescale their upper limits to also be 3σ values over 100 km s−1

spans. Due to the differing goals of each survey, the spectra
they used to measure O VI have a range of S/Ns (6–17) and
yield a range of limiting O VI column densities. The broad
range of limiting column densities requires us to use analysis
methods that consistently extract information from upper limits
that are greater than some detections. This requirement
motivates how we analyze NO VI(M*, R⊥) around star-forming
galaxies in Section 3 and forces us to use a survival function-
based estimator to calculate median column densities.
Johnson et al. (2017) only provide O VI column density

measurements for two of the galaxies in their sample. For
consistency, we remeasure column densities and upper limits at
the redshifts of all of the galaxies in their sample using the
same Voigt profile fitting procedure we used for CGM2. The
measurements are done based on spectra downloaded from the
Hubble Spectroscopic Legacy Archive (Peeples et al. 2017)
and continuum-normalized using the linetools15 conti-
nuum-normalization interface.

2.3. Associating Galaxies with O VI Absorption

We choose to ascribe each absorber to a single galaxy.
In situations where absorption is within the search windows
(±300 km s−1) of multiple galaxies, we ascribe it to the galaxy
with the smallest halo radius–normalized impact parameter
R⊥/R200c. Figure 3 shows the O VI column densities as a
function of impact parameter and stellar mass for our final
sample with this absorber-to-galaxy assignment method. This
association criterion does also mean that some O VI absorption
components are excluded from the survey as a result of being

14 Done with custom Voigt profile fitting software, checked against the
package veeper (https://github.com/jnburchett/veeper).
15 doi:10.5281/zenodo.168270
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associated solely with an excluded galaxy. This exclusion
happens when two or more galaxies have overlapping search
windows where an O VI absorption component is present
outside the window of the galaxy with the smallest R⊥/R200c.
For example, suppose there is a galaxy at v= 0 km s−1, another

galaxy is at 200 km s−1, and an absorption component is at
400 km s−1. If the galaxy at 0 km s−1 has a smaller R⊥/R200c

than the galaxy at 200 km s−1, this absorption component
would be excluded. If no absorption is detected in a galaxy’s
search window, the galaxy is associated with an upper limit

Figure 1. Redshifts, impact parameters, R200c-normalized impact parameters, and stellar masses of galaxies in the sample. The sample includes galaxies from multiple
source surveys; the source of each galaxy is indicated in the three left panels by the shape and color of the galaxy’s data point. Star-forming (SF) galaxy data points
have black outlines and are filled in with the color corresponding to their survey; quiescent (E) galaxy data points are outlined in the color corresponding to their
survey and are filled in with gray. The distributions of SF and E galaxies in the four parameters listed above are shown in the four panels on the right. References to the
surveys are listed in Table 1. Galaxies assigned to the CGM2 survey have not been studied in earlier surveys.
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measured at the center of its search window. This limit is
already an average over the search window by construction (see
Section 2.2.1).

We make an additional correction to exclude CGM2 galaxies
where O VI line identifications or limits are made uncertain by the
presence of detector gaps, geocoronal O I emission, or strong

Figure 2. H I and O VI absorption near the redshifts of three CGM2 galaxies. Each column of panels is associated with a different galaxy. The black line is part of a fit
to the entire COS spectrum. The red lines are components of the fit that are due to the transition indicated by the panels’ labels. The spectrum shown in the left column
has a high signal-to-noise ratio (S/N) relative to the rest of our sample; the S/Ns of the spectra shown in the central and right columns are more typical. The left and
middle columns show examples of O VI detections while the right column shows a case where O VI is not detected.

Figure 3. O VI column densities as a function of the stellar masses and impact parameters of star-forming absorber host galaxies. Filled data points outlined in black
are O VI detections; hollow data points outlined in color are 3σ upper limits associated with O VI non-detections. The shape and color (fill color for a detection, edge
color for a non-detection) of a data point indicate the source survey for a host galaxy. References to the surveys are listed in Table 1. Host galaxies assigned to the
CGM2 survey have not been studied in earlier surveys.
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absorption from gas at other redshifts. Limits were considered
uncertain when some combinations of these three factors affected
the same substantial velocity range for both OVI lines. For
example, strong unrelated absorption covering 0–300 km s−1

relative to the galaxy redshift would lead us to exclude that
galaxy. Detections were considered uncertain when the factors
rendered one of the O VI lines uninformative. A detection where
the O VI component of the fit is the dominant contributor to the
total profile at its location would be included; a detection where
the O VI absorption is weaker than that of the blended line or lines
would not. Five out of 131 CGM2 galaxies were removed, two of
which were non-detections and three of which were detections
according to the initial assessment. The results of the analyses we
describe later in this work do not significantly change when we
include the measurements associated with these five galaxies.
These five galaxies are not shown in Figures 1 or 3.

In total, the sample consists of 249 galaxy-absorber pairs.
The number of pairs in different subsamples—SF or E, new or
taken from the literature—and at different impact parameter
ranges is listed in Table 2. Data for each pair is given in
Table 3. The O VI column density NO VI is shown as a function
of galaxy properties in Figure 3.

From Figure 3, it is clear that there are trends in NO VI as a
function of both galaxy stellar mass M* and R⊥. The upper
envelope of NO VI as a function of M* increases from 108 to 109.5

Me and decreases above 1010.5 Me. The fraction of O VI upper
limits or sub-1014 cm−2 detections increases with increasing
impact parameter. We explore this bivariate trend for the star-
forming galaxies in the sample in Section 3.

Because there are too few quiescent galaxies in our samples
with M* 1010 Me, we do not explore the broad mass
dependence of O VI absorption around quiescent galaxies. An
initial comparison between NO VI at fixed M* and R⊥ around
star-forming and quiescent galaxies was inconclusive. Whether
or not there is a significant difference depends on the treatment
of the dependence of NO VI on galaxy mass. If we assume the
mass dependence is locally (i.e., over a bin in mass) constant,
there is difference. If we assume the mass dependence is linear
in *Mlog10 – Nlog O10 VI space, there is no difference within the
uncertainties, but the uncertainties are greater. Determining
which scenario is true will require a careful and specialized
analysis that we leave to future work.

3. The Dependence of CGM OVI Content on Stellar Mass
and Impact Parameter in Star-forming Galaxies

This section is concerned with how (1) the column density and
(2) the spatial extent of O VI in a SF galaxy’s CGM depends on
the galaxy’s stellar mass. We make the assumption that the O VI
that we have associated with a galaxy A is part of galaxy A’s
CGM, and not part of the CGM of galaxy B that happens to be
near galaxy A because of galaxy clustering. The validity of our
assumption depends on how complete the input galaxy surveys
are and how correct associations between detected galaxies and
OVI absorbers are. The effect of contamination from neighboring
galaxy halos will be strongest when the assumed host galaxy
intrinsically has low NO VI. This may be expected for low-mass
galaxies and for massive galaxies, groups, and clusters where the
halo temperature collisionally ionizes oxygen more than five
times. We discuss how appropriate the assumption of a single
CGM host galaxy is for the low-mass (M* 109 Me) part of our
sample in Section 4.1.
A meaningful comparison of CGM behavior between halos

of different masses and sizes requires a standardized and well-
defined summary quantity to compare. This requirement drives
our choice of analysis strategy—training a parametric model
for NO VI as a function of M* and R⊥ and using this model to
compute summaries. A strategy based on parametric modeling
allows us to correct for the nonrandom spatial distribution of
the galaxy sample. As a side benefit, it also provides a clear
way of quantifying CGM extent and its dependence on M*.
We cannot simply use the sample to calculate summaries

because the data set is not a geometrically uniform sampling
of the CGM out to our maximum investigated R⊥ of 400 kpc.
Furthermore, the nonuniformity is correlated with galaxy mass.
These issues arise because we are using a collection of galaxy
surveys with different selection criteria in impact parameter and
galaxy mass. For example, the COS-Halos galaxies were selected
to have R⊥< 150 kpc, and the Johnson et al. (2017) galaxies were
selected to be within three virial radii of a sightline (corresponding
to R⊥< 260 kpc for the most massive galaxy in their sample) and
to oversample galaxies within one virial radius of the sightline. A
CGM summary quantity, such as a covering fraction within some
radius, a mean NO VI, or an O VI mass MO VI, computed using this
data set without some form of correction would be biased toward
the properties of the oversampled inner CGM.
Using the data to train a parametric model and then using the

parametric model to calculate summary quantities resolves this
issue. The density of samples no longer determines the weight of an
R⊥ range in an integral. Instead, it determines how the uncertainty
of the parametric model depends on R⊥. This uncertainty can then
be propagated to the summary quantities. Using a parametric model
instead of using the un-weighted data actually makes non-
geometrically uniform sampling an advantage. If our sample of 55
sub-109 M* dwarf galaxies were geometrically uniform, 90% of
samples would contain five or fewer galaxies within R200c of the
sightline. The actual sample contains 12 and so provides more
information about OVI in the CGM of dwarf galaxies.

3.1. An Empirical Model for O VI around Star-forming
Galaxies

The model is trained using theM*, R⊥, and Nlog O10 VI values
of the SF galaxy-absorber sample. As output, the model
describes the typical Nlog O10 VI and the expected intrinsic

Table 2
Galaxy-absorber Subsample Sizes

R⊥ Range (kpc)

Subsample 0–100 100–200 200–300 300–400 Total

CGM2 14 25 43 44 126
Literature 47 39 22 15 123

Star-forming 46 51 52 48 197
Quiescent 15 13 13 11 52

Total 61 64 65 59 249

Note. The number of galaxy-absorber pairs in the full sample and several
subsamples, broken down by galaxy impact parameter range. We split the
sample by whether a galaxy-absorber pair is new or taken from the literature
(CGM2 vs. literature) and, separately, by whether the galaxy in a galaxy-
absorber pair is classified as star-forming or quiescent.
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Nlog O10 VI scatter as a function of M* and R⊥. The NO VI

contribution of a galaxy is assumed to be a declining
exponential function of R⊥ raised to a power ( gR̂ ). This
functional form includes a log-linear dependence as a special
case, γ= 1, but allows more variation of the shape of the R⊥
dependence. NO VI is assumed to be piecewise-constant in M*.
In effect, we are fitting exponentials in gR̂ to collections of
galaxies binned according to their M*.

We split the galaxies into six M* bins with bin edges
( ) =*M Mlog 7.8, 8.5, 9.2, 9.6, 10, 10.410 , and 11.2. The

bins are chosen to balance three goals: (1) narrow extent in
M*; (2) large sample size within R200c for each bin; and (3)
large sample size over all radii for each bin. Within each bin,
the dependence of NO VI on impact parameter is described by
the superposition of a constant baseline level and the
exponential profile in gR̂ :

( )( )
( )

( )= +

^
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g
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The width and shape of the profile are determined by a length
scale parameter Ls and a power γ. The value of the profile at
R⊥= 0 is determined by the parameter 0. The constant
baseline level is determined by the parameter b. The baseline
reflects the fact that the expected column density along a
random redshift interval is small, but nonzero. Nelson et al.
(2018) estimated a mean non-halo NO vi value of 1012.5 cm−2

using results from Danforth et al. (2016). This non-halo O VI

may come from the halos of other, undetected galaxies or from
the intergalactic medium (IGM).

This superposition describes the typical value of NO VI at a
given host galaxy stellar mass and impact parameter. Observed
values are scattered about this typical value. Over a small range
in M* and R⊥, one can find detections with NO VI� 1014 cm−2

and upper limits with NO VI< 1013.2 cm−2. A typical log10NO VI

uncertainty for our sample is 0.1–0.2 dex, suggesting that there is
a source of scatter besides measurement uncertainty. We assume
this scatter is mostly physical. It may reflect differences in
galaxy parameters that we do not control for (e.g., inclination,
sSFR within the SF and E classes) or random variation due to
inhomogeneities in the CGM.

The deviations are assumed to follow a two-sided exponen-
tial, or Laplace, distribution:
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The parameter a describes the amplitude of this intrinsic
scatter. We have chosen a Laplace distribution because it is less
sensitive to outliers than a Gaussian distribution. We expect
that our results would change little if we instead used a
different heavy-tailed and symmetric distribution.
Equation (2) describes measurements where Ni has been

detected. We extend the equation to the case of upper limits by
marginalizing over Ni. We treat an upper limit as a statement
that the column density is less than the limit with probability ps
and greater than the limit with probability 1− ps. ps is set by
the significance of the limit (e.g., 99.73% for 3σ). The posterior
probability of an upper limit given a model for the typical value
and scatter is then the sum of two products: (1) the probability
of being below the limit according to Equation (2) and the
limit’s significance, and (2) the probability of being above the
limit according to Equation (2) and the limit’s significance:
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where ( )¢p Nlog10 is given by Equation (2).
In total, there are up to five parameters per mass bin: Ls, 0,

b, a, and γ. We find that when all five parameters are fit
independently for each bin, the 68% credible intervals for the
Ls, b, a, and γ parameters agree from mass bin to mass bin.
That is, the available data do not require these parameters to
depend on M* over the mass range we are working in. For the
results shown in this work, we assume these four parameters
are shared by the different mass bins while each mass bin has
its own zero-point value 0. Since the parameters are
consistent across mass bins even when not assumed to be
shared, this assumption does not significantly affect our results
while reducing the number of parameters in the problem.

Table 3
Galaxy-absorber Pairs

Source Survey QSO R.A. Decl. Redshift R⊥ log10M* SF/E R200c log10NO VI Limit Flag
(J2000) (J2000) (kpc) [Me] (kpc) [cm−2]

Keeney+2018 HE 0153-4520 28.8038 −45.1095 0.2252 80 10.9 E 316 14.21
eCGM HE 0226-4110 37.0426 −40.9300 0.1248 230 8.8 SF 95 13.17 <
eCGM HE 0226-4110 37.0865 −40.9471 0.1992 224 9.2 SF 107 13.1 <
eCGM HE 0226-4110 37.0607 −40.9563 0.2065 37 8.8 SF 91 14.37
eCGM HE 0226-4110 37.0679 −40.9576 0.2678 75 10.4 E 176 13.14 <
eCGM HE 0226-4110 37.0933 −40.9497 0.2706 345 10.5 E 187 13.1 <
eCGM HE 0226-4110 37.0472 −40.9435 0.2804 244 8.7 SF 87 13.07 <
eCGM HE 0226-4110 37.0390 −40.9624 0.3341 346 9.6 SF 120 13.05 <
eCGM HE 0226-4110 37.0794 −40.9668 0.3416 310 9.7 SF 125 13.9
COS-Halos J0226+0015 36.5541 +0.2581 0.2274 78 10.5 E 193 13.32 <

Note. Data on galaxy-absorber pairs in the sample. The impact parameter R⊥ and the virial radius R200c are given in physical, not co-moving, kiloparsecs. References
to the different source surveys are given in Table 1.

(This table is available in its entirety in machine-readable form.)
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We infer parameters and their uncertainties by generating
samples from the model’s posterior probability distribution.
Sampling is done using the PyMC3 modeling framework
(Salvatier et al. 2016). We use these samples to calculate
medians and quantile-based credible intervals for the para-
meters. These values are reported in Table 4. The median model
and its uncertainty as seen in terms of the observables are shown in
Figure 4. When we later calculate quantities that are derived from
the model, we propagate uncertainties using samples. For example,
to estimate the uncertainty on the total mass of OVI within a virial
radius of a galaxy (see Section 3.2), we first calculate the total mass
according to each set of sampled parameter values, then use that
collection of total mass estimates to compute uncertainties.

To check for unmodeled or inadequately modeled trends
between NO VI and M*, R⊥, and z, we examine residuals from
the model as a function of these parameters. We split the full
sample into subsamples defined using these parameters and
calculate the median residual in each subsample. If there are
significant univariate trends in the typical O VI column density
that our model does not reflect, the median residual should be
nonzero. We use the Kaplan-Meier survival function estimator
as implemented in lifelines16 to calculate these medians.
The use of this estimator is necessary because of the presence
of NO VI limits. Uncertainties on these medians are estimated
using bootstrapping.

M* subsamples are defined by splitting each mass bin at its
logarithmic midpoint. For example, the 109.6–1010 Me mass bin is
split into 109.6–109.8 and 109.8–1010 Me subsamples. We create
three R⊥ subsamples with boundary values R⊥/R200c= 0, 0.5, 1,
and 5.7 and three z subsamples with boundary values z= 0, 0.2,
0.4, and 0.6. The largest R⊥ boundary value is the maximum
R⊥/R200c of the full sample.

The medians of the M* and z subsample residuals are all
consistent with 0. The data do not show an obvious need for a
more complicated dependence on M* beyond what is included
in the model or for an explicit dependence on z. The medians of
the two inner R⊥ subsample residuals are also consistent with
0, but the median of the outer R⊥ subsample residuals is not. In

Figure 4, there are indeed some observations outside of R200c

that are well above the model prediction. Examining the
properties of such outliers in the CGM2 part of the sample, we
find that many of them have neighbors with M* > 109.5 Me.
This tendency suggests that these galaxies’ greater-than-typical
NO VI is due to the environmental effect noted by Johnson et al.
(2015). We discuss this possibility further in Section 4.4.
To test for the possibility of systematic offsets between

source surveys, we re-fit the model while excluding different
subsamples of the data set. We consider three cases: excluding
COS-Halos, excluding eCGM, and excluding surveys that
contribute fewer than 30 galaxy-absorber pairs each (i.e., using
only CGM2, COS-Halos, and eCGM). For all parameters but
one, the 16%–84% credible intervals of the subsample
solutions and the full-sample solution overlap. The exception
is the norm 0 of the M* = 108.5–109.2 Me bin. Removing the
eCGM galaxy-absorber pairs from the sample shifts the upper
bound of this parameter’s credible interval to 13.6, 0.3 dex
lower than the lower bound of the full-sample credible interval.
This shift is the result of three of the four O VI detections at
R200c< 1 in this mass bin being drawn from the eCGM sample,
a coincidence that reflects the relatively small number of dwarf
galaxy-absorber pairs at low impact parameters.
The main effect of excluding subsamples is the expansion of

the credible intervals. This expansion is not always uniform and
symmetric across the exclusion cases. Using only the three largest
surveys removes all but one of the sub-R200c measurements in the
lowest-mass bin, dramatically increasing the uncertainty on that
bin’s normalization. Excluding COS-Halos removes a large
fraction of the R200c< 0.5 measurements at M*> 109.2 Me. This
removal expands the 0 credible intervals for the higher-mass
bins by shifting the lower bounds of the intervals to smaller
values. To summarize these results, the tests do not detect
systematic differences between the input surveys once galaxy
mass and impact parameter have been controlled for.

3.2. Average O VI Content of the SF Galaxy CGM as a
Function of Galaxy Stellar Mass

In this section, we examine how the O VI content of a star-
forming galaxy’s CGM depends on the galaxy’s stellar mass. We
use our parametric model for NO VI(M*, R⊥) to calculate summary
statistics for the total O VI content of the star-forming galaxy
CGM at different galaxy masses and compare these statistics with
values from simulations, models, and scaling relations. From these
calculations and comparisons, we draw three main conclusions:

1. The average O VI column density within R200c of SF
galaxies is greatest for galaxies with M* = 109.2–1010

Me. This is also the mass range where the equivalent
average volume density of O VI within R200c is greatest.
The average O VI column density within 150 kpc of SF
galaxies is greatest above M* = 109.2 Me but does not
have a distinct peak mass. These results are shown in
Figures 5 and 6.

2. We construct three scaling relations that adequately describe
the mass dependence of the O VI content of a star-forming
galaxy’s CGM. In the first of these relations, O VI is found
in a collisionally ionized ambient phase with temperatures
distributed around the halo virial temperature. In the other
two relations, the amount of O VI in the CGM is
proportional to the mass in hot (T> 105 K) supernova-
driven outflows or the mass needed to balance gas

Table 4
Estimated NO VI(M*, R⊥)Model Parameters

Parameter Estimate

Scale Ls -
+0.7 0.3

0.2

Norm 0, 7.8–8.5 -
+14.3 0.3

0.2

Norm 0, 8.5–9.2 -
+14.4 0.5

0.3

Norm 0, 9.2–9.6 -
+14.8 0.2

0.2

Norm 0, 9.6–10 -
+14.8 0.1

0.3

Norm 0, 10–10.4 -
+14.7 0.1

0.2

Norm 0, 10.4–11.2 -
+14.5 0.3

0.2

Scatter amplitude a -
+0.5 0.1

0.1

Baseline b -
+12.6 0.6

0.2

Power γ -
+1.6 0.6

0.9

Note. Parameter estimates for the NO VI profile model defined in Section 3.1.
The point estimate is the median of the distribution. Uncertainties are
calculated from the 16th and 84th percentiles of the distribution. The scale,
baseline, scatter amplitude, and power parameters are shared across M* bins,
but each M* bin has its own norm parameter. The range given in the name of a
norm row is the log10 of the range M* range in Me units; for example, “Norm
0, 7.8–8.5” is the norm for the mass bin covering M* = 107.8–108.5 Me.

16 doi:10.5281/zenodo.805993
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consumption by star formation and gas ejection by the
resulting supernova feedback. These scaling relations are
shown in the right panels of Figures 6 and 7.

3. Among the models and simulations we consider, the
EAGLE zoom simulations of Oppenheimer et al. (2018)
and the model of Qu & Bregman (2018) are in closest
agreement with our measurements across the entire mass
range. Both predictions have the right mass dependence,
but tend to be slightly low. The TNG-100 simulation
(Nelson et al. 2018) quantitatively agrees with the
measurements at M* 1010 Me, but is substantially
lower than the measurements for smaller stellar masses.
However, the Nelson et al. (2018) predictions may not be
directly comparable with our measurements because of
differences in how O VI is associated with galaxies:
Nelson et al. (2018) used 3D spatial information to make
their associations while we use 2D spatial and redshift
information. Comparisons of these and other models with
the measurements are shown in Figures 5, 6, and 7.

An important caveat about our measurements of the O VI
abundance is that they may be biased high by our assumption
that the O VI we detect is associated with the CGM of our
chosen host galaxy. It is possible that some of the O VI appears
in that particular galaxy’s velocity window only coincidentally
and is actually well outside the galaxy’s CGM (e.g., Ho et al.
2021).

Figure 4. Measured and model O VI column densities as a function of host galaxy stellar mass and impact parameter to the quasar sightline. The median model
NO VI(R⊥) profile for each mass bin is shown as a black line. Model uncertainty is represented by the gray region about each black line, which shows the 16th and 84th
percentiles of NO VI(R⊥). The model is fit to O VI associated with star-forming galaxies (blue diamonds). Filled diamonds represent O VI detections while hollow
diamonds are 3σ upper limits on non-detections. The model is the sum of an R⊥-dependent profile and a constant background and is described in more detail in the first
part of Section 3. Controlling for impact parameter helps isolate the mass dependence of O VI column density on galaxy stellar mass.

Figure 5. Average column densities of O VI within 150 physical kpc
(〈NO VI〉150 kpc) of galaxies with different stellar masses. We show 〈NO VI〉150 kpc

derived from: our measurements of star-forming galaxies (yellow squares; labeled
Obs); EAGLE zoom simulations from Oppenheimer et al. (2018; gray circles;
EAGLE O18); our implementation of the Voit (2019) precipitation-limited halo
model (red line; V19); and the EAGLE cosmological simulation from Wijers et al.
(2020; solid black line; EAGLE W20). The EAGLE zoom simulations provide the
closest match to our measurements, but still tend to have lower 〈NO VI〉150 kpc.
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3.2.1. The Mass and Column Density of O VI as a Function of Galaxy
Stellar Mass

We summarize the O VI content of a galaxy’s CGM using
three related quantities: the O VI mass within a virial radius of
the galaxy, MO VI; the area-weighted average column density
within a virial radius, á ñNO RVI 200c; and the area-weighted
average column density within 150 kpc, á ñNO RVI 200c. For
azimuthally symmetric NO VI(R⊥), á ñ ^NO RVI ,max is given by
the expression

( ) ( )òá ñ = ¢ ¢ ¢
^

^ ^ ^^

^
N

R
N R R R

2
d . 4O R

R
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2 0
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This expression does not include the contribution of the
background NO VI term in Equation 1. MO VI is defined to
be pá ñ ´ ´N R mO RVI 200c

2
O200c .

The summary quantities 〈NO VI〉150 kpc, á ñNO RVI 200c, and MO VI

are shown in Figures 5, 6, and 7, respectively, and are listed in

Figure 6. Average column densities of O VI within a virial radius (á ñNO RVI 200c) of galaxies with different stellar masses. We show á ñNO RVI 200c derived from our
measurements of star-forming galaxies (yellow squares; labeled Obs) in both panels of the figure. In the left panel, we show á ñNO RVI 200c derived from: the TNG-100
cosmological simulation from Nelson et al. (2018; dashed line; TNG); the Qu & Bregman (2018) model (dotted line; Q18); our implementation of the Voit (2019)
precipitation-limited halo model (solid red line; V19); and the EAGLE cosmological simulation from Wijers et al. (2020; solid black line; EAGLE W20). In the right
panel, we show á ñNO RVI 200c derived from: an ambient phase scaling relation (dashed red line; Ambient); a star-formation-driven hot outflow scaling relation (solid
black line; Outflow); and a star formation and feedback-balancing inflow scaling relation (dotted black line; Balance). We also show lines corresponding to different
constant nO VI values (light gray). The scaling relations are defined in Equations (5), (6), and (7).

Figure 7. Masses of O VI within a virial radius (MO VI) of galaxies with different stellar masses. We show MO VI derived from our measurements of star-forming
galaxies (squares; labeled Obs) in both panels of the figure. In the left panel, we show MO VI derived from: the TNG-100 cosmological simulation from Nelson et al.
(2018; dashed line; TNG); our implementation of the Voit (2019) precipitation-limited halo model (solid red line); and the EAGLE cosmological simulation from
Wijers et al. (2020; solid black line; EAGLE W20). In the right panel, we show MO VI derived from: an ambient phase scaling relation (dashed red line; Ambient); a
star-formation-driven hot outflow scaling relation (solid black line; Outflow); and a star formation and feedback-balancing inflow scaling relation (dotted black line;
Balance). We also show lines corresponding to different constant nO VI values (light gray). The scaling relations are defined in Equations (5), (6), and (7).
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Table 5. All three quantities reflect different combinations of
the halo size and the O VI volume density within the CGM
(nO vi). MO VI is an estimate of the total O VI content of a halo.
Because this MO VI is derived from column density measure-
ments that are integrated along the line of sight, it may include
some of O VI that is outside R200c in three dimensions but has
an R⊥ that is within R200c. á ñNO RVI 200c is proportional to
M RO VI 200c

2 , and as a result depends less strongly on halo size
than MO VI does. 〈NO VI〉150 kpc weights different parts of the
halo differently for galaxies of different masses. It is an average
over the inner part of a 1010.5 Me galaxy halo, but an average
over the entirety of a 108.5 Me halo.

In addition to the measurements, Figures 5, 6, and 7 show
predictions and scaling relations for O VI summary quantities
as a function of galaxy mass. Figure 6 and 7 also include MO VI

and á ñNO RVI 200c tracks corresponding to spheres with fixed nO VI

and radius R200c. The fixed-nO VI tracks are shown as gray lines
in the right panels of these figures. Some of the observed O VI
at R⊥< R200c is likely to be outside R200c in three dimensions.
As a result, the average nO VI within R200c of the observed
galaxies will be lower than that of a fixed-nO VI track with
similarMO VI or á ñNO RVI 200c. If the fraction of the projected NO VI

that comes from outside R200c is relatively constant with host
galaxy mass, then the fixed-nO VI tracks can still serve as a
guide for comparing the relative average nO VI of galaxies with
different masses.

Figure 6 shows our first conclusion for this section: the
average NO VI within a virial radius, á ñNO RVI 200c, peaks at M*=
109.2–1010M*. The average equivalent nO VI peaks over the same
mass range. Figure 7 shows that the O VI mass is monotonically
increasing over the entire mass range we consider. This monotonic
increase is in part the result of more massive halos simply being
larger.

3.2.2. Scaling Relations for MO VI

We have found three scaling relations that adequately
describe the M* dependence of the (equivalent) summary
quantities á ñNO RVI 200c and MO VI. These scaling relations were
derived by examining different simple combinations of
potentially relevant variables. The relations are meant to be

suggestive of possible scenarios for O VI generation, but do not
include a proper treatment of any relevant physical processes.
Possible consequences of a more complete treatment of the
physical processes are discussed in Section 4.5. The scenarios
are: (i) a collisionally ionized, ambient CGM phase at roughly
the halo virial temperature; (ii) cooling hot outflows; and (iii)
inflows that balance the rate at which gas is consumed and
ejected by feedback.
The scaling relations are shown in the right panels of

Figures 6 and 7. We give expressions for MO VI as a function of
M* below. The corresponding á ñNO RVI 200c can be found by
dividing MO VI by pm RO 200c

2 , where mO is the mass of an
oxygen atom. The scaling relations are:

( ) ( )( )= W W á ñM M f f f 5O b O T MVI 200c 0 CGM O VI 200c 200c
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In the legends to Figures 6 and 7, the relations are referred to as
“Ambient,” “Outflow,” and “Balance,” respectively.
In the ambient scaling relation, Ωb/Ω0 is the cosmic baryon

fraction (≈ 15 %), fCGM is the fraction of potentially available
baryons found in an ambient CGM phase, and fO is the mass
fraction of oxygen among ambient CGM baryons. We take
fO= 0.001647, corresponding to a metallicity of 0.3 times solar
given the solar abundances assumed in Oppenheimer & Schaye
(2013). 〈fO VI〉 is the average fraction of oxygen in the form of
O VI, where the average is taken over a (base ten) log-normal
temperature distribution centered on the halo virial temper-
ature:

( ) ( ) ( )òá ñ =
-¥

+¥
f f T p T Tlog log dlog . 8O OVI VI 10 10 10

We assume the gas is in collisional ionization equilibrium and
adopt the 0.3 times solar metallicity ion fraction tables from
Oppenheimer & Schaye (2013). The temperature distribution,

( )p Tlog10 , is a Gaussian centered on Tlog10 200c with standard
deviation s Tlog10

. Taking the assumed metallicity of 0.3 times
solar to be a reasonable fiducial value, the ambient scaling
relation has two free parameters: fCGM and s Tlog10

. We use the
values fCGM= 35% and s = 0.3Tlog10

. Both fCGM and s Tlog10

can be varied about these values while still producing
MO VI(M*) relations that agree with the measurements.
In the outflow and balance scaling relations, the η values are

stellar-mass-dependent mass loading factors for supernova-driven
outflows as derived from the FIRE2 simulations by Pandya et al.
(2021). ηM,hot is the mass loading factor for gas with T> 105 K;
ηM,total is the mass loading factor for gas of all temperatures. These
mass loading factors give the amount of outflowing gas at 0.1–0.2
Rvir that has enough kinetic energy to reach at least 0.5 Rvir. While
the mass loading factors are calibrated using complex galaxy
simulations, Pandya et al. (2021) provided simple expressions
for them in terms of galaxyM*: ( )h = -

*M M10M,total
4.3 0.45 and

( )h = -
*M M10M,hot

2.4 0.27. The expression for ηM,total is given in
their Equation 15. The expression for ηM,hot is the product of
Equation 15 and an expression for the fraction of the total ejected
mass that is at T> 105 K given in Equation (18).

Table 5
CGM O VI Content of Star-forming Galaxies

log10 Galaxy Mass

Range log10 〈NO VI〉150 kpc log10 á ñNO RVI 200c

log10
MO VI

(Me) (cm−2) (cm−2) (Me)

7.8–8.5 -
+13.4 0.3

0.2
-
+13.9 0.3

0.2
-
+5.2 0.2

0.2

8.5–9.2 -
+13.7 0.4

0.2
-
+14.0 0.4

0.2
-
+5.6 0.4

0.1

9.2–9.6 -
+14.2 0.1

0.2
-
+14.4 0.1

0.1
-
+6.1 0.1

0.1

9.6–10.0 -
+14.3 0.1

0.2
-
+14.4 0.1

0.1
-
+6.3 0.2

0.1

10.0–10.4 -
+14.4 0.2

0.0
-
+14.3 0.1

0.1
-
+6.3 0.1

0.1

10.4–11.2 -
+14.3 0.3

0.1
-
+14.1 0.3

0.1
-
+6.5 0.2

0.1

Note. Summaries of the measured CGM-wide O VI content of SF galaxies in
different mass ranges. The quantities are: the logarithm of the average NO VI at
R⊥ < 150 kpc (log10 〈NO VI〉150 kpc); the logarithm of the average NO VI at
R⊥ < R200c (log10 á ñNO RVI 200c); and the logarithm of the total O VI mass within
R200c (log10 MO VI). Values are given as a point estimate (median of the
distribution) with asymmetric uncertainties (16th and 84th percentiles).
Uncertainties are calculated by propagating uncertainties on parameters of
our model for NO VI(M*, R⊥) (see Section 3.1).
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The outflow and balance scaling relations include a
dependence on the host galaxy SFR. Our photometric SFR
measurements are sufficient to allow for a classification of
galaxies as star-forming or quiescent (see the end of
Section 2.1.1), but not precise and accurate enough to use
individually. Instead, we assume the SF galaxy sample lies on
the star-forming main sequence (SFMS) and use that to make a
rough SFR estimate. We use the lowest-redshift SFMS from
Whitaker et al. (2014). Using a different SFMS will change the
shape and level of the scalings by the same factor.

3.2.3. Predictions for O VI from Models and Simulations

How well do predictions for the CGM O VI content as a
function of host galaxy stellar mass agree with our measure-
ments? We consider predictions from two categories of
sources: simple single-halo models and cosmological hydro-
dynamic simulations.17 We look at predictions from two
models and three simulations and find that the best matches
come from the Qu & Bregman (2018) model and the
Oppenheimer et al. (2018) EAGLE zoom simulations.

The single-halo models are built by assuming a structure for the
temperature, density, and metallicity of the CGM as a function of
host galaxy mass and radius, assuming a dominant ionization
mechanism, and calculating the resulting ionization structure. We
consider two sets of models: those of Qu & Bregman (2018)
and those of Voit (2019). In the Qu & Bregman (2018) model,
the CGM is dynamic, constantly cooling to balance gas
consumption by star formation. The gas is ionized by collisional
and photoionization processes. In the Voit (2019) model, the
CGM is in hydrostatic equilibrium, and the gas cooling time is 10
times the freefall time; the halo structure is static and persistent.
We are using the baseline model of Voit (2019) and do not
include the log-normal temperature distribution about this baseline
that is also explored in that work. The gas is ionized by collisional
processes only. The authors of Qu & Bregman (2018) and Z. Qu
(private communication) provided us with á ñNO RVI 200c values
calculated from their model. Voit (2019) tabulated CGM structure
parameters (Table 1 of their Appendix), from which we calculate
our three O VI content summaries.

We examine predictions from three sets of simulations: TNG-
100 (Nelson et al. 2018), EAGLE zoom simulations (Oppenhei-
mer et al. 2018), and the full EAGLE volumes (Wijers et al. 2020).
Nelson et al. (2018) and Wijers et al. (2020) are self-consistent
cosmological volumes; Oppenheimer et al. (2018) is a set of re-
simulations of particular EAGLE halos with higher resolution and
a nonequilibrium ionization module. The TNG-100 and EAGLE
simulations are tuned to reproduce many of the same galaxy
population observables, but have different implementations of
astrophysical processes such as feedback. Nelson et al. (2018)
provided tables of á ñNO RVI 200c and MO VI. Their masses are defined
to only include gas that is gravitationally bound to the halo it is
assigned to and as a result may not be directly comparable to our
measurements. á ñNO RVI 200c is defined to be proportional to

( )pM RO VI 200c
2 and so inherits the same selection effect. The

two EAGLE simulation analyses, Oppenheimer et al. (2018) and
Wijers et al. (2020), calculate NO VI in cylindrical slabs of fixed
thickness around a galaxy without doing a 3D pre-association and

so are more directly comparable with observations. Oppenheimer
et al. (2018) used a slab thickness of 2400 kpc, and Wijers et al.
(2020) used a slab thickness of 6.25 Mpc but then restricted to
velocity windows around a galaxy of ±300 km s−1. Oppenheimer
et al. (2018) calculated 〈NO VI〉150 kpc for individual galaxies; B.
Oppenheimer (private communication) provided us with these
values. Wijers et al. (2020) showed NO VI as a function of radius
and galaxy stellar mass (see their Figure 10). We use these values
to calculate all three O VI summaries.
The measurements and predictions are shown in Figures 5, 6,

and 7. None of the predictions are in perfect agreement with the
measurements. However, two of the predictions roughly agree
while three substantially disagree. The three predictions that
substantially disagree are: our implementation of the Voit
(2019) model, the TNG-100 simulation values from Nelson
et al. (2018), and the full-volume EAGLE simulation values we
calculated based on Wijers et al. (2020). The TNG-100 values
agree with our measurements for the two to three highest-mass
bins, but disagree with the low-mass galaxy measurements. Our
implementation of Voit (2019) underpredicts all of the
measurements. The full-volume EAGLE simulations substan-
tially underpredict the measurements at all stellar masses; they
also underpredict the EAGLE zoom simulations. This differ-
ence has been ascribed to differences in resolution (Oppenhei-
mer et al. 2016). Wijers et al. (2020) noted that O VI column
densities above 1014 cm−2 may not be fully converged at the
resolution of the full-volume simulations. All three of these sets
of predictions differ from the measurements in shape as well as
normalization: they overpredict the stellar mass of peak O VI.
The predictions that roughly agree are the Qu & Bregman

(2018) model and the EAGLE zoom simulation from
Oppenheimer et al. (2018). The Qu & Bregman (2018) values
are slightly too low at M* > 109 Me, and the EAGLE zoom
simulation values are consistently a few tenths of a dex too low.
However, both predictions have approximately the right mass
dependence. In particular, and unlike the Voit (2019) and
TNG-100 values, they do not have a steep drop in O VI
abundance below the stellar mass of peak O VI.

4. Discussion

4.1. Robustness of the Low-mass Galaxy N O VI Estimates

A key assumption of our analysis is that the O VI absorbers
we assign to galaxies arise in gas that is associated with those
particular galaxies. We make this assumption even though
there is known to be an enhancement of O VI incidence around
galaxies due to galaxy clustering (Finn et al. 2016; Prochaska
et al. 2019). Put another way, we assume that we are measuring
a one-halo O VI term (due to the CGM of the assigned host
galaxy) and possibly neglecting the contribution of a two-halo
O VI term (due to galaxy clustering).
The degree to which two-halo term contamination will bias our

one-halo term estimate depends on the relative amplitudes of the
terms. Prochaska et al. (2019) estimated that the covering fraction
of two-halo NO VI� 1013.5 cm−2 absorbers within 150 kpc of a
galaxy should be about 10%–20%. Examining Figure 4, an extra
1013.5 cm−2 would constitute one-tenth of a strong OVI absorber
associated with aM*� 109.2Me galaxy, but could be one-third or
more of a strong lower-mass galaxy OVI absorber. This raises the
question of whether we have (perhaps substantially!) over-
estimated the O VI content of sub-109.2 Me galaxies.

17 This does leave out single-halo simulations, which are known to have
qualitative differences from cosmological simulations (Fielding et al. 2020).
However, we have not been able to find single-halo simulation publications that
make predictions for a range of stellar masses.
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The two-halo term is statistical. It is a convolution of one-
halo contributions arising from individual galaxies with a
probability distribution over the separations between galaxies.
A specific case, such as a low-mass galaxy to which we have
associated some column density of O VI, is a realization from
this distribution: either there is a contaminating galaxy present
or there is not. We believe we can rule out a scenario in which
all or most of the O VI we associate with low-mass galaxies
actually arises in higher-mass galaxies.

These contaminating galaxies could be detected or they
could have been missed by their source galaxy surveys. Our
main literature source of low-mass galaxies, Johnson et al.
(2017), specifically selected field galaxies with no L> 0.1 L

*

neighbors. Thirty-nine of the 44 CGM2 low-mass galaxies have
no known M*� 109.5 Me neighbors within ±600 km s−1. The
five that do have a massive neighbor are all more than R200c

from the sightline; only one of the five is a detection. We can
conclude that if there is two-halo contamination, it is not
coming from detected massive galaxies.

Whether contaminating galaxies with M*� 109.2 Me have
been missed will depend on the spectroscopic redshift survey
completeness. Thirty-seven of the 44 CGM2 low-mass galaxies
are found in fields in which spectra were taken of all targets
within 2′ of the sightline and with i-band magnitude less than
22 (W21). It is therefore likely that the overwhelming majority
of M*� 109.2 Me galaxies that lie within the redshift range of
the low-mass galaxies, z= 0.14–0.52, and within 400 kpc of
the sightline are, in fact, detected. At least in the CGM2 part of
the low-mass galaxy sample, there should also be little to no
two-halo contamination from undetected, massive galaxies.

A final argument against low-mass galaxy O VI being
incorrectly ascribed high-mass galaxy O VI is that in that
situation, there should actually be more O VI than we measure
around the low-mass galaxies. The typical NO VI column
density within R200c of anM*� 109.2 Me galaxy is greater than
the strongest NO VI detection in our lowest-mass galaxy bin,
M* = 107.8–108.5 Me. If undetected high-mass galaxies are
present near the galaxies in this bin, then either they must have
atypically low NO VI or they must somehow avoid being within
R200c of the sightline.

These arguments do not rule out all possible versions of two-
halo term contamination of our estimate of the O VI content of
low-mass galaxies. There may, for example, be an O VI
contribution from other, undetected, low-mass galaxies or the
enriched IGM. Even in that case, however, the O VI would be
coming from the CGM of a low-mass galaxy, the qualitative
statement that low-mass galaxies have a detectable O VI-traced
CGM component is robust.

4.2. The Contribution of Star-forming Galaxy O VI to dN/dz

This study measures how NO VI around individual star-forming
galaxies depends on galaxy mass and impact parameter. Other
studies have measured the incidence of O VI along random
sightlines, dN/ dz (Tripp et al. 2008; Danforth et al. 2016). We
can use our individual-galaxy measurements to estimate the
contribution of the galaxies we are studying to the general O VI
incidence. Comparing the measured general O VI incidence with
our estimate provides a check on our individual-galaxy measure-
ments—there cannot be more O VI around a subset of the galaxy
population than there is around all galaxies. The three results of
this section are:

1. SF galaxies with masses between 108 and 1011.2 Me can
account for most absorption systems with NO VI greater
than 1013.5 cm−2.

2. SF galaxies with masses between 108.8 and 1010.4 Me can
account for all absorption systems with NO VI greater than
1014.5 cm−2.

3. An additional source of O VI may be necessary to account
for absorption systems with NO VI< 1013.25 cm−2.

4. The modal NO VI> 1013.5 cm−2 absorber is associated
with a M*≈ 1010 Me galaxy.

To estimate the O VI incidence due to galaxies in our study,
we combine a stellar mass function with the parametric
description of NO VI as a function of stellar mass and impact
parameter from Section 3. Through this combination, we
calculate the expected differential number of absorption
systems with O VI column densities greater than some thresh-
old NO VI, ( )z N,N

z O
d

d VI . Our expression for the combination of
the stellar mass function and NO VI distribution is a modified
version of the absorption distance (Bahcall & Peebles 1969;
Hogg 1999):
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 is ( )*M Mlog10 , DH= c/H0 is the Hubble distance, and
E(z)=H(z)/H0 is the redshift scaling of the Hubble parameter.

( )F z, is a stellar mass function; we use the star-forming

Figure 8. Cumulative distribution of O VI system column densities as
measured by galaxy-agnostic surveys and as predicted from the convolution
of NO VI(M*, R⊥) with a star-forming galaxy stellar mass function (Tomczak
et al. 2014). Curves show the contribution of star-forming galaxy gaseous halos
to the O VI incidence rate. Colorful curves split this contribution up into bins of
stellar mass. The black curve is the median contribution of all of the mass bins.
The gray region represents the 1σ-equivalent uncertainty in our empirical
model for the distribution of O VI around galaxies but does not include
uncertainties in the stellar mass function. Points and squares are observational
dN/ dz measurements from Tripp et al. (2008) and Danforth et al. (2016). Star-
forming galaxies with M* between 108 and 1011.2 Me can explain most O VI
systems with column densities greater than 1013.5 cm−2.
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galaxy mass function of Tomczak et al. (2014). The factors of
(1+ z)2 are included because we use proper (non-co-moving)
R⊥ in our calculations. ( ∣ )> ^p N N R,O VI is calculated by
integrating Equation (2) from NO VI to infinity, meaning that
this expression includes the contribution of intrinsic scatter at
fixed  and R⊥. We evaluate this expression for multiple
realizations of our NO VI parametric model to propagate the
uncertainty on that model’s parameters through to dN/ dz.

The dN/ dz estimate and its uncertainty are shown in
Figure 8. For NO VI below 1013.25 cm−2, there is a clear need
for an additional source of O VI absorbers. Higher column
density O VI systems are consistent with being almost entirely
due to these SF galaxies. The highest column density O VI
systems (>1014.5 cm−2) are consistent with being mostly due to
SF galaxies with M* between 108.8 and 1010.4 Me—galaxies
with twice the stellar mass of the Small Magellanic Cloud
(108.5 Me; Skibba et al. 2012) to galaxies with half the stellar
mass of the Milky Way (1010.7 Me; Bland-Hawthorn &
Gerhard 2016).

At NO VI� 1014.25 cm−2, our dN/ dz estimates are greater than
the Danforth et al. (2016) measurement by more than the nominal
uncertainties. This disagreement is most likely due to differences
in how we and Danforth et al. (2016) combine absorption
components to form absorption systems. We define an absorption
system to be the absorption components within ±300 km s−1 of a
galaxy. Danforth et al. (2016) defined two components to be part
of the same system if they are within 30 km s−1 (or a larger
velocity span for stronger, broader lines) of each other. In their
Figure 2, they show three O VI absorption components with
z= 0.12363, 0.12389, and 0.12479, corresponding to a total
velocity span of 310 km s−1. By their definition, these compo-
nents are part of three separate systems. By our definition, they
could be part of a single absorption system. Danforth et al. (2016)
tended to split what we would call a single high column density
system into several lower column density systems, reducing their
measured high column density dN/ dz.

Where could the additional low column density OVI absorbers
come from? One possibility is that this gas comes from the farther
outskirts of galaxies in our sample. Most of our survey is only
complete to a column density of about 1013.8 cm−2. We would
therefore not be able to detect an extended NO VI< 1013.25 cm−2

envelope around galaxies, if such an envelope were present.
Extended OVI distributions of this sort are seen, for example, in
simulations of dwarf galaxies (Mina et al. 2021). Other possible
sources include dwarf galaxies with masses below 108 Me,
quiescent galaxies, galaxy groups and clusters, and the IGM
(Prochaska et al. 2011; Finn et al. 2016; Bielby et al. 2019;
Burchett et al. 2018; Stocke et al. 2019).

4.3. The Distribution of O VI around Star-forming Galaxies

Where, relative to the central galaxy, is the O VI located?
Our data set does not provide an insight into departures from
isotropy, but is informative about the typical O VI radial
distribution.

Detectable O VI absorption (e.g., NO VI 1014 cm−2)
extends to about R200c, as can be seen from our fits to NO VI

as a function of stellar mass and impact parameter (see
Section 3.1 and Figure 4). The O VI CGM of galaxies at the
stellar mass of peak O VI abundance (M*∼ 109.5 Me) has a
slightly greater extent, in units of R200c, than that of dwarf
galaxies or L

*

or super-L
*

galaxies. This extent is consistent

with previous studies of the radial distribution of O VI (e.g.,
Prochaska et al. 2011; Johnson et al. 2015).
An estimate of the volume density profiles nO VI(M*, R⊥)

can be calculated from NO VI(M*, R⊥) using the inverse Abel
transform. This estimate explicitly assumes that nO VI is
isotropic. Integrating the volume density profiles out to
different radii provides information on the O VI mass distribu-
tion as a function of radius. We find that about 60% of the O VI
mass is found within R200c and 95% is found within 2R200c of
the galaxy. This extent is approximately consistent with
analyses of the O VI distribution in simulations (Oppenheimer
et al. 2016; Ho et al. 2021; Strawn et al. 2021).
This result is model dependent. O VI absorption outside R200c

is mostly below the detection limit, meaning that the shape of
NO VI(R⊥) past R200c is only weakly constrained. We have
assumed that NO VI is a declining exponential function of R⊥.
This assumption provides an adequate description of the
measurements down to NO VI≈ 1013.5 cm−2. It could be the
case that NO VI(R⊥) changes to a shallower function of R⊥, such
as a power law, at NO VI values below our detection limit. If this
change were to occur, then a greater fraction of the O VI mass
would be found outside R200c. We have also assumed that
NO VI, and hence nO VI, is isotropic. As is quantified in Strawn
et al. (2021), this assumption can lead to underestimation of
how much mass is present outside of any given radius.
Prior observational studies of the distribution of O VI around

galaxies from COS-Halos and eCGM found a half-mass–radius
of about 0.6 times the virial radius (Mathews & Pro-
chaska 2017; Stern et al. 2018), while we find a half-mass–
radius of about 0.9 times the virial radius. This difference may
be the result of different modeling choices. Stern et al. (2018)
computed nO VI only as far as the virial radius, while we
compute nO VI to greater distances.
Project AMIGA (Absorption Maps In the Gas of Andromeda;

Lehner et al. 2020), a survey of a variety of ions including O VI
along 43 QSO sightlines around M31, provides a point of
comparison for our findings. Lehner et al. (2020) found that O VI
absorption with NO VI> 1014 cm−2 is detected out to the
highest-R⊥ sightline with spectral coverage of O VI, R⊥≈
560 kpc (corresponding to R⊥/R200c= 2.5). The NO VI� 1014.6

cm−2 covering fraction at R⊥/R200c= 2.5 is about one-half. In
our sample, star-forming galaxies with M*= 1011 Me have
median NO VI= 1014.6 cm−2 at R⊥/R200c 0.3. M31ʼs O VI-
traced CGM is therefore significantly more extended than that of
the majority of the galaxies in our sample. Determining whether
this greater extent is the result of M31ʼs environment or a
reflection of simple halo-to-halo variance in CGM properties
will require multi-sightline studies of the CGM of other galaxies.

4.4. The Influence of Galaxy Environment

An effect that has been noted in the literature is that galaxies
with neighbors have detectable absorption in ions including
Mg II and O VI out to greater distances than galaxies without
neighbors (Johnson et al. 2015; Dutta et al. 2021), though this
effect may not apply at all halo mass scales (Pointon et al.
2017). We see this more extended O VI around galaxies with
neighbors in CGM2 as well. This effect may be responsible for
some of the high-O VI absorbers at impact parameters greater
than R200c in Figure 4.
The effect can be seen by comparing the NO VI covering

fractions of galaxy subsamples with and without neighbors. We
restrict ourselves to the CGM2 galaxies in our sample; we do not

15

The Astrophysical Journal, 927:147 (19pp), 2022 March 10 Tchernyshyov et al.



include galaxies from any other sources in this analysis. We define
a neighbor to be a galaxy (star-forming or quiescent) with stellar
mass greater than 109.5 Me that is within 400 kpc of the sightline
and within 600 km s−1 of the absorber host galaxy. The mass
requirement ensures that neighbors are detectable over the entire
redshift range. A host galaxy without any neighbors is isolated; a
host galaxy with one or more neighbors is not isolated.

The difference between isolated and non-isolated galaxies is
clearest for host galaxies that are one to three times R200c from
the sightline. Covering fractions for the isolated and non-
isolated subsamples at a range of NO VI threshold values are
shown in Figure 9. The ranges shown are 68% binomial
confidence intervals calculated assuming a Jeffrey’s prior on
the covering fraction. At limiting column densities less than
1014.1 cm−2, the covering fraction for non-isolated galaxies is
1.5 to five times greater than that for isolated galaxies. At
greater limiting column densities, isolated and non-isolated
galaxies have consistent covering fractions. Isolated and non-
isolated galaxies that are more than three times R200c from the
sightline (not shown in Figure 9) have consistent covering
fractions at all NO VI thresholds.

These elevated covering fractions are consistent with the
results of Johnson et al. (2015), but may or may not be
consistent with the results of Pointon et al. (2017). Pointon
et al. (2017) compared O VI equivalent widths and covering
fractions between isolated galaxies and galaxies in groups.
They found that the average O VI equivalent width within
350 kpc is lower for group galaxies relative to isolated ones.
The covering fractions at an equivalent width of 0.06Å are
consistent within uncertainties, but the point estimate is lower
for group galaxies.

The mapping between the Pointon et al. (2017) results and
ours is not obvious. Most of the Pointon et al. (2017) detections
are within 150 kpc while our analysis focuses on the region
immediately outside a galaxy’s R200c, corresponding to a
minimum physical R⊥ of≈ 150 kpc. Even at R⊥> 150 kpc,
isolated galaxies in Pointon et al. (2017) have greater
equivalent widths than group galaxies (see their Figure 3).
The Pointon et al. (2017) analysis focuses on group mass halos
while our galaxies with neighbors are generally subgroup scale.
This difference in mass may be responsible for the difference in
behavior of O VI: perhaps having neighbors increases the O VI
incidence rate at lower masses and then decreases it once a
neighborhood approaches the mass scale of a galaxy group.

Could the inclusion of neighbor-having galaxies in the
general sample be biasing the NO VI model of Section 3.1 to
higher values or greater extents? The model is designed to be
robust to outliers. In particular, we use a heavy-tailed
distribution to describe the amount of scatter in NO VI at fixed
M* and R⊥. As a test, we recalculated the parameters of the
column density profile model while excluding the non-isolated
galaxies. The resulting parameters are all consistent with the
full-sample values given in Table 4.

The depth, completeness, and size of CGM2 mean that it is
well suited for investigating how O VI incidence depends on
more detailed metrics of a sub-megaparsec environment. This
investigation is beyond the scope of the present paper and is
left for future work.

4.5. What Conditions Are Traced by O VI?

In Section 1, we introduced three possible scenarios for
O VI generation: ambient halo gas, outflows, and inflows. In

Section 3.2.2, we defined three expressions for the mass of
O VI associated with a galaxy as a function of M* that can be
interpreted in terms of these possible O VI generation scenarios.
All three expressions are consistent with the measurements (see
Figures 6 and 7), suggesting that all three possible scenarios of
O VI generation are viable. However, if the scaling relations are
refined to be more physical, they become less viable as
individually complete explanations of the observed O VI. In
brief, the three scenarios have the following problems:

1. An ambient collisionally ionized phase: We have assumed
that the CGM has a temperature distribution centered on the
virial temperature. More physical models of ambient halo
gas suggest that the temperature distribution of an ambient
CGM phase would be preferentially below, rather than
centered on, the virial temperature.

2. Hot outflows: Half of the O VI mass is outside 0.9 R200c.
By the time they reached these radii, hot outflows would
cool to temperatures too low to produce O VI through
collisional ionization.

3. Inflows: The required mass of O VI per unit inflow mass
would require near-ideal conditions for O VI production.

Explaining the observed amount, extent, and host galaxy mass
dependence of O VI requires: (1) a different, more favorable
physical refinement of one or more of the scenarios, (2) an
evolution from one scenario to another with mass, or (3) a
superposition of the scenarios at fixed mass.
In our expression for an ambient CGM phase, we assume

that the gas temperature is distributed log-normally around
T200c. The fraction of oxygen in the form of O VI ( fO VI) in
collisional ionization equilibrium peaks at TO VI≡ 105.5 K. The

Figure 9. O VI covering fractions of CGM2 galaxies with and without
neighbors with stellar mass greater than 109.5 MSun. The figure shows covering
fraction of the two subsamples over a range of column density thresholds; the
shaded regions are 68% binomial credible intervals. The detected column
densities and 3σ upper limits on non-detections are shown as ticks at the top
and bottom, respectively, of the plot. Galaxies with neighbors have marginally
higher O VI covering fractions than galaxies without neighbors at column
densities of about 1014 cm−2.
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stellar mass where T200c is equal to TO VI is 10
9.6 Me, which is

coincident with the peak of á ñNO RVI 200c. At lower and higher
masses, the upper and lower tails of the log-normal distribution,
respectively, are the sources of the O VI mass in the ambient
scaling relation.

In more physically motivated models of the ambient CGM,
temperatures are preferentially below T200c. This is why the
mass of peak á ñNO RVI 200c in the Voit (2019) model is at greater
mass than is observed: the mass of TO VI gas is greater around
galaxies with T200c> TO VI than around galaxies with
T200c≈ TO VI. An analysis of CGM temperatures in high-
resolution hydrodynamic simulations by Lochhaas et al. (2021)
finds a similar result: even in virialized galaxy-scale halos, gas
on the outskirts of the CGM (i.e., where much of the mass
resides) has a characteristic temperature of about 1/2T200c,
rather than T200c. Halos in which some of the assembly energy
is still in the form of coherent, nonthermal motions have an
even lower characteristic temperature. If the temperature
distributions in these models are a more accurate representation
of reality than our T200c-centered log-normal distributions, then
a collisionally ionized ambient phase cannot explain much of
the O VI around galaxies with M* 1010 Me.

Hot outflows cannot be the primary explanation for the
observed O VI because they would not be able to reproduce its
extent. An outflow starting out at temperatures greater than
TO VI will eventually cool to temperatures too low to produce
O VI through collisional ionization, provided that it is not
expanding into a medium with T� TO VI. The details of how
quickly this cooling will happen depend on the outflow model
used. In general, an outflow will cool to below TO VI after
traveling 10–100 kpc from its starting point (Thompson et al.
2016; Keller et al. 2020). The extent of hot outflow O VI would
therefore be smaller than what is observed.

The argument against inflows as the dominant explanation
for O VI is the prohibitively large average fraction of oxygen in
the form of O VI that would be required. Assuming a steady
inflow M that takes tflow to arrive at the galaxy, the mass of
O VI associated with the inflow would be  á ñM t f fOflow O VI ,
where fO is the mass fraction of oxygen in the flow, and 〈fO VI〉
is the fraction of oxygen in the form of O VI averaged over the
flow. For a fiducial flow rate of 1 Me yr−1, metallicity 0.3Ze,
tflow= 1 Gyr, and a maximal 〈fO VI〉= 0.25, the O VI mass
would be about 105.6 Me. The required amount is only 105.3

Me, a factor of two lower than this fiducial value.
However, the value of 〈fO VI〉 used in this expression is

maximal and applies over a narrow range in density and
temperature. Even in simulations in which O VI is mostly found
in photoionized inflows, 〈fO VI〉 is at least five times smaller
than this maximal value at large radii and declines steeply at
smaller radii (Strawn et al. 2021). The metallicity may also be
lower than 0.3Ze, depending on the origin of the inflow:
Strawn et al. (2021) found average metallicities that are slightly
smaller than 0.1Ze. Conversely, tflow could be greater than
1 Gyr. The freefall time from R200c, for example, is about
1.7 Gyr. Taking an infall time of 3 Gyr, a reduction of 〈fO VI〉
by a factor of five, and a reduction of fO by a factor of three, the
O VI mass associated with the flow drops to 104.9 Me. On
balance, the O VI mass associated with inflows is likely to be
lower than what is needed by a factor of at least two.

The O VI observations can be explained by altering the CGM
temperature structure away from hydrostatic equilibrium, by
superimposing different scenarios, or by invoking an evolution

of the dominant scenario with galaxy mass. Voit (2019) and
Roy et al. (2021) extended their hydrostatic ambient model
with a log-normal temperature distribution about the equili-
brium temperature. Qu & Bregman (2018) invoked radiative
cooling from 2 T200c. Both approaches extend the range of
galaxy masses over which the CGM can produce O VI through
collisional ionization. Stern et al. (2018) instead assumed that
gas on the outskirts of the CGM has a low density and is in
thermal equilibrium with the ultraviolet background, conditions
that are favorable for the production of O VI through
photoionization. Strawn et al. (2021) found that O VI is
produced through different mechanisms in different parts of
the CGM: an ambient, outflow-heated phase at small radii,
photoionized inflows at larger radii. Qu & Bregman (2018) and
Roy et al. (2021) found that there is a transition from cool,
photoionized O VI production at low M* to collisional O VI
production in ambient gas at higher M*.
Our measurements tentatively favor a superposition of an

inner and an outer O VI generation mechanism. The large
extent of the CGM suggests that the “cool outer inflow”
scenario of Stern et al. (2018) and Strawn et al. (2021) is
plausible. The need to reproduce the inner half of the O VI mass
suggests a need for an ambient phase with some non-
hydrostatic temperature structure. Testing this tentative expla-
nation will require combining measurements of O VI with
measurements of other highly ionized species, such as Ne VIII.
A study of galaxy-Ne VIII absorber pairs at z= 0.49–1.44
found that the Ne VIII was consistent with an origin in virial
temperature ambient gas (Burchett et al. 2019). Studies of
galaxy-O VI absorber-Ne VIII absorber triplets will provide a
stronger constraint on the ionization mechanisms responsible
for these species in different parts of the CGM.

5. Conclusion

We have collated a sample of 249 unique galaxy-O VI
absorber pairs, 126 of which were found as part of the CGM2

survey and had not been published before. The sample includes
galaxies with stellar masses M* = 107.8–1011.2 Me, redshifts
z= 0.002–0.6, and impact parameters R⊥= 11–400 kpc.
We used this sample to study how stellar mass and galaxy

environment affect the incidence of O VI absorption around
star-forming galaxies. We created a descriptive model for
NO VI(M*, R⊥) around star-forming galaxies and used this
model to estimate the total O VI content within a virial radius
of a star-forming galaxy. We compared these estimates with
predictions from theoretical models and simulations and
wrote down several scaling relations, which provide an
accurate description of a star-forming galaxy CGM’s O VI
content as a function of M*. In addition to studying the
M*-dependence of O VI absorption around star-forming
galaxies, we also quantified the effects of the presence of
M*� 109.5 Me neighbors on NO VI.
A methodological conclusion of this work is that analyses of

CGM absorption need to simultaneously control for the
absorber host galaxy’s M* and R⊥ (and, possibly, other
variables as well). The strong dependence of NO VI on both
quantities means that comparisons that control for only one of
the variables at a time risk confusing a trend in one of the
quantities for a trend in the other.
We measured several quantitative properties of the distribu-

tion of O VI around galaxies.
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1. Star-forming M* = 109.2–1010 Me galaxies have the
greatest average NO VI within R200c (Section 3.2,
Figure 6).

2. Galaxies with at least one M*� 109.5 Me neighbor have
an NO VI� 1014 cm−2 covering fraction that is 1.5 to five
times greater than that of galaxies without such neighbors
(Section 4.4).

3. Detectable O VI (NO VI 1014 cm−2) extends to about
1×R200c for star-forming galaxies with M*= 108.5–1011.2

Me (Section 4.3). Assuming an isotropic volume density
distribution nO VI(R⊥), 60% of the total O VI around a
galaxy is found within a radius of R200c, and 95% is found
within a radius of 2 R200c.

Analyzing these measured quantities further, we derived a
number of implications for the nature of O VI and efforts to
model it.

1. By combining our model for NO VI(M*, R⊥) around star-
forming galaxies with a stellar mass function, we
calculated the expected contribution of star-forming
galaxies in the mass range we consider to the cumulative
column density distribution of O VI systems, dN/ dz. By
comparing our calculation with dN/ dz measurements
from Danforth et al. (2016) and Tripp et al. (2008), we
found that our galaxies can account for the majority of
O VI systems with NO VI> 1013.5 cm−2. Systems with
NO VI< 1013.5 cm−2 require an additional source of O VI
absorption (Section 4.2).

2. We constructed three simple scaling relations that
accurately describe the mass of O VI in a star-forming
galaxy halo as a function of M*. One relation assumes
that O VI is found in a collisionally ionized ambient phase
with temperatures distributed around the virial temper-
ature (Equation (5)). The other two relations depend on
the host galaxy SFR and on supernova outflow mass
loading factors from Pandya et al. (2021; Equations (6)
and (7)).

3. We compared predictions for different halo-scale sum-
maries of O VI content as a function of M* with our
measurements and found that the two predictions that
come closest are the EAGLE zoom simulations of
Oppenheimer et al. (2018) and the model of Qu &
Bregman (2018; Section 3.2.3).

4. We argued that explaining the observed spatial extent and
mass dependence of O VI requires a combination of
different O VI generation mechanisms (Section 4.5) and/
or departures from a hydrostatic equilibrium temperature
structure for the CGM.
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