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ABSTRACT. Biological and physical systems that can be classified as oscillatory
media give rise to interesting phenomena like target patterns and spiral waves.
The existence of these structures has been proven in the case of systems with
local diffusive interactions. In this paper the more general case of oscillatory
media with nonlocal coupling is considered. We model these systems using
evolution equations where the nonlocal interactions are expressed via a diffu-
sive convolution kernel, and prove the existence of rotating wave solutions for
these systems. Since the nonlocal nature of the equations precludes the use of
standard techniques from spatial dynamics, the method we use relies instead
on a combination of a multiple-scales analysis and a construction similar to
Lyapunov-Schmidt. This approach then allows us to derive a normal form, or
reduced equation, that captures the leading order behavior of these solutions.

1. Introduction. In this paper we consider nonlocal evolution equations of the
form

WU =K*xU+FU;\) zeR? UecR? )cR, (1)
where K* represents a component-wise convolution operator, and the reaction terms
F(U; M) undergo a Hopf bifurcation as the parameter A is varied. This type of non-
local equations can describe for example oscillating chemical reactions with com-
ponents that evolve at different time scales, and where the nonlocal interaction is
the result of adiabatically eliminating the fast variable [50, 49, 38]. Other examples
that can be described by similar equations, but perhaps with different nonlinear-
ities include electrochemical systems, [8, 14], neural field models, [10, 7, 41], and
population models where individuals disperse, or move, in a nonlocal manner. See
for example [30, 11, 21, 6] or [3] and the references therein.

More generally, equation (1) is an abstract model for oscillatory media. As such it
describes any system that is composed of small oscillating elements that are coupled
together in a nonlocal fashion. This coupling is described by the convolution kernel,
K, and the assumptions on this kernel depend on the application. Here we focus
on general diffusive kernels, K(z) = —1 + K1 (|z|), where K;(]z|) is exponentially
decaying, can take on negative values, and has a finite second moment. There-
fore the convolution operators K describe a process that lies somewhere between
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anomalous diffusion, modeled using the fractional Laplacian,

f(@) — fy)

S —

(_A) U(J?) =c R? ‘(E _ y|2+25 dya

with appropriate constant ¢ > 0, and regular diffusion, modeled using the standard
Laplacian,

Nu(a,y) ~ 5 (o + o)+ uly + ) = due, ) + ule = hoy) + e,y — ),

with (z,y) € R?, which samples only nearest neighbors.

These assumptions imply that the processes considered here exhibit a charac-
teristic length scale, which may suggest that we instead consider reaction diffusion
equations with a rescaled diffusion constant. However, this simplification misses the
true character of this fast diffusion process and precludes one from finding interest-
ing patterns like spiral chimeras [50], chemical turbulence [14], localized structures,
[9, 15], and other phenomena [42, 38, 52, 5, 37]. Figure 1 also illustrates how slight
variations in the choice of convolution kernel, K, can lead to different patterns in a
FitzHugh-Nagumo system with nonlocal diffusion. The convolution kernel used to
create Figures ¢) and d) involves longer nonlocal interactions than the one used in
Figures a) and b). These longer connections give rise to a novel pattern not seen
in standard reaction diffusion systems, a spiral chimera, which is a spiral pattern
with an incoherent core.

Our interest here is on rotating wave solutions, which we consider as an entry
point for understanding more complicated phenomena in nonlocal systems, like spi-
ral chimeras. While it is known that rotating waves, and in particular spiral waves,
appear in a wide variety of examples, from chemical reactions [36], to experiments
involving slime mold [51], cardiac tissue [12, 40] and brain tissue [20], their ex-
istence has only been shown in systems that involve local diffusive processes, see
[32, 17, 18, 19, 45]. In this article we extend these results to oscillatory media with
nonlocal coupling. That is, we prove the existence of rotating wave solutions for
problems described by equation (1), and derive a normal form which captures their
leading order behavior.

In contrast to previous works which use reaction diffusion equations [32, 45], the
nonlocal character of our problem prevents us from using techniques from spatial
dynamics and dynamical systems theory. In particular, we are not able to use
center manifold theory as in [45] to construct a normal form and prove existence of
solutions in this way. Instead, our work is based on the approach taken in the physics
literature, where a multiple-scale analysis is used to derive amplitude equations
[34, 55, 14]. Our main contribution is to place this method in an appropriate
functional analytic setting that allows us to use a reduction similar to Lyapunov-
Schmidt to rigorously derive the normal form and obtain its validity at the same
time. In the process we also show the existence of general rotating wave solutions.
We point out here that to obtain the existence of specific rotating wave solutions,
like for example spiral waves, one then has to work with the normal form and show
that such patterns exist as solutions to this reduced equation.

Before describing our methods in more detail, we first state our main assumptions
and describe our set up. Throughout the paper we use polar coordinates (r, ) and
we look for rigidly rotating solutions that satisfy U(r,d,t) = U(r,¥ + ct), and that
are periodic in their second argument, i.e. U(r,§ + 27) = U(r,d). We do not
consider meandering solutions. With this notation the problem reduces to solving
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Ficure 1. Spirals obtained by numerical simulations of a
FitzHugh-Nagumo system (see Section 6) with 6 = 0.2, =1,7 =
0.1, and K *u = &[—u+ Ko(|z|/vD) *u]. Here K is the Modified
Bessel function of the second kind. In figures a) and b) the choice
of 0 =5 and D = 0.5, results in a spiral pattern. In contrast, in
figures c) and d) the choice of 0 =5 and D = 1 results in a spiral
chimera pattern (incoherent core). The figures on the right zoom
in into the core of the spirals appearing on the left.

the steady state equation
0=KxU —cOpU + Dy F(0;0)U + [F(U;\) — Dy F(0,0)U], (2)
L N(U;N)

where the rotational speed, ¢ € R, is treated as an extra parameter. We further
assume that

1. F depends on U, but not its derivatives.

2. F(0;A) =0 for all A € R.

3. DyF(0;0) = A € C?*2 has a pair of purely imaginary eigenvalues Fiw.
We also make the following assumptions on the convolution kernel K, which will
allow us to show that the operator L defines a Fredholm operator in appropriate
weighted spaces.

Hypothesis (H1). The convolution kernel K has a radially symmetric Fourier
symbol K (&) = K(|¢]). As a function of p = |¢[, the symbol K (p) can be extended
to a uniformly bounded and analytic function on a strip 2 = R x (=&, &) C C, for
some constant & > 0.
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Hypothesis (H2). The symbol K (p) is symmetric and has a simple zero, which

we assume is located at the origin p = 0. This zero is of order £ = 2 and thus K (p)
has the following Taylor expansion near the origin:

K(p) ~ —ap®+0(p*), a>0.

As shown in Section 3, Lemma 3.4, with the above hypotheses the symbol K can
be written as

where the functions M}, /r(p), are analytic and uniformly bounded. With this in-
formation, we make one further assumption.

Hypothesis (H3). The symbols, ML/R, satisfy

My (p) = Mr(p) = M(p) = (1 + G(p)),
with ¢ € R, and G(p) ~ O(1/p) as p — oco.

The following are examples of convolution operators that satisfying the above
hypotheses:

1) K *u = —3u+ exp(—|z|?) * u, which has symbol K(&) = —1 + L exp(—|¢[2/4).
2) Kxu = %[—u + K0(|x|/\/5) * u], where o,D > 0 and Kj represents the
Modified Bessel function of the second kind. In this case K has symbol K (£) =

o {Lﬂz} )

1+DI¢?
1.1. The method. We start this subsection by giving a short overview of the
multiple-scales method (following [34]), and then move on to describe our approach.

For the case of oscillatory reaction diffusion equations in finite domains, the
multiple-scales method is based on the following analysis. We know that as the
parameter A crosses its critical value, the homogenous steady state undergoes a
Hopf bifurcation. Since we are considering the case of a finite domain, linearizing
the equation about this uniform state results in an operator with point spectrum,
vk, and corresponding eigenmodes, e!** (assuming periodic boundary conditions).
In particular, we have a pair of complex eigenvalues, vy = X &+ iw, associated with
the zero mode, that cross the imaginary axis when A > 0. If the system size is
small, the eigenvalues are well separated and one can study the dynamics of the
emerging oscillations by keeping track of only the critical mode. This results in the
Stuart-Landau equation (an o.d.e.) as a normal form.

However, as the system size increases, the eigenvalues are no longer well sepa-
rated. Nonuniform perturbations with small wavenumbers become important for
determining the behavior of solutions that emerge from the bifurcation. In some
cases it might be possible to describe these solutions by considering the dynamics
of only a finite number of modes, i.e modes with |k| << 4, for some small §, and as
a result the normal form becomes a system of o.d.e.

In practice, it is often the case that all modes need to be taken into account,
and instead of separating eigenmodes into critical and rapidly decaying ones, one
separates scales. That is, one establishes fast variables, z,t¢, and slow variables,
X = ez, T = £°t, and approximates the solution as a regular expansion of the form

Ult,X,T;e) =eUy(t, X, T) + 2Us(t, X, T) + 3Us(t, X, T) + - - -
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with
Ui(t, X,T) = W(X,T)e" + W(X,T)e .

Inserting the approximation U into the reaction diffusion system and collecting
terms of equal order in e results in a hierarchy of equations. Then, applying the
Fredholm alternative to all these equations leads to solvability conditions, which
at order O(e?) result in an equation for the amplitude, W (X, T). This equation is
the complex Ginzburg-Landau equation, which is now a p.d.e. and represents the
normal form, or amplitude equation, associated with problem.

The above approach is formal, mainly because this process does not guarantee
that the expansion U=eUy+eUy+ - converges. In other words, more work
needs to be done to show that the complex Ginzburg-Landau equation provides
valid approximations, U, for the reaction diffusion system. That is, given a solution,
W, to the complex Ginzburg-Landau equation that is valid in some time interval
[0, T], one needs to show that there is a unique solution, U, to the original reaction
diffusion system such that || — Uy||x < &2 for all t € [0,T/£] in some appropriate
space X, and where Uj is given as above. Work in this direction is extensive, some
of which is covered in the references [29, 46, 47, 48, 56, 33]. Roughly the main idea
in these proofs is to show that the residue R = U — U; remains of order O(¢?) on
the same time interval, [0,7/£%]. For an alternative approach for deriving similar
amplitude equations see also [44].

Our approach here is to use a similar multiple-scale analysis to derive our normal
form, but because the equation we work with is the steady state equation (2), we
don’t need to look at the evolution of the residue, R, to prove the validity of our
solutions. Instead, we use a construction similar to a Lyapunov-Schmidt reduction
to:

i) prove the existence of rotating wave solutions to equation (2), and
ii) at the same time obtain the normal form which provides the first order ap-
proximation to these solution.

We will explain this approach in the remainder of this section.

Multiple-Scales: We first separate scales and distinguish between fast variables
r,t and slow variables R = er,T = £2t. Notice that because we are interested in
rotating wave solutions, the time scales can be written directly into the ansatz.
That is, we can write

U(r,0) =U(r,d +ct) = U(r,¥ + c't + *ut),

where we set ¢ = ¢* + 2. The value of p is left as a free parameter and the
value of ¢* is chosen so that given a nonzero integer ny we have that ic*ng = iw,
i.e. the eigenvalue of the matrix A = DF(0;0). Since perturbations with small
wavenumbers are the most unstable, we assume that the dynamics of the solution
is dictated by the slow scales, and thus we can write our small amplitude solution
as

U(r,0,R;e, ) = eUy (0, Rye, ) + £2Us(0, R e, p) + €2Us(r, 0; ¢, 1), (3)

with
Ui(0, Rye, 1) = Wiw(R; e, u)e™? + W1w(R; e, p)e™ 07, (4)
Here the vectors Wy, W are the eigenvectors of the matrix A = DF(0;0). Notice

also, that the integer ng € Z is associated with the number of “arms” of the rotating
wave. The fact that we can pick a value of ¢* such that the relation ic*ng = iw holds,
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implies that rotating wave solutions with any number of “arms” exists, although
they may not be stable.

Inserting the ansatz (3) into equation (2) and separating the different powers of
€ leads to a hierarchy of equations.

At O(e):

C*agUl — AU1 =0.
At O(e?):
C*aoUQ — AU2 = MU1U1,

where M represents the Hessian matrix of the reaction term (see Section 4 for more
details).
And at higher orders:

OgUs — K % Us — AUz = — e2udp (U + €Uy + €2Us) + K. * (Uy + eUs)
1 -
+5 RYGNEES AR

where due to the separations of scales there is a distinction between K. and K.
The relation between these two kernels is given in terms of their Fourier symbols,

K.(P) = 2K (eP), and more details can be found in Subsection 4.2. Notice also
that our choice of eigenvector Wi and parameters ¢*ng = w means that U; solves
the first equation by design, and that one can use the second equation to find the
function Us in terms of Uj.

Lyapunov-Schmidt: The key to our method lies in solving the last equation,
which gathers all higher order terms. The main point here is that if the left hand side
of this equation describes a well behaved operator, then one can apply a construction
similar to a Lyapunov-Schmidt reduction. More precisely, in Section 4 we prove that
there is projection, P : X — X)|, such that the linear operator,

LU =c"0yU — K xU — AU,

can be decomposed into an invertible part L : X| — Y, and a bounded operator
Ly : X — Y. This allows us to split the last equation into two systems,

L”U3 =P [—Eguag(U1 +eUs + 82U3) + KE * (Uy + EUQ) (5)
1 7 2
+5 [N(U;A) _e MUlUlH ,
LUy =(1—P) [762/@9((/1 + Uy + €2U3) + K. % (U + eUs) (6)

+€i3 [N(U; ) — EQMU1U1H .

If one further assumes that the term Us € X | , then one can use the implicit function
theorem to find a unique solution Us to equation (6), that depends on Uy, £ and p.
Inserting this solution back into (5) leads to a reduced equation for Uy, which after
projecting onto the correct space becomes an equation for w and defines the normal
form. Here we break with tradition and include all terms in this reduced equation
as part of the definition of the normal form. In Section 5 we will prove that with
minimal knowledge of these nonlinearities, mainly that they depend only on U; and
not its derivatives, solutions to this normal form exist. This result, together with
the Lyapunov-Schmidt reduction just described, then implies that our normal form
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is valid. We make this statement more precise in the next subsection where we also
state our main theorem.

There are two technical difficulties that appear in the above approach. One is
showing that such a splitting for the linear operator, L, is possible, and the second
one is showing that the nonlinearities are well defined functions in the chosen spaces.
The first difficulty arises because we are setting our equations in the whole plane, R2.
Therefore the linearization, L, which behaves very much like a second order elliptic
operator, has essential spectrum that touches the origin. In addition, because of
the symmetries present in the problem, we have a zero eigenvalue embedded in
this essential spectrum. As a result, the linearization does not have a closed range
when posed as an operator between regular Sobolev spaces. In Section 4 we will
show that if instead we use a special class of weighted Sobolev spaces that impose
algebraic growth or decay, we can recover Fredholm properties for L (see [35] for a
similar situation in the case of the Laplacian, and [25, 26] for the case of a nonlocal
equation in one and two dimensions, respectively). In essence, the extra structure
included in these spaces means that we can remove approximate eigenvalues from
our domain and therefore obtain an operator with closed range, and that has a
finite dimensional kernel (nullspace) and finite dimensional cokernel.

The second difficulty comes from including spiral waves among the rotating wave
solutions of interest. Because these patterns are described by functions which are
bounded at infinity, we have to consider spaces that allow for a small algebraic
growth. However, this implies that the chosen spaces are not Banach algebras, and
as a result one is not able to show that the nonlinearities are well defined. To
resolve this issue, we construct spaces that allow us to split our solutions into the
direct sum of algebraically decaying functions plus uniformly bounded functions,
ie. H = Hg (R%) @ W2°°(R?), and show that the linear operator, as well as the
nonlinearities, maintain this structure.

1.2. Main result: With assumptions (H1), (H2), (H3), and the approach just de-
scribed, we prove that small amplitude rotating wave solutions, U(r, #), to equation
(2) can be approximated by a function of the form

Ui(r,0;e, 1) = (Wiw(er; e, p)e™? + Wiw(er; e, p)em0?) (7)

where ¢ and p are small parameters, c*ng = w, and the vectors Wy, W, are the
eigenvectors of the matrix A. In particular, we show that the function w in this
approximation is a solution to the normal form equation,

K. s w+ (A +i(i* + p)no)w + alw|?*w + O(e|lw|*w) = 0. (8)

Here p* is a small nonzero fixed number, A\ and a are appropriate constants that
depend on the system’s parameters, and as mentioned before, the Fourier symbol

for the kernel K, = E%K’(p)7 satisfies Hypotheses (H1), (H2), and (H3).

The following proposition, which is proved in Section 5, then guarantees the
existence of radial solutions, w(r), to this equation, even without explicit knowledge
of the higher order terms. In particular, these solutions live in a space £, C H =
H2(R?) @ W (R?) C Cp(R?), consisting of functions that can be decomposed
into the sum of a bounded function and an algebraically localized function. For a
more detailed description of the space ), see Section 4.
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Proposition 1. Given real numbers p* # 0, v > 0, and an integer ng, there exists
positive constants €g, pg, and a ct map

L: (_EO’EO) X (:u* — po, 1"+ /’LO) — f.)'y,no
(e, 1) — w(R;e, )

such that w(R; e, ) is a solution to equation (8).

As a consequence of this proposition, the ansatz (3), (4) and the Lyapunov-
Schmidt reduction described in the previous subsection, we arrive at our main
Theorem.

Theorem 1.1. Let v > 0, ng € Z, and suppose w(R;e, 1) € $ n, s a solution to
equation (8). Then, there exist a unique solution U(r, 8) of the steady state equation
(2) and constants C, e, > 0, such that for all € € (—e.,€,) the estimate

|U(r,0) — Uy (r,0)|lc, < Ce?,
with Uy as in (7), holds.

Remark 1. Note that if we let 0 = ¥ + ¢*t + &?(u* + p)t in (7) , then U; is an
approximation to a solution of equation (1).

Remark 2. If the coupling radius is small compared to the length-scale of the
solution/pattern, then the operator Kx can be approximated by the Laplacian and
the reduced equation (8) is the same ordinary differential equation obtained in [45]
using center manifold theory. We suspect that in this case one should be able to
adapt the theory presented in [13] to show the existence of a center manifold for
the nonlocal system (1) and thus also obtain the same normal form in this way.

Remark 3. Our analysis shows that a family of rotating wave solutions
parametrized by e, u bifurcates from the uniform oscillatory state. The parame-
ter € relates to the amplitude of these solutions, whereas the parameter p relates to
their speed. The value of p*, which appears in the proposition above, is arbitrary;
its only restriction being that it is not equal to zero. This condition is more a con-
sequence of the method we use to prove the result, i.e. showing that an operator is
invertible, rather than some restriction that comes from the problem itself. In other
words, we can find rotating wave solutions with speeds that are arbitrarily close to
c*. In the case of spiral waves, we suspect that, just like in the case of reaction
diffusion equations, there is a particular speed that is selected by the system. We
comment more on this last point in Sections 5 and 7.

Remark 4. As already pointed out, the integer ng is related to the number of
“arms” of the rotating wave solution, and the results presented here show that
solutions with any number of “arms” exists. In the case of reaction diffusion systems,
it has been shown, at least formally, that multi-armed spiral waves are unstable,
[19, 17, 32]. We suspect that a similar result holds for spiral waves in oscillatory
media with nonlocal coupling.

1.3. Outline. The paper is organized as follows: In Section 2 we introduce a spe-
cial class of weighted Sobolev spaces and summarize properties of the convolution
operator K. In Section 3 we use a Fourier series expansion in the angular variable
to obtain a diagonal representation of the linear operator, L, which will prove useful
when deriving Fredholm properties for this map. The Fredholm properties of L are
shown in Subsection 4.1. The rest of Section 4 is dedicated to deriving a general
normal form for rotating solutions using Lyapunov-Schmidt reduction. The validity
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of the normal form is proved in Section 5, and in Section 6 we determine the reduced
equation for a specific example. Finally, we conclude the paper with a discussion in
Section 7.

2. Some useful weighted Sobolev spaces. In this section we define various
weighted Sobolev spaces and their main properties. These spaces will appear in later
sections and are important for showing the Fredholm properties of the convolution
operators considered here. We will also show that when these weighted spaces are
also Hilbert spaces, they can be decomposed as a direct sum which is left invariant
under the Fourier Transform. This decomposition will allow us to pick the correct
projection that is necessary for carrying out the Lyapunov-Schmidt reduction of our
main equation.

2.1. Kondratiev spaces. Given d € N, s € NU {0}, v € R, and p € (1,00), we
denote Kondratiev spaces by the symbol M,j”’(Rd) and define them as the space of
locally summable, s times weakly differentiable functions with norm

lullyyer = Y @)D,
jal<s

Here o is a multi-index and we use the notation (z)Ytlel = (1 4 |z|?)(HeD/2,
Throughout the paper we also identify M9? (R?) with L2 (RY).

To the best of our knowledge Kondratiev spaces where first introduced in [31]
to study boundary value problems for elliptic operators. Variations of these spaces
have also been used to study exterior Stokes problems, see for example [53, 16, 2].
More recently, we have used Kondratiev spaces to show existence of target patterns
in oscillatory media, [22, 24, 26] and to study the emergence of striped patterns via
inhomogeneities in the 1-d Swift-Hohenberg equation [25], and in the 2-d complex
Ginzburg-Landau equation [23].

Notice that depending on the value of v, these spaces impose a degree of algebraic
decay or growth on functions. In addition, the embeddings M3?(R%) C M;’p(Rd)

hold provided o > 3, and if s > r we also obtain that the space ijp(Rd) C
MZP (RY). As is the case with regular Sobolev spaces, one can also identify the dual
(M3P(R%))* with the space M_?(R?), where p,q are conjugate exponents. The
notation
(fo)= Y [ DfDgds
jal<s 7F
can then be used to denote the pairing between an element f € M3? (R4) and an

element g € M:f{’q(Rd). In the particular case when p = 2, Kondratiev spaces are
also Hilbert spaces and have the inner product

(9= 3 [ DDy (L o)1 da,
laf<s 7B

The following lemma is the main result of this subsection. It establishes that
the above Hilbert spaces have a direct sum decomposition that will prove useful
when showing the Fredholm properties of the linear part of equation (2). This
decomposition holds for all dimension R¢, but we restrict our exposition to the two
dimensional case, which is relevant here. In the Lemma we use the symbol M*P (R?%)
to denote the subset of radially symmetric functions in M35 (R?), and the overbar
to denote the complex conjugate.
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Lemma 2.1. Given s € NU{0} and v € R, the space M>*(R?) can be written as
a direct sum decomposition

2(R2Y —
M3 (R?) = @,

where n € Z and
ms,,, = {u € M5*(R?) | u(r,0) = un(r)e™  and un(r) € MI2(R*C), fn =u_n}.

In particular, identifying each point (z,y) € R? with the complex number z+iy =
rel?, the lemma shows that given any f € M32(R?) one can write
1 2m

o f(reie)e_i"‘g do, (9)

= Z fn(r)elm? with fu(r) =

nez

where f,,(r) € M3P(R?). The proof of this result follows a similar analysis as that
of Stein and Weiss [54, Chapter IV, Section 1]. We give here a sketch of the proof.

Proof. The goal is to show that each f € M?$?(R?) can be approximated by an
element in ©m; ,. In particular, the representation (9) is the desired candidate

function. To start, notice that a short calculation shows that f,(r) is indeed in
MgP(R?). Next, to prove that

N
”f_z.fn("")einonMjﬂ —0 as n— oo,
—N

we use an equivalent definition for the norm on M$?(R?). Namely, we consider

NIV EESY

| <s

glaly 1
Ora1 9oz roz

2
Litlal

and show that

Now, because f € M$’2(R2), the integral

J.

so that by Fubini’s theorem, the function %TQQ (ry(rtlel) defines a square
integrable function in the variable #, and has a Fourier series expansion that con-
verges in the L? norm for a.e. r. Moreover, one can use integration by parts to
show that the coefficients of this Fourier series are given by 2= (T)% (ry(rtleD),

oro1
Using Parseval’s theorem, one then obtains that

9% f ( 2 2(vtal) L
NZ‘@T(’“ (r) 7 %/0

6‘a|f 1 _ Z er eine

ro1ghos poo Ora ’1“0‘2 — 0 as N — oo.

2
Lotial

2

olf 1 ()20 gy < oo

Dre196%2 oz

1

2

ollf L <r>2(7+\a|)d9

Ora1009z raz
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for a.e. r, which allows us to use the Dominated convergence theorem and conclude
that

9°1 f,, (in)°2 |?

[e5] (6]
T r

ol

6|0¢‘f 1 _ Z aalfn Zn a2 eln@

Ora10faz roz Oorar  paz

ol

which is obtained by expanding the integrand in the left hand side, and integrating
with respect to 6. The result now follows by combining these last two equalities. [

<T>2(v+\al)r dr =

lim
N—o0 0

glel f 1
Ore1gfoz raz

2
do(r)20tleDy gr,

Next, we have that

J.

2
(z > (vHlal) gp =

oely_ 1

2
WTO‘Q <7,,>2(’y+|0¢\) df — gN] T d?",

The next lemma makes explicit the relation between the parameter v and the
decay rate of elements in the space M2?(R?). In particular, it shows that given any
function f € M3’2(R2), then f decays algebraically for values of v > —1 and grows
algebraically for values of v < —1. This result will prove useful in Section 4.

Lemma 2.2. Suppose f € M2*(R?) then |f(x)| < C||f||M3,2\m|’('V+d/2), with C a
generic constant.

A proof of this lemma can be found in the Appendix.

2.2. Weighted Sobolev spaces: Throughout the paper we will also use the no-
tation Wj*p(Rd) to denote the space of locally summable functions with norm

lallfyer = D I(2)" Dul,

lee|<s

where « is again a multi-index. When p = 2 to simplify notation we let H‘;(Rd) =
| (R9). Notice that in contrast to Kondratiev spaces, functions in the space
Wwer (R?) do not necessarily gain localization with each derivative. The following
lemma shows that the spaces Hi(Rd) can also be decomposed as a direct sum. As
before, we use the notation H;(R?) to denote those functions in H?(R?) that are
radially symmetric.

Lemma 2.3. Given s € NU{0} and v € R, the space H3(R?) can be written as a
direct sum decomposition
s (M2 s
H(R?) = 013,
where n € Z and

h ., ={ue H‘;(RQ) | u(r,0) = u,(r)e™  and u,(r) € Hfﬁ(RQ;C), Up = U_p .

Since the proof of this result follows a similar argument as that of Lemma 2.1,
we omit the details.
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Remark 5. Notice that the space hf , comes equipped with the norm

01 (r) n2
h = D

Orar  poz
|l <s

[u(r; 0)]

2
L’Y

This definition comes from viewing u(r,8) = a(r)e™® ¢ h;, ., as an element in
H,ﬁ(]R2), and writing the norm of this space using polar coordinates

ey 1
lullas =

‘ Ora10fz roz
|| <s

2
L"/

Notice as well that Lemma 2.3 then allow us to define an equivalent norm in H3(R?),

namely
lullFrs =D llul
n

We will use this definition in Subsection 3.3 to prove the invertibility for some
convolution operators.

2
hs .-

2.3. Fourier transform. Here we recall some results from [54] regarding the direct
sum decomposition of L?(R?) presented above, i.e. L*(R?) = &h{ ,,. In particular,
the next lemma shows that the spaces hgyn are invariant under the Fourier Trans-
form, F. To simplify notation, from now on we let h,, = hg’n. We also use the
notation L2(IR?) to describe the set of radially symmetric functions in L?(IR?).

Lemma 2.4. The Fourier Transform maps the spaces
ho ={f € L*(R%) | f(2) = g(r)e™. g € L}(R*)}

back to themselves. In particular, given f(z) = f(rel?) = g(r)ei™ € h,,, then the
Fourier transform of these functions can be written as

F[f(2)] = Palgl(p)e™ = g(p)e™?,
where N
Puldlio) = (=" [ o) Turoir dr
0
and Jp(z) is the n-th order Bessel function of the first kind. Moreover,
Ffw)) = Pt [g)(r)e™ = g(r)e™,
with N
P =i [ )T do.
The results of this lemma follow from the fact that the Fourier transform com-

mutes with orthogonal transformations. A detailed proof can be found in [54,
Theorem 1.6], but we also provide a summary in the Appendix.

3. The convolution operator. In this section we recall the assumptions made
on the convolution kernels, K, and summarize some of their properties.

Hypothesis 3.1. The convolution kernel K has a radially symmetric Fourier sym-
bol K (&) = K(|¢]). As a function of p = |¢|, the symbol K(p) can be extended to
a uniformly bounded and analytic function on a strip 2 = R x (=£p,&y) C C, for
some constant & > 0.
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Hypothesis 3.2. The symbol K (p) is symmetric and has a simple zero, which we

assume is located at the origin p = 0. This zero is of order ¢ = 2 and thus K (p) has
the following Taylor expansion near the origin:

K(p) ~ —ap*+0(p*) a>0.

The first result of this section is Theorem 3.3, which was proved in [26, 25] and
shows that these convolution operators are Fredholm when viewed as operators
between Kondratiev spaces. Then, in Subsection 3.2 we prove that the convolution
with a radially symmetric function maps the spaces h,, back to themselves, (see
Lemma 3.7). This last result then implies that the operator Kx is a diagonal
operator when we view its domain as a subset of L2 (R?) = &h,.

3.1. Fredholm properties. To understand the need for Kondratiev spaces in es-
tablishing the Fredholm properties of K, consider first the pseudodifferential oper-
ator (Id — A)7!A as a map from its domain D C L?(R?) back to L?(R?). This
operator is the composition of the invertible map (Id — A)~!, and the Laplacian. It
has a zero eigenvalue embedded in its essential spectrum, and as a result one can
use one of the corresponding eigenfunctions to construct Weyl sequences. These
sequences then show that the map does not have closed range and therefore it is
not a Fredholm operator.

To see this more clearly, consider for example just the Laplace operator, A :
H?(R?) — L2(R?). Tts kernel is spanned by harmonic polynomials, and although
none of these functions are in H?(R?), one can use them to construct the following
sequence: take w, = x(|z|/n)p(z,y), where p(x,y) represents a harmonic polyno-
mial and x(|z]) is a smooth radial function equal to one when |z| < 1, and equal to
zero when |z| > 2. Notice that this sequence does not converge in H*(R?). However
|Auy|l2 — 0 as n — oo, showing that the operator does not have a closed range.

On the other hand, if we consider A : Mifg(RQ) — L2(R?) and set 7 to be a
large positive number, the above sequence would not be a Weyl sequence. Indeed,
the algebraic decay imposed by the weight means that [[Aul[zz 7 0. In contrast,
if we impose algebraic growth by picking v < 1, the above sequence would now
converge to an element in the domain M3;22(R2).

This heuristic argument justifies the results of the next theorem.

Theorem 3.3. Let v € R and suppose the convolution operator K : M,3_22 (R?) —

H,% (R?) satisfies Hypothesis 3.1 and Hypothesis 3.2. Then,

o if 14+ m < v <2+ m withm € N, the operator is Fredholm, injective, and
has cokernel

UitoH,;
o if —m < v <1—m with m € N, the operator is Fredholm, surjective, and has
kernel
UiLoH;

where H; denotes the set of harmonic polynomials of degree j. On the other hand,
if v = m for some m € N, then the convolution operator does not have closed range.

The above result follow from Lemmas 3.4, Lemma 3.5 and Proposition 2, which
show that these convolution operators can be written as the composition of an
invertible operator and a Fredholm operator. For the 1-d case the proof of Lemmas
3.4, and 3.5 appear in [25] as Lemmas 3.9 and 3.10, respectively; while [Proposition
3.7, [25]] is the analogue of our Proposition 2 appearing below. For the 2-d case,
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Lemmas 4.2 and 4.3 in [26] correspond to Lemmas 3.4, and 3.5 stated below, whereas
Proposition 2 in this manuscript appears as Proposition 3.6 in [26].

Lemma 3.4. The Fourier symbol K satisfying Hypotheses 3.1 and 3.2 admits the
following decomposition

K(€) = M(|¢])Lnr(€) = Lyr (&) MR(|])), €€ C?,

where Lyp(&) = —|€[2/(1 + |€]2). Moreover, the symbols M (|€|), Mr(|€|) together
with their inverses are analytic and uniformly bounded functions of p = |£]|, for
p € Q C C (see Hypothesis 3.1 for the definition of Q).

Notice that because the Fourier symbols My, Mg, their inverses, and all their
derivatives are analytic and uniformly bounded, it follows from Plancherel’s Theo-
rem that the corresponding operators My, g : H3(R?) — H5(R?), with s € NU{0}
and defined by

H,ﬁ(Rz) — H,ngz)
u — F1 (]\4[//}%’12)7
are isomorphisms if v € Z,;. This result can then be extended to values v € Z_
using duality, and to general v € R via interpolation, giving us the following lemma.

Lemma 3.5. Given s € NU {0}, the operator My g : H;j(RQ) — H;j(Rz), with
Fourier symbol ML/R(S) is an isomorphism for all v € R.

The two lemmas above show us that the the convolution operators considered
here are the composition of an invertible operator, My, ,r, and the pseudodifferential
operator (Id —A)~tA. Therefore, the operators K and (Id — A) = A share the same
Fredholm properties.

Now, to establish the Fredholm properties of the pseudodifferential operator

(Id — A) ' A L MPP,(R?) — W2P(R),

one first notices that (Id — A) : WP(R*) — W 2P(R?) can be written as a
compact perturbation of (Id — A) : W#P(R?) — W*~2P(R?), and is therefore
invertible, see also [25, 26]. Then, in reference [35] it is shown that the the Laplacian
JANE Mjf’Q(]I@) — LP(R?), is Fredholm. Combining these two results then leads to
the next proposition.

Proposition 2. Let p and q be conjugate exponents, let v € R, and consider the
operator
(Id — A)*A - M2P,(R?) — W2P(R?),
then
e if2/qg+m < v <2/qg+m+1 withm € N, the operator is Fredholm, injective,
and has cokernel
Uit oH;
e if2—2/p—m—1<vy<2—2/p—m withm € N, the operator is Fredholm,
surjective, and has kernel
UjzoH,;
where H; denotes the set of harmonic polynomials of degree j. On the other hand,
if v =m for some m € N, then A does not have closed range.

The results of Theorem 3.3 then immediately follow.
Finally, taking into account Lemma 3.4, we make one further assumption on the
convolution operator K.
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Hypothesis 3.6. Given a Fourier symbol K satisfying the conditions in Lemma
3.4, we have that

: N e
K(p) =M = M
(») L(p)1+p2 52 r(p);
where p = |£|2. We assume that the analytic and uniformly bounded symbols,

My R, satisty
My (p) = Mr(p) = M(p) = (1 4+ G(p)),
with ¢ € R, and G(p) ~ O(1/p) as p — oo.

3.2. Diagonalization. In this subsection we prove that the convolution opera-
tors considered here map the spaces h,, back to h,. More precisely, given u(z) =
un(r)el™ € SN h,, where S denotes the Schwartz space of rapidly decaying func-
tions, we have that

Kxu=f(r)e™ with f(r)=K, ¥ u,.

In particular, K, is an appropriate radial function and the symbol % denotes a
convolution type of operator. In other words, a Fourier series expansion in the
angular variable, denoted here by FS, diagonalizes the operator:

FS[K *u| = Z(Kniun)eme.
n
In the next Subsection we will use this result to infer Fredholm properties for the
restriction of the convolution operator K to the subspace h,. This will then allow
us to pick a critical mode ng and the corresponding subspace where the normal
form can be constructed.

Lemma 3.7. Let K be a radially symmetric kernel. Then, the convolution with
this kernel leaves the subspaces SN h, = {u € L2 (R*) NS | u(re?) = u(r)e™® u e
L2(R?)} invariant.

Proof. First, notice that since u € S the expression K * u is well defined. Second,
in Lemma 2.4 we proved that the Fourier transform leaves the spaces h,, invariant.

As a result the following diagram, where F represents the Fourier Transform and
FS represents the Fourier series expansion on the angular variable, commutes.

]:

[2(R?) y I2(R?)
FS FS
oh, > > Shy

The result now follows from our assumption that the kernel K is a radial function
and therefore it has a radially symmetric Fourier symbol. Indeed, we can see that

FS |FIK «ul] = FS [K(ha(©) = 3 [K(leha(©)] ™ =3 K(pin(pe™,

where £ = pe'? and
1

27
mwzgéa@wWw
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The diagram then implies that,
FD - K(p)an(p)e™] = Py K (p)in(p))e™,

where P, ! is defined in Lemma 2.4. In other words,

FSIK xu] =Y (Kn % up)(r)e™,
with R
(K % up)(r) = Py K (p)ia(p))-
O

3.3. Fredholm properties revisited. In this subsection we summarize the Fred-
holm properties of the convolution operators K and K * +icn when considered as

operators on the subspaces m%m and h ,,, respectively.
Lemma 3.8. Let v € R, n € Z, and consider the convolution kernel K satisfying
Hypotheses 3.1 and 3.2 restricted to the subspace

m?2 ={ue M3’2(R2) | u(r,0) = un(r)eme, un(r) € Mf”f(R% C), Up =u_pn}.

y—2,n
Then,
K:m2 ,,—h,
is a Fredholm operator and
o for1l—|n| <~y <|n|+1, the map is invertible;
e fory > |n| +1 the map is injective with cokernel spanned by r™e™?;
o for v <1 — |n| the map is surjective with kernel spanned by r™e™?.

On the other hand, the operator is not Fredholm for integer values of ~y.

Proof. First recall the results from Theorem 3.3, which show that the operator
2,2
K : M37?)(R*) — HZ(R?)
is Fredholm for non integer values of 7. Because the Fourier symbol for the con-
volution kernel K is a radial function, Lemma 3.7 together with Theorem 3.3 then
show that the restriction operator
K:mp o —hy

is not only well defined, but also Fredholm.

Finally, to obtain the description of the kernel and cokernel given in this Lemma,
one can complexify R2, i.e. let 2 = x + iy. Then the harmonic polynomials, which
are the elements in the kernel and cokernel of K, are given by the real and imaginary
parts of (z +iy)" = 2" = reln?, O

In the next section we will use the following Lemma which establishes the invert-
ibility of the convolution operators K + icn, restricted to the subspace

h, ={ue Hf{(RQ) | u(r,8) = un(r)oine un(r) € HfW(RZ; C), tn=1u_n}
Lemma 3.9. Let s € NU{0}, v € R, ¢ € R\ {0} and consider the convolution

kernel K satisfying Hypotheses 3.1, 3.2 and 3.6. Then, for all n € Z \ {0}, the
operator Ly, : hS, , — h3 ,, defined by

Ly, u(r)e™ = K x u(r)e™ +icn u(r)e™?



ROTATING SPIRALS IN OSCILLATORY MEDIA 17

is invertible. Moreover,

_ C
<nO@ulas,  and L g, < S

| Lollns

s
¥, h%ﬂr’

where C(7y) and C(vy) are positive constants.

Proof. First consider the case of v € NU{0}. Because the kernel is a radial function,
Lemma 3.7 shows that the operator K maps h;, ., C hy, to the space h,,. At the same
time, using Remark 5 and Plancherel’s theorem, given u = u,(r)e™? € hj  with

Fourier transform @ = i, (p)ei"® € h) ., we have that for some generic constant

C >0, ’
Cllun

n, ., = llulley = llallgy = Cllan |y ,-
The results of the lemma then follow if we show that the symbol K (p) + icn, its
inverse, and all their derivatives are uniformly bounded as functions of p € R.
From Hypothesis 3.1 we know that as a function of p = ||, the symbol K (§) =
K(|¢]) is analytic on a strip Q C C, so that there exists a subdomain Q € Q C C
where L,, = K(p)+icn is also analytic. Lemma 3.4 and Hypothesis 3.6, then imply
that this same symbol satisfies
o —M(p)p*

K(p) = W,

where M (p) is an analytic function that, together with its inverse and all its deriva-
tives, is uniformly bounded on ©Q C C. Therefore, if we restrict p € R, then

~ 2

. — N (p)p*

LMm2<2§<]+%?> +(en)’ < Ot (en)”
P

pER 1+ p2

~ 9 2
ﬁmﬂzM<WW”)+mfxm%

for some constant C. As a result, we also find that |L; ' (p)| < 1/|en|.
Straightforward calculations also show that all derivatives D*L,(p) and
DL (p), with « satisfying a <+, are uniformly bounded. In particular,

ID*Ly(p)] < C(y) and [DL(p)] < C()/(en) I+,

where again C(v) represents a generic constant that depends on ~.

This proves the results of this lemma for the case of positive integer values of ~.
One can then extend the results to non-integer values of « by interpolation, and to
negative values of vy by duality. O

The following theorem from Reed and Simon’s book [43], together with Hypoth-
esis 3.6, allows us to show that the operator K * +( : W (R?) — W?2>(R?) is
invertible for any ¢ € C, with Im({) # 0. This is proved in Lemma 3.11.

Theorem 3.10 (Reed and Simon, Theorem 1X.13). Let f be in L*(R"). Then
ellzlf e L?(R™) for all b < a if and only sz has an analytic continuation to
the set {& : |Im&| < a} with the property that for each n € R™ with |n| < a,
f(-+in) € L2(R™) and for b < a

sup || f(- +in)] L2 < oo
[n|<b
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Notice that if e®l*l f € L?(R™), then by Hélder’s inequality we have that f is in
LY(R™).
Lemma 3.11. Let s € N, fix ¢ € C with Im(¢) # 0, and consider the convolution
kernel K satisfying Hypotheses 3.1, 3.2, and 3.6. Then, the operator
K % +( : W5°(R?) — W*>°(R?)
is invertible.

Proof. Hypothesis 3.6 allows us to write the Fourier symbol for K as

5 1-p*G -
K(p) = ¢ 1+1ip2(”) :C{*1+G1(p)}7 p=&, £eR%

Because G(p) ~ O(1/p) as p — oo, it follows that the term G above, viewed
as a function of £ € R?, is in L?(R?). Because this function is also smooth in p,
there is a constant 7 > 0, such that G1 can be continued analytically to the set
{¢ € C? : [lm¢| < 7}. In addition we can pick 7 small enough so that G satisfies
the conditions of Theorem 3.10 above. As a result, F~'[G1] is an L'(R?) function.
Using Young’s inequality we can then conclude that K * +( defines a bounded
operator from W*° to this same space.

Next we look at (K * +(¢)~! which thanks to Hypothesis 3.6 has Fourier symbol

1+ p?
(C—Mp)p2+<¢

To show that this symbol defines a bounded operator we rewrite it as

o | | Q) — )
K % — — = 5
Bt = i ae T e T comre

where Q(p) = [(€ = 0)p?) = (¢ = M(p)p* ~ ¢] /.

Notice that because M(p) = ¢(1—G(p)), we have that Q(p) — —1 as p — co. In
addition, because the expression (¢ — M(p))p? + ¢ is smooth with respect to p € R,
we can find a small number 7 > 0 such that [(¢ — M(p))p? +¢]~" is analytic on the
strip {¢ € C% : [Imé| < 7} and satisfies the assumptions of Theorem 3.10. As before,
using Young’s inequality we obtain that (K % +¢)~' : W (R2) — W*=(R2) is
bounded. O

(Kx+Q)7" =

Armed with the results from Lemma 3.8, Lemma 3.9, and Lemma 3.11 we are
now ready to derive our normal form.

4. Normal form. In this section we derive a normal form for showing the existence
of rotating wave solutions, U(r, §) = U(r,¥+ct), to oscillatory systems with nonlocal
coupling. These solutions satisfy the steady state equation,

0=Kx*U—copU +F(U;\) UcR?* zcR?
with a reaction term F(U; A) that satisfies the following assumptions.

1. F depends only on the variable U and not its derivatives.
2. F(0,X) =0 for all A € R, and
3. DyF(0,0) = Aj has a pair of complex eigenvalues v = +iw.
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Our work in this section is split as follows. We first establish the notation we
will be using throughout this section. Then, in Subsection 4.1 we look at the above
equation and its linearization about the trivial state, U = 0. We show that there
exists an appropriate space X and a projection P : X — X which diagonalizes
this operator, splitting it into an invertible and a bounded map. In Subsection 4.2
we expand on the ideas presented in the introduction and start the multiple-scale
analysis. In this subsection we also use the projection P to carry out the Lyapunov-
Schmidt reduction and split the steady state equation into a reduced equation and
a complementary subsystem. In Subsection 4.3 we show that the nonlinear terms
are well defined in the chosen space, X, and prove the existence of solutions to the
complementary system using the implicit function theorem. Finally, in Subsection
4.4 we use the reduced equation together with the projection P to derive our normal
form.

Notation. As mentioned in the introduction, because the system is close to a Hopf
bifurcation and the parameter A is close to its critical value of zero, we may assume
that our solutions exhibit multiple-scales. In other words, letting ¢ denote a small
parameter, we may establish fast and slow variables, which we denote by r,¢ and
R = er,T = £°t, respectively. In addition, because we are interested in rotating
waves, the different time scales can be written directly into the solution, leading to
the preliminary ansatz

U(r,0) =U(r,9 +ct) = U(r,0 + c*t + *ut),

where we let ¢ = ¢* + ¢2u. The value of y is left as a free parameter and the value
of ¢* is chosen so that given any 0 # ng € Z we have that ic*ny = iw, the eigenvalue
of the matrix Ay = Dy F(0;0).

In this section we also split the reaction term, F(U;\), into its linear, A, and
nonlinear part, F(U;\). Our assumptions on F imply that the map A depends on
the parameter \. When this parameter is near its critical value of A = 0, we may
expand A and its eigenvalues v as follows,

A= Ag+ N (M),
v=uvy+ (N €C,

with v9 = £iw. Here we also let Wy, W7, denote the right and left eigenvectors of
the matrix A corresponding to the eigenvalue v = iw + O(A), and we choose them
so that their inner product satisfies (W;, W1) = 1. This also leads to the relation

A1W1 =1 ()\)Wl
With the above notation, we may rewrite the steady state equation as follows

0= K +U + AU — c*0pU + | —e200pU + AA; (MU + F(U; A)] . (10
LU

N (U p)

In the next subsection we concentrate on the operator L.

4.1. The linear operator. Our goal in this subsection is to determine a base space
X and a splitting, X)) & X such that, given U = U + U, € X, the operator L can

be written as
L 0 U
—_ [+ I
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with L, : D; C X — Y| an invertible operator and Ly:DyC X =Y a
bounded operator.

To motivate our choice of X, we recall again that the convolution operator Kx
leaves the spaces h,, invariant. We therefore start by looking at the restriction of
the linear operator to these subspaces. That is, we consider

LU, ™ = (K s +Ay—ic*nl) Upe™.

Notice that if ng satisfies ¢*ng = w, then the matrix B,, = (Ao — ic*ng I) has a
nontrivial kernel. A short computation also shows that for all other integers, n, the
matrices B,, = (Ag — ic*n I), have nonzero eigenvalues, v1 3 = —i(c*n £ w), which
thanks to Lemma 3.9 implies that the operators

Kx+By, : h, x h3, — h3 , xh,

are invertible. This suggest that we consider the following splitting

Uy
U= Wi pows(r) einot + W1 n w1 () e inof (11)
Uy
+ Wangtn(r) €70 + T (1) 770 4 3™ U (r)e,

n#tng

where W1 5., Wa n, are the right eigenvectors of B, corresponding to eigenvalues
v = 0 and v = —2iw, respectively. Notice that Wi ,, is the same as W;, the
eigenvector associated with the matrix Ag.

With this information we can define the projection P : X — X given by

1 2w

A 1 27 — - .
PU <W1*7n07 U>W1,noefln09 do + %\/ <W17n0? U>W1,noeln09 d97 (12)
0

27 o
where Wl*,ngﬂWI,no are the normalized left eigenvectors associated with the zero
eigenvalue of the matrices B,, and B_,,,. Similarly we have the complementary
projection (I—P): X — X .

Now that we have a vector decomposition for U € RZ?, we need to choose a
Banach space, X = X @& X, for these functions. Notice that we could let X| =
2 < m2
o—2,n9 o—2,—ng’
respectively, and take X, C EBh,zY’n X EBh?yyn. These choices would then allow us
to show that, for an appropriate domain D, the linear operator L : D C X —
®hZ,, x ®h2,, is Fredholm. Roughly speaking, this holds thanks to Lemma 3.9,
which implies that the operator L : D C X| — X is invertible, and thanks to
Lemma 3.8, which proves that L : X| — hi,no X hi_no, is Fredholm. We point
out that this result is independent of the value of v and o, so that the domain D
can be composed of either algebraically decaying or algebraically growing solutions,
and still the operator L would be Fredholm. However, in order to guarantee that
the nonlinearities are well defined in the space ®h2 ,, x ®h2,,, one then needs to
impose algebraic decay on the elements of D (i.e. pick v > —1,0 —2 > —1).
As a result, solutions that are uniformly bounded would be excluded from this
domain. In particular rotating spiral waves with non-vanishing amplitudes would
not be part of D. To get around this, in what follows we define spaces that allow
us to decompose our solutions into a uniformly bounded part and an algebraically

decaying part.

m where each component is in the direction of Wy ,,, and Wy ,,,
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The Space X, : We first define our base space H as the external direct sum of
an algebraically weighted Sobolev space and the space of twice differentiable and
essentially bounded functions, that is # = H2(R?) @ W*>(R?). We select values
of v > —1, which implies that functions in Hg (R?%) decay algebraically and thus
capture the near field behavior of solutions, while functions in W?%°(R?) encode
their far field behavior.

Because the space W*>®(R?) C HZ(R?), for any fixed § < —1, we may use
Lemma 2.3 to decompose this space as a direct sum. That is W2>°(R?) = @®b2,
where

b ={u e WS (R?) | u(r,0) = un(r)e™?, 4, =u_,, and u,(r) € WS> (R% C)},

Therefore, we may also write H = @£, where £, = h2 ,, ®b2. These consider-

ations, together with Plancherel’s theorem and Remark 5, then allow us to define a
norm for the space H,

ol = [ lunllf | + oy,
which is valid for all w = u 4+ v € H. Similarly, we consider the space

Hno = @n;é:tngfj'y,na
which is a closed subspace of H, and therefore inherits the same norm, || - ||%.
Finally, to define the space X, we first change our coordinate system in the
vector space R?, so that given U = (Uy,Us) € R? we have that U; = U;(z,vy)
is the component in the direction of the vector {Wi ,,,} and Uy = Us(x,y) is the
component in the direction of {Ws ,,}. Then
Ue X, =Hpy X H.

As for the domain of L, we let D} = Dy x Dy C Hyp, X H, where D; is the
space of smooth functions closed under the norm
b= Do)l |+ Nl i€ {1,2)
Lemma 4.1. Consider the convolution operator, K, satisfying Hypotheses 3.1, 3.2,
and 3.6. Then, the operator L, : D, — X, defined as
L,U=KxU+ AU — c*0yU

[[]

is invertible.

Proof. Because the Fourier symbol K is radially symmetric, by Lemma 3.7 the
operator L, is a block diagonal operator when we view its domain as a subspace
of H x H, or equivalently &($+, X 9,,). Therefore, we can focus on how the
operator acts on ., X ,. In addition, one notices that for elements U,e™? e
(D1 N$Hyn X $Hyn), the operator takes the form

LU e™ = (K % 4+B,)Upe™,

where, thanks to the above change of coordinates in the definition of X, the
matrices B, = Ag —ic*n are diagonal with eigenvalues v = i(¢*n tw), distinct from
zero. We can therefore simplify the analysis by looking at how the operator acts on
elements v € H,, = h?yn @ b2.

Letting u(r, ) = u, (r)e™ + v, (r)e™?, with u, (r)e™® € h2
and defining L,u = K *xu — i(en £+ w)u, we may write

Liu = Lyu,(r)e™ + Lyv, (r)e™.

and v, (r)e™ € b2,
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Lemma 3.9 then shows that the operator Ly, : h2,, — h2 ,, is invertible for all y € R,
and that given L,ue™® = fei"? the following bounds

1z = I Laullnz . < nCOullie .
and ~
- C(v)
_ 1
g, = 127"l < ol

hold for some generic constants C(y) and C(7). Therefore,

Ly : h2 — h? and L;l : h,2y7 — k2

¥,m ¥,m

are bounded operators.

Next, the results from Lemma 3.11 together with our definition of the spaces X |
and ®b2 = W2>°(R?) allow us to conclude that the operator L is an isomorphism
from @b2 back to itself, and from Brttno b2 back to this same space.

Finally, if we now take F = (Fy,Fy) € X, and U = (Uy,Us) € D, such that
L,U = F, we see that for i € {1,2}.

1FlE = (301 |+ 172 e
<Ci) [+ n)unls |+ Collolfra .

Tl
and
2D7; = [Z(l +n2)||un||’212 njl + ||’UH%/VQ,007
1+n 3
<Gu0) [ 8 + Gl e
<C)IFill3,
as desired. )

The Space X|: We now concentrate on the space X, which we define as
X = span{W1 notng, W1 ngt—ng}- (13)

Here W1, is given as in (11) and the functions wi,, € 9y 4n,, With v > —1.
Notice as well that X is a closed subspace of H and it inherits its norm. We
also define the range of L as ¥ = X. The next lemma shows that the operator
LH : XH — X” is bounded.

Lemma 4.2. Consider the convolution operator, K, satisfying Hypotheses 3.1, 3.2,
and 5.6. Then, the operator L) : X — X, defined as

L”U =K xU+ AqU — c*0yU
is bounded.

Proof. By an appropriate change of coordinates we can take X = 0y X 9, —n,-
Since ¢*ng = w, we can then write our operator L as

LH : ﬁ%no X Sj%*ﬂo Sﬁ%“o X fj’Yﬁno

(Ut u_) — (K xug, K xu_)
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Thus, without loss of generality we can concentrate on functions u € $yn, =
h?y o @02 . To simplify notation we also write n instead of ng and consider functions
u = up + v, with ug € h?{n and v € b2.

Hypotheses 3.1 and 3.2, together with Lemmas 3.4 and 3.5, imply that the Fourier
symbol K (€), along with all its derivatives, are analytic and uniformly bounded
functions. Using Plancherel’s Theorem, a similar analysis as that of Lemma 3.9
then implies that K : h2 — h%,n is bounded. At the same time, a similar proof
as in Lemma 3.11 then shows that Kx: b2 — b2 is also bounded.

This leads to

1K ullag =[[K *uollnz, + [ K * vy,

,n

<Cilluollnz,,, + Collvllw2.,
<Cllull3-
The result of the Lemma then follows directly. O

4.2. Multiple-scales. In this subsection we continue with the multiple-scale anal-
ysis started in the introduction. We assume our solutions depend on fast and slow
variables that are independent of each other, derive a hierarchy of three equations,
and use the projection P defined in the previous subsection to split the last equation
into a reduced equation and a complementary system.
Assuming fast variables, r and t, and slow variables, R = er and T = ¢%t, our
preliminary ansatz U(r,0, R;e, ) = U(r, R;9 + ¢*t + 2 ut) can be expanded as,
U(r,0, Rie,p) = eU1(0, Ry, p) + 2Ua(0, Rie, p) + °Us (1,036, 1),  (14)
with
Ur(0, R; e, 1) = Wiw(R; e, u)e™? + W w(R; e, p)e 00, (15)
Using the notation of subsection 4.1, we assume that
U, € XH CHXH,
and
Usse D CHXH,
where H = H2(R?) @ W2>(R?) and 0 < . Remark that while Uy, U, depend on
the slow coordinate R, we take Us = Us(r,0;e, ). This mimics the analysis done
when using center manifold theory to derive amplitude equations. We are assuming
that the term Us evolves faster in the spatial direction than either Uy or Us.
At this time we also determine how the scaling R = er affects the operation
of convolution with the kernel K. Given that L2(R*) = ®h,,, we may assume

that u(r,0) = u,(er)e™, without loss of generality. Then, using Lemma 2.4, a
straight forward calculation shows that the Fourier Transform of this function is
Flun(er)e™?] = 4, (p/e)el"® /2. Therefore,

(K *u)(r) = F UK (€)a(€)]
= F UK (p)tin(p/e)e™? /&)
n(p/e))e™ [,

o

—_
i)
=

More precisely,

=P K (p
:L/ p)itn(p/e)In(rp)p dp| "
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0 A
= [i" / K (eP)iin,(P)J,(erP)P dP]e ¢

=€ { / K (P)J.(RP)P dP] e
e2(K. )
where we used the change of coordinates P = p/e in the third line, and defined K.
through its Fourier symbol K, (P) = E%K'(sp)

Taylor Expansion: Here we look in more detailed at the nonlinearities F (U; N).
If we Taylor expand these terms, we obtain

F(U;\) = MUU + NUUU + ---,
where
1 -
(MUU); =503 Fi(0)U; Uk,
1
(NUUU); =50, Fi(O)U; Ui

To keep the nonlinearities as general as poss1ble7 we assume as well that each term
in the series depends on the parameter A and has expansions of the form
M(X) =My + AM1(X) = Mo + e AM; (),
N(A) =No +AN1(\) = Ny + 2AN1()),  etc.
Equating Coefficients: For convenience, we again recall equation (10),
0=K+U — U + AgU + | —e2pdpU + AN (NU + F(U; A)] .
L

N (U, 1)

Inserting the ansatz (14) into the above equation, letting A = £2), and collecting
terms of equal order in €, gives us the next three relations.
At O(e):
0*69U1 — AOU1 =0.
At O(e?):
C*agUQ — AOU2 = MoUlUl.
And at higher orders:

OgUs — K x Uz — AgUs = — p(9gUy + €0pUs + £20pUs) + K. * (Uy + Uy)

+ j\Al()\)[Ul +eUs + €2U3]
11~
+ ? F(U, )\) — €2M0U1U1:| .

We immediately notice that the first equation is satisfied if Uy (R) = Wiw(R)e"0?
—|—W1E(R)e_i”097 where W7 is the eigenvector for Ag associated with the eigenvalue
v = iw. This definition is consistent with our assumption that U; € X|. Recall
that this implies that in an appropriate coordinate system, we*ino? ¢ ry,4ny C
HE(]RQ) ® W2 (R?) with 0 < .

To solve the second equation, notice that the right hand side involves the term

ULUy = WiWiw(R)2e?™00 4 oW\ Wi |w|? + W W iw(R)%e2m0?,
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Thus, we conclude that U; must be of the form
Us = Viw?e?m00 4 Vyw|? + V_ m2e=2inod
which leads to the next 3 linear equations for the vectors Vi, Vy, V_q,
(2ingc® — Ag)Vi =MW1 W1y,
(=2ingc* — Ag)V_1 =MW W1,
— AoV =2MW W .
Because the function u = weTin0? ¢ )y, 4no, Lemma 4.3 in the next subsection
shows that terms of the form u?, 4%, |ul?, and in fact any power u?, are in 4 4n,.
It then follows that Us is indeed in X | .

Finally, we use the projection P : X x D, — X, defined using (12), to split
the third equation into the system

- _ 1 .
0 =K. « Uy = pdgUs + MUy + P [F(U; ) — 52M0U1U1] : (16)

0=—c"0gUs + K Uz + AgU3 — ,LL(S(?@UQ + 5289U3) + Ks * (EUQ + €2U3) (17)
_ 1 .
+ XA NV + €20) + 5 (1= P) [F(U; \) - aQMOUlUl} :

In the next subsection we show that the last equation defines an operator that
satisfies the conditions of the implicit function theorem. As a result solutions, Us,
to equation (17) exist, and they depend smoothly on Uy, e, and p. In Subsection 4.4
we use this information, together with the reduced equation (16) and the projection
P, to derive our normal form.

4.3. Implicit function theorem: We now look at the right hand side of equation
(17) as an operator

Go(Uy,Usse,p) : X x Dy x R — X,
and prove that it satisfies the conditions of the implicit function theorem (recall
that Uy = Us(U1)). As a consequence, we obtain the existence of neighborhoods

B C R? and Y C X, with (0,4*) € Band 0 € Y, and amap ¥ : U x B — D,
such that Uz = U(Uy; ¢, u) satisfies

0 =G2(U1,¥(Urse, )5 €, 1)
0 :DUll:[j(O? g, /u’)

for all U; € U and all (e, pu) € B.

First, inspecting expression (17) one can check that Gy is smooth in all its vari-
ables and that given any p = p* it satisfies G2(0,0;0,4*) = 0. In addition, the
Fréchet derivative of G5 evaluated at U = 0, = 0, 4 = p* is given by

DyG5(0,0;0, ") U = K xU 4+ AU — ¢*0sU,

which is exactly the form of L, stated in Lemma 4.1. Therefore, DyG2(0,0;0) :
D) — X, defines an isomorphism. We are left with showing that the operator is
well defined. In particular, we need to show that the terms in the expression,

N = — [i(e0yUs + 8239U3) + ks * (eUs + 52U3)
_ 1 .
+ AL (V) (U2 +£°Us) + — (1= P) [F(U; ) — EZMOUlUl}

are in the space X .
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First, because Uz, Us € D; C X, one can immediately see that all linear terms
in the definition of A are well defined. The results from Lemma 4.3, which we state
in the next paragraph, together with the projection (I— P), then show that all other
higher order terms O((A+ )(U)?) also map elements in X); & D1 x R? to elements
in X, . Notice that Lemma 4.3 provides a more general result than what we need,
and in the present argument we are using the fact that D, C X, C H x H, as well
as XH CHxH

Lemma 4.3. Let v € R with 0 < v and let p an integer such that p > 2. Then, the
map

N:HeoH — H

(u” +UJ_) — (UH +U/J_)p
where 1 = H2(R?) & W°°(R?), is well defined.

Proof. Tt is enough to show that H is a Banach algebra. That is, given a function
w € H, we need to show that any power wP, with p > 2, belongs to this same space.
If we let w = u + v, with v € H2(R?) and v € W*>°(R?), we obtain the following
expression for w?,

P
w? = (u+v)P =P + p)vpkuk.
(utv) > (;
Notice that v € W2°(R?), so that we are left with showing that the rest of
the terms in the sum are in H$ (R2). Because vP~* is a bounded function for all
k € [1,p] NN, we only need to show that u* is in H?(R?) for all integers k > 1. To
do this, we first prove that elements in H,% (R?) are uniformly bounded.

Since u € H2(R?), thanks to the Sobolev embeddings we have that |u(z)|(z)" €
H?(R?) C Cp(R?). Then, because v > 0 we obtain that |u(z)| < (z)77 < C.
Therefore, u(z) is a uniformly bounded function, and it then follows that u* &
L2(R?) for any k > 1.

Similarly, we find that the derivatives D(u*) = ku*~1!Du are well defined, since
they are the product of a bounded function, u*~*, with the L?(R?) function Du.
As for the second derivatives, D?(u*) = k(k — 1)u*~2(Du)? + ku*~! D?u, this same
argument shows that the last term is well defined, since it involves the product of
an L2(R?) function, D?u, with the bounded function u*~* .

We are left with showing that the expression (Du)? is in L2 (R?). Here we can use
the Sobolev embedding, |Du(z)|(z)” € HY(R?) C L4(R?) for 2 < ¢ < oo, together
with Hoélder’s inequality to conclude that H(Du)gHLg is bounded. Indeed,

(Dw?ls = [ | 1Dul! (@) de

<[ ooy @] [ [ (purer)? ]

<[ [ apuley adl v [ (1) a0 v

§||DU||L5(R2)||DU||ig(R2),

where the last inequality holds provided (z)7/3 < (2)7, i.e. ¥ > 0. This completes
the proof. O
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4.4. Normal form: Equation (16) will give us our normal form. To simplify this
expression we determine nonlinear terms up to order O(e?) explicitly. Recall that

F(U;\) = MUU 4+ NUUU +--- .
Using the notation from the start of this section, we find that
MUU =(My + €2XM;(\)(eUy + €2Uy + £3U3)?
MUU =e*MyU,U; + 23 MU, Uy + O(e?),

NUUU =(Ng + €2AN1(\))(eU; + €2Us 4 3U3)?
NUUU =e3NoyU,U, Uy 4 O(e?).
The reduced equation (16) is then given by
K.« Uy — pdpUy + M (N)U +
P [2MyUyUs + NoU UL UL + O(s(|U1||U3| + Uz + 5U3|4))} —0,
which after projecting onto the space X results in the CGL-type equation
0= K.y *w — pingw + Ay (Nw + (a1 + az)|w|?w + O(e|w|*w), (18)

and its complex conjugate. Here the symbol f{wm represents the action of the
operator K. on the space X . The constants aj, ay are found using the expressions
for U; and U, via the relations,

ar =(Wi,2Mo(W1 Vo + W1V1)),
as =(Wi, No(Wi W1 Wh)).

We refer to equation (18), including all higher order terms, as the normal form.

5. Existence of solutions and validity of the normal form. In this section
we prove the existence of solutions to the normal form, i.e. equation (18). We use
this result together with the analysis presented in Section 4 to show the validity of
this equation.

Notice that our definition of the normal form includes all higher order terms,
including those summarized in the expression O(g|w|*w). Although we don’t have a
precise description for them, we can still prove the existence of solutions to equation
(18) using the implicit function theorem, provided these higher order terms are all
well defined. As shown in Proposition 1.1, which we recall and prove below, this is
just consequence of Lemma 4.3. As a result we are able to establish the existence
of solutions to this normal form, and show that they are valid in a neighborhood of
(e,p) = (0, u*), where p* is an arbitrary number different from zero.

The above result, together with the Lyapunov-Schmidt reduction presented in
Section 4, then imply the existence of small amplitude solutions to the steady state
equation (2). These solutions take the form,

U(r,0;e,p1) = Uy (0, er; 6, 1) + 2Us(0,er; 6, 1) + 3Us(0, 7356, ).

Moreover, they are unique and valid in a small neighborhood of (e, ) = (0, u*).
Consequently, if w(R;e, 1) is a solution to equation (18) and U is a solution to the
steady state equation, then the approximation

Ur(r, 052, 1) = e(Wiw(erse, )™ VO LT w0 (er; e, ple Mo HEH0D) (19)
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satisfies

(U~ Uilloy < 1€2U2 + €3Us| 0y < €2
Here we used the fact that Us3 € H C Cp . Thus, Proposition 1.1 and the
Lyapunov-Schmidt reduction of Section 4 also imply the validity of our normal
form equation. Together, these results give us our main theorem, Theorem 1.

Theorem 1. Let v > 0, ng € Z, and suppose w(R;e, ) € Hy.ny 5 a solution to
equation (18). Then, there exist unique solution U(r,0) of the steady state equation
(2) and constants C, e, > 0, such that for all e € (—¢,¢e,) the estimate

U (r,8) = Ur(r,0)llc, < C<2,
with Uy as in (19), holds.
The rest of this section is dedicated to proving Proposition 1.1.

Proposition 1.1. Given real numbers p* # 0, v > 0, and an integer n, there exists
positive constants €q, po, and a C* map

I (—e0,0) X (W — po, " + o) — Ny
(e, ) — w(Re, p)

such that w(R;e, p) is a solution to the equation
0= K. *w+ (" + p)inw + I + a|lw|*w + O(e|w|*w). (20)

Here A € R, a € C are nonzero constants, and the Fourier symbol, 2K, (&) = K(e€)
satisfies hypotheses 3.1, 3.2, and 3.0.

To prove the proposition we first recall ), = h2 ,, ®bZ, and define the operators
Lyow = M(0)Aw + (A + (4 + p)in)w,
L, cw= K. xw+ A+ (0 + p)in)w,

which we show below in Lemma 5.1 have bounded inverses with domain §, ,, and
are also C'! with respect to the parameters j and €. Notice that in the definition of

L,,.0 we have used the properties of K (¢) = K (£€)/£2, in particular Lemma 3.4, to
conclude that when e = 0, the convolution with K. reduces to the Laplace operator.
The constant M (0), is just the Fourier symbol from Hypothesis 3.6 evaluated at
Zero.

Now, preconditioning the normal form with E;}E, we may view the right hand

side of equation (20) as an operator F': ), X R x R — §, ,,, given by
F(wse,p) =Tw+ L, L [alw]*w + O(e|w|*w)] .

The zeros of F' then correspond to solutions of the equation, which we can find

using the implicit function theorem.

It is clear that the operator F' satisfies F(0;0,0) = 0, and that its Fréchet de-
rivative D, F'(0;0,0) =1: ., — 9., defines an invertible operator. That F'
is also well defined follows from Lemma 4.3 and Lemma 5.1. Indeed, Lemma 4.3
shows that all nonlinearities of the form |w[Pw?, for ¢, p € N, define a bounded map
from $), , back to itself. On the other hand, Lemma 5.1, which we state and prove
next, shows that L;le is bounded and that it is also continuously differentiable with
respect to the parameters p and €. As a result we also obtain that the operator F'
is continuously differentiable with respect to these parameters. We may therefore
apply the implicit function theorem, and the results of Proposition 1.1 then follow.

We now concentrate on proving the desired properties of the linear operator £, ..
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Lemma 5.1. Fiz p* # 0,A # 0 € R, let 0 # n € Z, v € R, and take €, u, to
be real numbers. Consider as well the convolution kernel K., with Fourier symbol

szfzfe(f) = K’(sf) satisfying Hypotheses 3.1, 3.2, and 3.6, and define
Low = M(0)Aw + (A + (1 + p)in)w,
L,cw=K.xw+ A+ (0 + p)in)w,

Then, the inverse operators

-1 . 4 2
‘CN,O . S’j’y,n h'y,n D bn
-1 .
‘Cu75 . ﬁv,n — 57@7

where $-y n = h?WL @ b2, are bounded. Moreover, E;ls is C with respect to p and

e, for all p,e € R.

Proof. Step 1. We first prove that the operator E;IE is bounded. Because the

Fourier symbol 62f{5 &) = X(E{“) satisfies Hypotheses 3.1, 3.2, and 3.6, then Lemma
3.4 implies that £;1€ has Fourier symbol
A 1 + €2p2
Ee,t(ﬂ) = o7 2 ~ s
B+ p?[e*f — M(ep)]

where to simplify notation we have taken 8 = A 4 (u* + p)in. Because K.(€) also
satisfies Hypothesis 3.6, a similar analysis as the one presented in Lemmas 3.9, 3.11,
and 4.1, shows that for a fixed value of € # 0, E;lg is an isomorphisms in £ ..

To show that L’&i B h4%n€ab% is bounded, we look at the related operator,
1 .
——Lo u = Au+ au a= A+ (u* + p)in)/M(0),
o) -0 (A+ (0" + p)in)/M(0)

and the commutative diagram

. (A+ald) .
iR C) S (w2 )
(x)7 (x)7

HAR?;,C) —2, g2(R2 C)

Notice that the operator
A(u = (A +ald)u+ (2Vu - V(z)™7 +ul(z)~7) (z)"

is a compact perturbation of (A + ald) : H*(R?* C) — H?(R?;C), which is in-
vertible since v € C, with Im(a) # 0. It follows that (A + ald) : H}(R?*; C) —
H?/ (R%; C) is Fredholm index zero. Then, a similar analysis as that in Lemma B1
of [26] shows that this last operator has a trivial kernel, and as a result it is also
invertible. This proves that Eaﬁ : h?y’n — hfly,n is bounded.

Similarly, the Fourier symbol for Ly i(p)7 when viewed as a function of p, is
analytic and uniformly bounded on strip in C containing the real line. Recalling

that p = |¢], with £ € R?, it follows that this symbol is also an L?(R?) function,
and that it satisfies the hypotheses of Theorem 3.10 ( Theorem IX.13 in [43]). As

a result EAo_ ,i (p) generates an L*(IR?) convolution kernel, and by Young’s inequality
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we obtain that Lg ], : W2°°(R% C) — W2*(R% C) is bounded. Our result then
follows by Lemma 3.7 and the fact that these operators are invariant under rotations.

Step 2. Next, we show that the operators are C' with respect to the parameter €.

Looking at the symbol ﬁ;ls one notices that it is smooth with respect to the

parameter . It then follows that the corresponding operator is differentiable, and
that Bgﬁ;’ls has symbol

_ p2 _9 (1 + 62p2) ) - a M
B+ p2[e2B — M(ep)] =t B+ p2le28 — M(sp)]( eB — 0:-M(ep)| .

0L, (p) =

To prove that the corresponding operator
0L Hyn — Hyn,

is well defined when & # 0, notice first that M (ep) and all its derivatives are
uniformly bounded and analytic on a strip containing the real line in the complex
plane. Therefore, the symbols inside the brackets satisfy these same properties
and thus define isomorphisms on HZ(R?) for all v € R. Consequently, the main
2

e )
It is then straightforward to check that 9.£, L : H2(R*) — HZ2(R?) is bounded.
Lemma 3.7 then gives the same result for 9.£;; L : h2 , (R*) — h2 ,(R?).

To show that d.L;, L : b} (R*) — bZ(R?) is bounded, notice that the functions,

2 1+e2p?

e M e
the operator (K * +()~! appearing in Lemma 3.11. As a result they both define
isomorphisms on W2 (R?).

properties of the operator 0.L; . are determined by the symbol

have a similar structure as the symbol for

| 9=M(ep)(1+e?p?)
N B+p2[e2B—M(ep)]”
implies that 9. M (ep) ~ O(1/p) as p — oo. Recalling that p = |{], as a function
of £ € R? this symbol defines an L?(R?) function and satisfies the assumptions of
Theorem 3.10. As in Lemma 3.11, we may then conclude that the corresponding
operator is bounded from W?>(R?) to W*>°(R?). We can therefore view 0.L, .
as a composition of invertible maps, from W?2°°(R?) back to the same space. Since
b2 is a closed subset W?2:°°(R?) the result then follow.

When e = 0, similar arguments as in the previous two paragraphs show that the
operator 8511,;% 9y — b, ® b2 with symbol

0L 4= " [ _‘%M@ ]

A similar result holds for the symbo First, Hypothesis 3.6

T B = p2M(0) | B — p?M(0)
is also well defined.

Step 3. Finally, we show that the operators are C! with respect to the parameter
-

It is clear that £, . is continuously differentiable with respect to the parameter
p. To show that its inverse has this same property we fix € and use the following
notation. We write £, = L(u) to highlight the dependence of the operator on u.
Given f € $4.,, we let w(p) denote the solution to £,w = f and we look at the
following equality,

w(p + hp) —w(p) = =L (p) [L(u + ph) = L)) w(p+ hy).
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Since the operator [L(p + ph) — L(p)] = iphn is bounded from £, back to this
same space, the above expression then shows that E;l is continuous with respect
p. At the same time, the above equality shows that the derivative of £71(u)
with respect u is an operator from $),, back to £, ,, which is also of the form
—L7Y(p)ignLt (). Because this last operator is the composition of maps that
depend continuously on p, it is itself also continuous with respect to this parame-
ter. O

We finish this section with some comments. While the constants A and a appear-
ing in the normal form (20) have specific expressions that can be obtained using a
multiple-scale analysis (see Section 6 below), the value of p remains an unknown
that needs to be determined when solving this equation. As a result, showing exis-
tence of specific solutions becomes a nonlinear eigenvalue problem, where the form
of the solution, w, has to be determined at the same time as the value of the pa-
rameter p. A similar problem is encountered when showing the existence of target
patterns in oscillatory media when an impurity is present. There, the frequency
of the waves that emanate from the impurity is not known a priori, and like
here, it is a parameter that needs to be determined and thus plays the role of the
eigenvalue. One approach for rigorously finding these target patterns relies on a
combination of matched asymptotics together with the implicit function theorem,
see [26]. In this approach, one first shows the existence of target patterns for all
values of the frequency that lie on a small interval. Then the matching between
the form of the solution in the far field and the shape of the solution at intermedi-
ate distances provides an approximation for the value of frequency that is selected
(which one can show depends on the strength of the impurity). We intend to use a
similar approach to prove the existence of spiral waves. The idea would be to first
prove the existence of solutions to equation (20), valid for all values of p on a small
interval, and that have the form w(r;u) = (1 — p(r; u))e'®"H) | with 9,.¢ — kr as
r — oo for some k£ € R;. Then by matching the form of the solution in the far field
with an intermediate approximation (that in some sense is unique) should allow us
to determine the value of p that is selected by the system.

6. Example. In this section we consider the following nonlocal FitzHugh-Nagumo
system, posed in R?,

1

up = K xu+ —(u—u® —0) (21)
T

vy = Bu + 0.

Here 7 is a small positive parameter, 5 > 0,6 € R, and we assume the convolution
operator, K, has Fourier symbol

ey _—OleP
©) = 13 D

Our goal is to use the methods developed in the previous section, together with
a multiple scale analysis, to derive a normal form for rotating solutions.

Set Up: To start off the multiple scale analysis, we first expand the system
about the homogeneous steady state (u.,v,) = (=2 (%)3 - %), to reveal the linear

ﬂ ’
terms,

D,o > 0.

1
up = K*xu+ ;((1 —3u?)u — v — Bu,u® — u?),
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v = Pu.

Inserting the rotating solution ansatz, U(r,0,t) = U(r,0+ct), letting A = (1 —3u?),
and writing the resulting equations in matrix form, leads to

o It P O 1 I S R

Using the notation from the previous section, we split the linear terms as
A = Ao + 625\A1

Al 7t 0 —7rt 9 Al
+ ¢ .
15} 0 15} 0 0 0
Then, the eigenvalues of Ay are v = +iy/3/7, with corresponding right and left
eigenvectors,

Wia= {ii_T;/T] Wi, = % [-r Fiy/7/8], (23)

which are normalized to guarantee that their inner product, (W7 ,, Wy 2) = 1.
Notice that the nonlinear terms do not depend on the parameter A and can be
written as F(U) = MUU + NUUU with
MUV = (—37_1u*u1111,0), (24)
NUVW = (-1 tuyvywy, 0), (25)
where U, V, and W are generic vector functions such that U = (u1,ug),V = (v1,v2)
and W = (wy,ws).
As in the general case presented in Section 4, we let ¢ = ¢* + p, where ¢*ng =
/B/7T and p is a small parameter. Here we are interested in one-armed spirals, so

we consider the case when ng = 1. Again we assume the scalings, s = er, A = 2],
p = €2fi and consider the expansion

U(r,s) = eUy(s) + *Us(s) + 3Us(r),

where Uy € X and Uz 3 € D}. After inserting this ansatz into equation (22) and
equating coefficients of different powers of ¢, one finds that

Ui(s) =Wiw(s)e™? + Wiw(s)e "0
UQ(S) :‘/inGQinUe + ‘/O|w|2 + V71w2€—21n097

where the vectors Vp, Vj, V_1, satisfy the equations

o 3uy [1]
(210 ng — AO)V1 = MW1W1 = — 7_3 _0_ 5
o — 3uy [1]
(—216 nog — Ao)V,1 = MW1W1 = — 7_3 _0_ 5
_ 6y M7
_AgVy = 2MW T, = — 2t 1L
73 |0}

They are therefore given by

T {21/\/67}7 v = U [—6]7 Voo [—21/ pr|

72 1 7210 72
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Normal Form: The analysis of the previous section then shows that the normal
form for this system is

RE * U1 — ﬂaoUl + S\Al()\)Ul‘f‘

P [2MU\U, + NULULU, + O(s(|U1||U3| +|Us +5U3|4))} —0.

Simplifying this equation using the projection P, defined as in (12), then leads to

. A
K. «w—ipjw + p + (a1 + a2)|w|?w + O(e|w|*w),

and its complex conjugate. In particular, we have that
— 6u2 i
w2 (v + Wy = 25 (5 1),
a; =(Wj (WiVo +W1W)) 3 B
_3
2737

which are found using the expressions of U; and Us.

a9 :<W1*, 3N(W1W1W1)> =

7. Discussion. In this paper, we derived a normal form for systems of equations
modeling oscillatory media with nonlocal coupling. Because of their nonlocal na-
ture, one is not able to use standard techniques from spatial dynamics to obtain this
amplitude equation. The method we use in this paper relies instead on a combina-
tion of Lyapunov-Schmidt reduction and a multiple-scales analysis, which is very
similar to the approach taken in the physics literature. Our main contribution has
been to set up the equations in an appropriate Banach space, which then allowed
us to decompose the linear part of our system into an invertible operator and a
bounded operator. This decomposition is an essential ingredient for carrying out
the Lyapunov-Schmidt reduction, and for arriving at the normal form.

In our analysis we also showed the existence of solutions to the normal form
equation. Because this equation is precisely the reduced equation obtained from
the Lyapunov-Schmidt reduction, by showing existence of solutions to the normal
form we also obtain existence of solutions to the full system. We emphasize that
in contrast to other equations that are more commonly referred to amplitude equa-
tions, say for example the complex Ginzburg-Landau equation, our normal form
equation accounts for all terms that are part of the reduced equation. This includes
higher order terms for which we do not have explicit expressions. The point here is
that even without explicit knowledge of these terms, we are able to show the exis-
tence of solutions to the normal form and to obtain a first order approximation the
solutions of the full system. Moreover, in contrast to the complex Ginzburg-Landau
equation, which is a parabolic equation and requires additional analysis to prove the
validity of its approximations, the validity of our normal form follows easily from the
Lyapunov-Schmidt reduction. That this is the case follows from the fact that here
we are mainly interested in rotating waves, while the full complex Ginzburg-Landau
equation gives information about the general-time dependent problem.

To obtain the existence of solutions to the reduced equation, we assumed that
the speed of these solutions corresponds to a free parameter. More precisely, the
rotational speed of solutions appears in the normal form as a the parameter pu.
Here we showed that for all values of p in a small interval, solutions to the reduced
equation exist. However, as already pointed out in Section 5, some solutions of
interest, like for example spiral waves, correspond to specific rotating wave solutions
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whose speed is selected by the system. This means that in order to find these
patterns one has to view the normal form as a nonlinear eigenvalue problem. We
remark that this is not a feature of the nonlocal character of the equations, and
that a similar result is seen in the case of other oscillatory systems that are well
represented by reaction diffusion systems. Indeed, in [45] a center manifold is used
to derive a similar normal form for reaction diffusion systems undergoing a Hopf
bifurcation. In this reference, spiral wave solutions are shown to exists using spatial
dynamics and singular perturbation methods. In particular, it is shown that in the
supercritical case there is a family of spiral wave solutions which is parametrized by
1, but that in addition there is one particular solution whose speed is selected by
the system. On the other hand, in the subcritical case the system always selects the
value of speed. We suspect that similar results holds as well in the nonlocal case
and we plan to address this problem using matched asymptotics and the implicit
function theorem in future work.

Finally, we point out that the approach presented here works only for finding
2-dimensional rotating wave solutions. However, the general philosophy of using
a multiple-scale analysis combined with a Lyapunov-Schmidt reduction (based on
well-chosen Sobolev spaces) extends to higher dimensions. For example, one could
set up the problem of proving existence of scroll waves in 3-d reaction diffusion
systems as follows. First, recall that scroll waves can be modeled as a stack of 2-d
spiral waves that rotate about a filament, see for example [27, 28]. In the simplified
case of a straight filament that runs along the z-direction one can consider an ansatz
of the form

U(r,0,z,1) = V(r, 0 —ct+(ez, 5215)) +2u(r, 0,e2,€2t),

where (r,0,2) € R? represent cylindrical coordinates and V(r,0) = V(r,0 — ct)
describes a 2-d spiral wave solution. Inserting this guess into the original system,
U =AU+ F(U), z¢cR3

results in the expression

2 2 2
Luzvegi—vee(w) 00 20 20U by F(V)~ DyF(V)u

0Z

with Lu = Agu + DyF(V)u and T = €%, Z = ez.

The strategy would then be to choose a Banach space X and a projection P :
X — Xy, (1-P): X — A&, such that the restriction of the operator L to these
subspaces satisfies: L, : X — ), is invertible, while L) : X} — J) is bounded.
Then one can apply Lyapunov-Schmidt reduction to derive a reduced equation, as
done in this paper. Because one-armed spiral wave solutions V (r,6) — e**"el as
r — oo, with k& > 0, the term Dy F (V') approaches a periodic function of . Then
the decomposition into Fourier modes presented here together with the results from
[25], where the Fredholm properties of elliptic operators with periodic coefficients
is established, suggest that such a space, X', and projection P might be available.
Notice that by assuming v € X';, one would recover with this approach a Burger-
type equation for the modulation ¢ (Z,T). That is,

o N> 9% N
VGaT—Vea<aZ> —Vbﬁ—f—O(E)—O.
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8. Appendix.

Lemma 8.1. The Fourier Transform maps the spaces
hn ={f € L*(R*) | f(2) = g(r)e™, g € L}(R?)}

back to themselves. In particular, given f(z) = f(re'?) = g(r)ei"” € h,,, then the
Fourier transform of these functions can be written as

FIf(2)] = Palgl(p)e™® = §(p)e"?,
where .
Pulsl(e) = 0" [ g utrolr ar
and J,(z) is the n-th order Bessel function of the first kind. Moreover,
FHf ) =P a)r)e™ = g(r)e”,
with .
Pl =1 [ o) atrolp dp
0

Proof. First, we notice that because the Fourier Transform, F, commutes with
orthogonal transformations, if f is a radial function then so is f, so that kg maps
back to itself under F.

Next, given f € h,NL'(R?), i.e. f(z) = e g(r), we want to show that f(pe'?) =
eln® f (p), for some radial f . To see why this holds, let ) be constant and define
G(z) = f(re'@*+¥)), Then, G(z) = "0tV g(r) = €% f(2). Therefore,

FIG(2)] = Fle™ f(2)] = ™ f(w).

On the other hand, because e'¥ represents a rotation, and the Fourier Transform
commutes with orthogonal transformations,

FIG(2)] = FIf(e¥2)] = f(ew).

This implies that f(e%w) = e™¥ f(w) for all w and all 4. Letting w = p we obtain
the desired result for those f € h, N L'(R?). Since h, N L'(R?) is dense in h,, we
can conclude that F maps the spaces h,, back to themselves.
Finally, given f(z) € h,, we have that
Flf(re?)] =Flg(r)e™]

1 . .
=— [ g(r)e™e " dy
R

2 2
1 o) 2m ) )

:27/ / g(r)emee—n'pcos(e—qﬁ) do r dr
TJo Jo

ein¢ oo 27 . .
_ / / g(r)eln(Gfgb)eflrpCos(97¢) do r dr
2T 0 0

einqﬁ o] 2 —p+m . )
_ / g(,,,)/ el’ﬂ('(l)fﬂ')efl’l‘pcos(wfﬂ') dw rdr
2m Jo —¢+m

where this last integral follows form the change of variables ¥ = 0 — ¢ + 7. If we
now focus on the inner integral, we notice that because the integrand is 27-periodic,
then

2 —p+m 2
/ ein(w—w)e—irp cos(yp—m) dw _ / ein(w—ﬂ)e—irpcos(w—fr) dw
—¢+m 0
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2
— / (_1)neinweirpcos(w) di/}
0

27

:/ (=" cos(nw)eirpcos(w) dy
0

=2 (—i)" Jp(pr).

Where in the last line we used the following definition for the n-th order Bessel
function [39][Eq. 10.9.2]

In(z) = (1)_/0 e'#¢5% cos(nf) db.

m
Going back,

Flf(re'®)] =Flg(r)e™]

ein¢ o
/0 2 (—i)"g(r)J,(pr) r dr

“or
= (—i)" /000 g(r)Jn(pr) r dr

=e"*P,[9](p)
A similar calculation then shows that

71u_in OOU (7 )
P, 9] = (1) /0 G(p)Jn(rp)p dp

That the transformations P,, and P, ! are inverses of each other follows from the
identity

/ xJo(uz)Jo(ve) de = 15(u — )
0 u
which holds for o > —1/2, see for example [4][Sec. 11.2]. O

Lemma 8.2. Suppose f € M2*(R?) then |f(x)| < C||f||M$,2\x|’(“’+d/2), with C' a
generic constant.

Proof. Let (r,0) € (R*,X) denote a point in R? in spherical coordinates. Given
any f € M>?(R?), we may find an upper bound for the L?(X) norm of the function
f(-,R), where R € RT is a fixed number, as follows.

£ R) 2oy = / F(0.R)[> do

[e’s) 2
<[ < / arfw,r)dr) a0
o) 2
a, y+1 O, 0’ (d—1)/2 d ) do
< [([T oo ar

§/ </ 2o dr) </ r20+19, (6, )| @) dr) de
= \JR R

SCR20“+1/ </ r20+ D9, £(8,7) [ rdD dr) do
0

=

Where C' is a generic constant, we assumed 2a + 1 = —(27 + d) < 0, and we used
Cauchy-Schwarz inequality on the fourth line. If instead we had that 2a + 1 =



ROTATING SPIRALS IN OSCILLATORY MEDIA 37

—(2y 4+ 2) > 0, then the above argument can be again carried out, but now the
integration in the r variable would be from zero to R. This shows that

£ R)llLe(z) < CR_(’H_d/m||foL?Y+1(]Rd)~

On can also repeat the above argument to show that all § derivatives satisfy

1Dof (- R)ll2(m) < CR™OTHIDID2f| 12 gy,

We now recall Theorem 5.9 in Adam’s book [1] which shows that given p > 1
and mp > (d— 1), and 1 < ¢ < p, then there is a constant C = C(m,d,p, q) such
that

1£Co R ooy < CUFC B Symangsy 1 Rl

with 8 = (d — D)p/[(d — D)p+ (mp — (d — 1))q]. In our case, m =1 and ¢ = p = 2
leading to

[1]

2]

3]

[4]
[5]

[6]

7]
(8]
9

(10]
(11]
(12]
(13]

14]

G R)lleo sy SCIFC Rty [1FC R L2y + Y 1DGFC Rz
[8]=1

<CR™ O f|| 22 gay-
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