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ABSTRACT KEYWORDS
Selberg’s central limit theorem states that the values of log |¢ (1/2+i7)|, where T is a uniform random variable Riemann zeta function;

on [T, 2T], are asymptotically distributed like a Gaussian random variable of mean 0 and standard deviation extreme value statistics;

\/ 3 loglog T. It was conjectured by Radziwitt that this distribution breaks down for values of order log log T, ranci@pmatri theory

where a multiplicative correction C, would be present at level kloglog T, k > 0. This constant should be the
same as the one conjectured by Keating and Snaith for the leading asymptotic of the 2k™ moment of ¢. In
this paper, we provide numerical and theoretical evidence for this conjecture. We propose that this correction
has a significant effect on the distribution of the maximum of log || in intervals of size (log T)?, 6 > 0. The

precision of the prediction enables the numerical detection of Cy even for low T's of order T = 108. A similar
correction appears in the large deviations of the Keating—Snaith central limit theorem for the logarithm of
the characteristic polynomial of a random unitary matrix, as first proved by Féray, Méliot and Nikeghbali.

1. Introduction and main results
1.1. Introduction

The large values of the Riemann zeta function ¢ : C\ {1} — C on the critical line Re(s) = 1/2 play an important role in number
theory. There are several conjectures describing its behavior. For example, the moment conjecture gives the leading order of the
moments of the function on the interval [0, T] (see, e.g., [26, 28, 35]):

Conjecture 1 (Moment Conjecture). Fork > 0, as T — 00, we have

T
%/0 12172 + it)|dt ~ Cr(log THF . )

Lower bounds of the same order of magnitude are known unconditionally (see [24, 32] and the earlier works of [19, 31]). Consistent
upper bounds on the level of the leading exponent are known unconditionally for 0 < k < 2 (from the work of [23]), and for all
k > 0 conditionally on the Riemann hypothesis [17, 34]. This article is predominantly about the constants Cg.

At the level of the consta %injecture 1 is only proved in the case k = 1, by Hardy and Littlewood with C; = 1, and the case

k = 2 by Ingham with C, # )21, 25]. The constants Ci, k > 0, have been conjectured in [28] using random matrix theory to
be of the form |

527& Ce = a - fo @)

where
NF & Th+m\®
aw= 1 (1-3) X (FEtm) ()
p primes p m=0 miT (k)
and
G4k
fe= G(1+2k)° @)

Here, G denotes the Barnes G—function. An alternative approach using Dirichlet series yields the same conjecture [12].
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2 E. AMZALLAG ET AL.

As pointed out in [30], the constants Cy should also appear in the large deviations of Selberg’s central limit theorem. The original

theorem asserts that if 7 is sampled uniformly in the interval [T, 2T], then for 0% = % loglog T and any fixed V € R,

2

oo —*

P(log|§(1/2—|—it)| > or - V) ~/V «/%dx, as T — oo. (5)

However, for V of the order of the variance, the proposed correction is

Conjecture 2 (Radziwitls Conjecture!). If T is uniformly distributed on [T,2T] and o7 = %log log T, then for V.= V(T) ~

ky/2loglog T with k > 0, we have

[N}

o0 ,—% ’2
P(1°g|§(1/2+ it)| > or- V) ~ Ckf ¢ " i, as T — oo. gl | (6)

v 2T ‘X/

To see why the conjecture is plausible, one can weigh the choice of 7 by the value |¢(1/2 + ir)|?* by defining the probability P

L dP_ [o(1/2+4in)
with =

SRUAESE] (and E for the corresponding expectation). With this notation, the left-hand side of (6) becomes

P(loglc(1/2+i0)| > o7 V) = Ellc(1/2 + i)/*] - log D™ - BT 1y > 0)), (7)

where X1 = log|£(1/2 + it)| — kloglog T. The limiting distribution of X1 /o7 under P (for integer k) has been recently proved by
Fazzari to be standard Gaussian as in Selberg’s theorem [13]. Together with the asymptotics (1), this would imply that as T — oo,
e—z2 /2

(00
: . ~ —K? —2korz
P<10g|§(1/2+1t)| > oy V) Ce(log T) /0 e Nord dz
1

V27 -ky/2loglog T’

by taking e P2 =1- é +. .. and integrating. The right-hand side is the same asymptotic as Equation (6) since a standard Gaussian
2

~ Ci(log )%

_x2 2
0 e 2 V22

estimate yields f,, mdx ~ \/%TTT as V. — oo.

1.2. Results

The main objective of this article is to provide more evidence that the moment correction Cy, predicted by random matrix theory,
should be present in (6). On the theoretical side, it was proved by Féray, Méliot, and Nikeghbali that a similar correction naturally
appears in the large deviations of the Keating—Snaith central limit theorem for the characteristic polynomial of the circular unitary
ensemble (CUE):

Theorem 1.1 (Theorem 7.5.1 [16]). Let Px(8) = det(I — ¢ U) be the characteristic polynomial of an N x N random matrix U
sampled under the Haar measure Py on the unitary group U(N). Write oy = % log N. Then we have for V.= V(N) ~ k,/2logN
as N — oo, k > 0, and any 6 € [0, 27),

2
X T 7
Buic (1og Pw(®)] > o V) ~ 5 [ Cmdn N oo

where fy is given in Equation (4).

The statement of Theorem 1.1 is precisely the random matrix analogue of (6). Using the usual dictionary (see, e.g., [7, 27, 28]),
one compares the unitary characteristic polynomial Py (6) with ¢ (1/2 + it), and by comparing densities of eigenvalues and zeros of
zeta, the matrix size N corresponds to a height log(¢/2m).

Large deviations in different ranges were also considered by Hughes et al. [20]. In that paper, they show that log |Pn(0)|/A(N)
satisfies a large deviation principle, for various ranges of A(N). The appropriate range in the context of Theorem 1.1 is moderate
deviations: \/logN « A(N) < N, and it is shown in [20] that the rate function is either quadratic or linear, depending on the
precise growth of A(N). Similar results have also been proved in the general context of 8-ensembles and Wigner matrices in [10, 11].
Theorem 1.1 differs in that it examines a very particular form of A(N) and derives the resulting precise constant multiple of the
Gaussian. The proof of Theorem 1.1 was done in [16] in the general context for mod-¢ convergence. For completeness, we provide
the detailed computation following the result of Keating and Snaith in the appendix.

"There is a small typo in the statement of the conjecture in the original paper where V ~ k,/log log T. A factor of 2 in the square root is missing.
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EXPERIMENTAL MATHEMATICS (&) 3

The statement of Theorem 1.1 may be adapted for the imaginary part of log Py (9)?. Additionally, the statement of Theorem 1.1
can be generalized to other classical compact groups, where the distribution should again be Gaussian but with a different correction
gk (corresponding to the relevant matrix group moment), see, for example, Féray et al. [16]. From such calculations one could deduce
conjectures akin to Conjecture 2 for symplectic and orthogonal families of L-functions (cf. [7]).

Beyond the theoretical evidence from Theorem 1.1, we also provide numerical evidence of the presence of the correction Cy. We
choose to investigate its effect on the maximum of the real part of the logarithm of the zeta function in short intervals, instead of
directly testing (6). The reason for this is that the presence of the correction leads to a very precise refinement of the Fyodorov-Hiary-
Keating conjecture for the maximum of log |£(1/2 4 it + ih)| for h in a short interval, [14, 15]. The conjecture was originally stated
for mesoscopic intervals, that is, intervals of size 27 (log T)? for —1 < 6 < 0. The statement was adapted in [5] (cf. Theorem 1.2) to
macroscopic intervals of size 277 (log T)?, for & > 0, but fell short of capturing terms beyond the leading order. It turns out that the
correction Ci has a measurable effect on the recentering of the maximum. More precisely, we propose the following refinement:

Conjecture 3. Consider a fixed 0 > 0. If T is uniformly distributed on [T, 2T], then we have

1
max lo 1/24+i(t +h)| =+1+0loglogT — ——
e 1ogl¢(1/2+i(z + )] = VIF Ologlog T =

where (Go,1, T > 1) is a family of random variables converging in distribution to a Gumbel random variable Gy with P(Gp < x) =

logloglog T + Gy, (8)

L
exp(—e 7 =My and parameters

1
,3 = ﬂ(@) = m
2 9

m=m(9) = (0.06537...) + B*log C /55 — %(bga +0) — 10g(471)).

As can be seen from the leading order of (8), the relevant regime of large deviation at a given 6 is /1 + 6 loglog T. Together with
Conjecture 2, this leads naturally to the choice k = 4/1 4 6 for Cy in (9). The precise numerical constant appearing in the definition
of m in (9) is the Meissel-Mertens constant divided by 4, see Equation (14).

The upshot of Conjecture 3 is a very precise prediction to order one for the maximum of log ¢ (1/2 + i(t + h))|, including very
good control of the finite-size effects, that can be compared to the numerical data. The high precision of the conjecture to order one
is the saving grace here, as the factors loglog T, logloglog T, and G, in (8) remain essentially of the same order for all testable T’s
(around T = 10%* seems to be the current computational limit). In particular, this spares us some of the difficulty of testing the
moment conjecture, see [22].

Table 1. Values of the leading order
coefficient in the moment conjecture (1).
The exact values for k = 1,2 are

W\O\A\J@?C, due to Hardy and Littlewood, and Ing-

ham respectively [21, 25]. The (trun-

"k’f\/tf\ﬁ,&\‘edj /\Acated) numerical values for higher k can

be found in [22].

Q-Q'Q]Z CJ’\/\(D\)\ k Cy = axfy
1 1
RS -2
2 T3 A 5.066 x 10
3 5.708 x 10~°
4 2.465 x 10713

Table 2. The ratio of the empirical mean of MaX|p) <z (log T)? log |£(1/2 + i(t + h))| divided by
the model prediction with no correction (C = 1) and with Cm atinteger 0. From left to right,
the data correspondsto T = 107, T= 108, and T = 10°.

0 09441 1.0490 0 09544  1.0454 0 09540 1.0343
1 09143  1.0147 1 09170  1.0099 1 09174  1.0043
2 08343 09679 2 0.8450 09708 2 08510 0.9703
3 07569  0.9165 3 07713 09225 3 07795 09234

2The appropriate calculation yields f, = |G(1 + ik)|2.

290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348



349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
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We chose to test Equations (8) and (9) at T = 107,108 and 10, where it is not costly to amass a good sample size for many 6’s for
0 < 0 < 3. A snapshot of the results for the empirical mean of the maximum are given in Table 2 and Figures 2, 3 and 4. The main
conclusion there is that the correction Cy is necessary to fit the data. Details on the numerical experiments are given in Section 3.

The case & = 0 is special as Conjecture 3 is not expected to hold. It was proposed in [14, 15] that the subleading order
should instead be —% logloglog T. One then would expect the empirical mean to lie Jower than the prediction (8). In addition,
the fluctuations should not be exactly Gumbel but a randomly shifted Gumbel. The effect of the random shift is such that the right
tail of the distribution of the recentered maximum is not exponential, as for a pure Gumbel, but should be heavier: of the form
ye~P?. This would in effect increase the contribution of the fluctuations to the mean. The two above corrections seem hard to observe
numerically. One problem is that they are competing effects, which may mutually cancel. Secondly, there is the systematic problem
that the standard deviation of the maximum is fairly large at & = 0, as can be seen for example in Figure 4. Theoretical progress to
settle the Fyodorov-Hiary-Keating conjecture has recently been made in [1, 3, 18, 29]. A continuous smoothing of the subleading

order between — 4@ loglog T to —% loglog T'as & | 0 has been proposed in [4] by taking & ~ (loglogT)™*,0 < « < 1. This

gives a subleading order of — (HTM) loglog T. Again, this interpolation seems hard to capture numerically as the standard deviation
of the maximum is large for small 6.

The paper is structured as follows. The details on how the theoretical prediction based on Conjecture 3 is generated are given
in Section 2. The conjecture is derived in Section 2.1 using basic extremal value theory, assuming Conjecture 2 and reasonable
properties of {. We comment on the control of the finite-size effects and on the numerical computations of the Ci’s forall 0 < k < 2
in Section 2.2. Numerical experiments are discussed in Section 3. The appendix contains a proof of Theorem 1.1 following the work
of Keating and Snaith [28].

2. Derivation of prediction
2.1. Derivation of Conjecture 3

In this section, we derive Conjecture 3 based on the following assumptions:

Assumption. For t a uniform random variable on [T,2T] and 6 > 0, the stochastic process
(12(1/2 +i(z + )} 1Bl < w(log T)")
satisfies the following:
1. Discretization: the maximum over the interval [—m (log T)?, 7 (log T)?] can be reduced to the maximum over a discrete set Ho,T
corresponding to the midpoints between the zeros of |£(1/2 + i(t + h))@% V9
2. Independence: The variables |{(1/2 + i(T + h))|, h € Hg T, are independent. tn .
3. Large deviations of Selberg’s central limit theorem: Equation (6) holds with k = /1 + 6.

Assumption 1 is reasonable as the maximum should be achieved between two zeros. The precise discretization can be rigorously
established, see Proposition 2.7 in [5]. The idea there is simple. The approximate functional equation (see for example Theorem 1.8
in [26]) gives

t(1/24it) =Y a PO,

n<T

Therefore, as far as the large values are concerned, ¢ behaves like a trigonometric polynomial with frequency at most log T. This
implies that the spacing between local maxima (and the zeros) should be of the order of 1/log T. Similar reductions have been
used in the study of large values of the characteristic polynomial of random matrices, see Lemma 4.3 in [9]. Assumption 2 cannot be
exact, but it is likely a very good approximation. More precisely, it has been known since the work of Bourgade [6] that the correlation
between log |¢(1/2 + i(t + h))| and log |¢(1/2 + i(t + K'))| should decay like log | — /| ~! whenever |h — #'| < 1. The values
are then said to be log-correlated. These fairly strong correlations are responsible for the different behavior at & = 0 mentioned in
the introduction. However, for & > 0, most pairs of points in the large interval now lie at a distance much larger than one. The
correlations between the values at & and /' then should decay very fast with the distance: like [k — 1| ™!, see Equation 1.27 in [5]
and Lemma 2.1 in [2]. Assumption 3 is the one to be tested. The choice of k comes from the expected leading order of the maximum
being +/1 + 60 loglog T.

From these assumptions, the derivation of the distribution of the maximum is a standard computation in extreme value theory.
However, we shall need very good control of the finite-size effects to compare with numerics, so we include the details. The finite-size
effects are discussed in the next section.

The number of zeros NV (¢) on [0, ¢] is known to a very good level of precision thanks to the Riemann-von Mangoldt formula, see
for example [26, 36],

t t 1 .
N(@) = - log Ire + ;Imlog{(1/2 +it) + O(1). (10)
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This implies that the number of zeros in the interval [t — 7 (log % 7 + 7 (log T)%1is
Ny = N(t +(log 1)) — N(x — m(log T)")
= (log T’ 1og$ + O((log D) (11)
= (log )™ + O((log T)").
This will be the approximation for the cardinality of the discrete set 7y, 7. The above implies
logNp.r = (1 +6)loglog T + O((log T) ™). (12)

Focussing on Assumption 3, the right tail of the distribution of log|¢(1/2 4 it)| is expected to be Gaussian with multiplicative
correction Cy and variance
1 1
0% = 325 (13)
p=T P
1

In [30], Conjecture 2 is stated for 07 = 5 loglog T. Whereas it is true that ZPST % = (1 4+ 0(1)) loglog T, the o(1)-term is needed

for precise numerics. Mertens’ second theorem asserts that, see for example [37],

1
Z—:loglogT+B+(9( (14)

p=T

1
a%Tﬁy

where B = 0.26149.. . . is the Meissel-Mertens contant. Hence, from (13), the standard deviation is asymptotically

B 1
or =/ loglog T + +(9( ) 15
! 27080085 5 2loglog T (log T)? =

We are now ready to derive Conjecture 3. We use the shorthand notation N = Ny,7, 0 = or and C = C ;175 (the moment
coeflicient). Under Assumptions 1, 2, and 3, we have forany Y = Y(T) withoY ~ /1 + 60 loglog T as T — oo,

x2 N
NC [¢° e 2 dx
P( max 1%MUM+KI+MNSGY)~ - —— | (16)
|h|<m (log T)? N

The correct level of the maximum is obtained by choosing Y for which the numerator in Equation (16) is of order one. With this
mind, consider Y* the solution to the equation

<2

choo € =1 (17)
X mx— .

(l_gy:wﬂa(l_o(g)), (18)

Equations (17) and (16) then imply forcY =0 Y* + y,y € R,as T — o0,

Since

p ( max  log|¢(1/24+i(t +h)| <o Y* +y) ~ exp (—G())» (19)
|kl <7 (log T)?
where
[0 e
Gy) =~ (20)
e o

The quantity o Y* is the deterministic shift in Equation (9). To see this, recall that standard Gaussian estimates give the asymptotics

o

Y

X o7 1 1 e_YTZ
/Y Nade (I‘O(ﬁ)) Y Vo 2D
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Combining (17) and (21) gives the following equation for Y* = Y*(T):

(r*?

NC e 2 1
N w:ﬂ+OQmJ' )

The solution can be approximated recursively. A first approximation omitting % = ¢~ 198Y" yields Y* ~ ,/2log N. Writing Y* =
/2log N + § in (22) gives an equation for &:

g +6y/2logN + %loglogN—l— %logZ + log <1 + ﬁ) =logC — %loan. (23)
It is straightforward to solve this by expanding the logarithm to get
Y* = /2logN +§ (24)
=\/W—m(loglogN—f—long—210gC)+(’)<101gO1%NI\[>. (25)
It remains to note that Equation (11) and Equation (15) imply as T — oo
oy/2logN =+/1+6 loglogT—l—\/rg—ko(l), (26)
g = ! (1+ O((loglog T)™")). (27)

2,/2logN ~ 4/1+6

After multiplication by o, the first two terms in Equation (25) give the leading correction for the maximum of log |¢ |:

1
V14 6loglog T — ———logloglog T.
glog NiE gloglog
The remaining terms with log C, B, log(1 + 6) and log 47 amount to the deterministic shift 7 in Equation (9).
It remains to study the fluctuations around Y*. This is done by computing the asymptotics of the function G, defined by (20).
Using the Gaussian estimate (21) again yields
_
e (202)

U

Gy)~ e

, as T — oo. (28)

Equation (9) follows by noting that e /20 L by (15), and 1 + 5)1}/* ~ 1 for any fixed y by (25). Moreover, Equations (11), (15)
and (25) imply

Y‘k
— ~24/140, as T — oo. (29)
o

Putting this back in (28) gives the parameter § of the Gumbel distribution in Equation (9).

2.2. Discussion of the Finite-Size Effects

In this section, we explain how the numerical predictions of Conjecture 3 are obtained, including the computations of the coefficients
Ck.
According to Conjecture 3, the mean of max|j, < 10g 7¢ 108 1€ (1/2+1(7 +h))| consists of two terms: the deterministic recentering

1
1+ 60loglogT — ———logloglog T, 30
v glog T — = losloglog (30)
and the expectation of the Gumbel random variable Gg 7. In the limit T — oo, this variable should converge to a Gumbel random
variable Gg with parameters m and § given in Equation (9) so that

E[Gp] = m+ By, (31)

where y is the Euler constant y = 0.577. ...
To give an idea of the orders of magnitude in the problem considered, note that for T = 108, we have

2.78..., logloglog10® =1.07... N— ’W/V\S (3 CO{(\(CJ/BZ)
&
ooy 10F = 9.9 laleg 1o’ = 278,
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Scaling the simulations up to to T = 10?* wouldn’t result in much additional precision, since there

9
loglog 102> = 3.97..., logloglog10®® =1.39... . . - (33
oglog ogloglog % (WW/UM] L%g,,__,( )

This modest gain would come at a substantial computational time cost. Despite the curse of iterated logarithms, it is possible to derive
accurate numerical predictions thanks to a precise control of the lower order terms and their finite-size corrections.

The computation of the deterministic shift o Y* follows the treatment in the last section. More precisely, for the number of zeros
Ny, 1, we rely on Equation (11) and take

T
Nor1 ~ (log T)? log —. 34
o, ~ (log T) v (34)

The error term in (11) is of order (log T) ~!, which is comparatively small. For the variance 0'12«, note that the constant B = 0.26149.. ..
is fairly close to the value of loglog T in view of (32). For this reason, we use Equation (15) in the computation. One might expect a
quadratic correction to ), _ 117 of the form }_,_; 8}% ~ %, due to the expansion of the Euler product. However, this only leads to

a change of approximately 0.01 in the prediction at @ = 3 and T = 10° that we choose to neglect. The approximation of the product
by the exponential in Equation 18 also comes at a low cost, since the multiplicative error (1 — O(a?/n)) is evaluated at a = 1, by
design in (17),and at n = Ny 1 ~ (log T)? > 18.4. This multiplicative error becomes of small shift in the exponential, allowing us to
discard it. The Gaussian estimate (22) is not quite precise enough for these fine numerics. Indeed, this leads to Equation (25), with an

error O (%) This error remains substantial at any T’s that are computationally reachable. For this reason, we approximate

Y* directly by numerically solving Equation (17) 3. This takes care of all finite-size corrections to o Y*.
It remains to evaluate the mean of the Gumbel random variable Gg . As can be seen from Equation (28), the function G converges

to e 2V1H9Y albeit very slowly. The term e'/29% could be particularly problematic since o is of the order ,/loglog T. To take care
of this, instead of using Sy in the mean of a Gumbel (cf. Equation (31)), we simply evaluate the mean by working directly with the
function G(y) in Equation (20). The mean of the recentered random variable MaX | <z (log T)? log|¢(1/2+1i(t +h))| — o Y* can then
be evaluated using the cumulative distribution function 1 — exp(—G(»)). This may be over cautious as this procedure yields a value
that differs from the limiting mean by only 0.03 at T = 10° and 6 = 3. In Equation (29), we also use % for B instead of the limiting
value (24/1 + 6) L. For 6 = 3, these considerations yield a mean of 0.17. .. for Gy 7 compared to 0.14 . .. for the limiting function

¢~ 2V In the same way, the variance of maxj, < tog 1% 10g £ (1/2 + i(z 4 h))| in the limit should be the one of a Gumbel with
parameter S, i.e.,

2.2

Var(Go) = P = (35)

The finite-size effects of computing the variance with the CDF 1 — exp(—G(y)) are small compared to using Equation (35), so we
use the latter for simplicity. (The difference for the standard deviation between the two values is around 0.05 for T = 10° at § = 3,
which is relatively small compared to the gap between the prediction and the numerical value, cf. Figure 6.)

Finally, we turn to computing the moment coefficient Cy (which recall appears in the definition of m, see (9)). For our purpose,
we are interested in the value of Cx = ayfi given by Equation (2) for k € (1,2), since k = /1 + 6 and for our numerics we take
0 € (0,3). Certain evaluations of a; and fi appear in the literature: see for example [22], where they compute Cy for the first few
integers k:

The numerical values of Cy = afy presented in Section 3 were computed* by evaluating (3) and (4). Figure 1 plots Cy for 6 € (0, 3)
(ie k € (1,2)).

3. Numerical Experiments
3.1. About the Experiments

Thanks to the precision of Conjecture 3, the prediction can be tested using fairly rudimentary numerical experiments. The datasets
were generated using Python 3.8. We employ SageMath’s Icalc function [33], which uses Michael Rubinstein’s L-function calculator.
We also implement multiprocessing to expedite the run-time for large simulations. Samples were constructed at T = 107, 10% and
10° over the interval 0 < @ < 3 for each 0.1 increment for T = 107, 10® and for each 0.25 increment for T = 10°.

For each height, T, the method consisted on generating S evaluations of 7, for v uniformly distributed on [T, 2T]. Hence, the
interval [t — 7 (log T, t+m (log T)?] was discretized at every bg&%, and the maximum over this discrete set of points computed.

The sample sizes S at each 6 were 500, 400, 300 for T = 107, 10% and 10° respectively.

3We use the numerical solver NSolve of Mathematica 11.3 which gives a precision of 16 digits.
4Computations were completed in SageMath [33], version 9.1, using Python 3.8.
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Cyivo

0.5

Figure 1. Graph of the conjectured leading order coefficient Cy of the 2kth moment of [£(1/2 + it)], for k = /1 + 6. The horizontal dashed line is at the value C; = %

2
correspondingto 6 = 3.

5

1

3 P

2
Data T =10’

. —— Mean
PredictionC=1

------- Prediction Cy178
O |

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Figure 2. The empirical mean of the samples of MaX;py <z (log T)? log |£(1/2 4+ i(r 4+ h))| as a function of 6,0 < 6 < 3, with stepsize 0.1atT = 107. The dotted lines
correspond to the theoretical predictions for C = 1 and for C«/ﬁ'

3.2. Results

The main numerical results concern the empirical mean of max, < og 70 10g1£(1/2 + i(z + h))| as a function of 0 < 6 < 3.
These are plotted in Figures 2, 3 and 4. The results are compared with the theoretical predictions of Conjecture 3 (as detailed in
Section 2), both including the correction C /77 and without, i.e, C = 1. We observe that the prediction line for C = 1 exhibits
greater divergence from the mean as 6 grows, when compared to the corrected C /775 prediction. This is despite the drastic reduction
in the variance. This reduction in variance is consistent with the prediction of the parameter  of the Gumbel distribution in Equation
(9), which decreases with 6. There is a small discrepancy for large 6, where the prediction is slightly outside the intervals given by the
sample values. Indeed, the prediction is above the maximum of the sample at § = 3 by 0.144 for T = 107 (a relative error of 3%), for
T = 108 by 0.082 (a relative error of 1.8%), and for T = 10° by 0.076 (a relative error of 1.6%). The discrepancy seems to get worse
as 0 grows. This may be the trace of lower order terms of E[|¢(1/2 + it)) 12]. Such terms were studied in [8]. There, a refinement of
Equation (1) is given where E[|{(1/2 +it)) 127 is proposed to be a polynomial in log T of degree k. They do observe that for larger
k’s the leading coeflicient Cy in Equation (1) is much smaller than the coeflicients of lower order powers, see p.29 in [8]. This could
potentially have a detectable effect for T of the order of 108,
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Data T =108
—— Mean

PredictionC=1
------- Prediction Cy1+ye

0.0 0.5 1.0 1.5 2.0 25 3.0

Figure 3. The empirical mean of the samples of MaX| ) < (log TY? log |¢(1/2 +i(r + h))|asafunctionof 6,0 < 6 < 3, with step size 0.1atT = 108. The dotted lines
correspond to the theoretical predictions for C = 1 and for Cm.

0

Data T=10°

—— Mean
PredictionC=1
------- Prediction C/178

0.0 0.5 1.0 1.5 2.0 25 3.0

Figure 4. The empirical mean of the samples of MaX| ) <z (log T)? log|¢(1/2 +i(r + h))| as afunctionof 6,0 < 6 < 3, with stepsize 0.25atT = 10°. The dotted lines
correspond to the theoretical predictions for C = 1 and for Cm.

Table 2 gives the ratio of the empirical mean over the two predictions (C = 1 and C j75) for T = 107, T = 103 and T = 10°.
Again, the ratios suggest that C 77 is the correct prediction. Note that the ratios are improving as T increases.

We also examine the convergence of the empirical mean by computing the relative displacement for the predictions from the
empirical means, and by calculating the normalized kernel density estimator as shown in Figure 5. We see that as T grows the relative
displacements exhibit smaller deviation centered around 0, with the most pronounced effect occurring for C 77 at T = 10°.

The estimate of the standard deviation of max | < (104 7)¢ 10§ 1£ (1/24i(7 +h))| turned out to be trickier, see Figure 6. The method
to obtain the theoretical prediction is explained after Equation (35). There is a significant discrepancy between the prediction and
the numerical results. We do observe a reduction of the variance as predicted by Equation (35) and the definition of 8 in Equation
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Cc=1,T=10’
C=1,T=108
8 C=1,T=10°
Cv1sg, T=107
C/1s. T=108
C/ive, T=10°
2°]
)
c
[
[=]
©
8
£ 41
G
=2

-0.1 0.0 0.1 0.2 0.3 0.4
Relative Displacement from Mean

Figure 5. The relative displacement of the samples of max )6 log |£(1/2 4+ i(r + h))| from the mean.

lh|<m(log T

L — STD 107

S —— STD 108

0.6 P —— STD 10°

S~ --- STD Predict

0.5 1
0.4 4
0.3 1
0.2 1
0.1

0.0 0.5 1.0 1.5 2.0 25 3.0

Figure 6. The standard deviation of the samples of MaX | <z (log T)? log |¢(1/2 4+ i(z + h))| asafunctionof 6,0 < 6 < 3.

(9). Note that the standard deviation is fairly small on the whole range of 6. In fact, it is of the order of 1/+/S, where S is the size
of the sample. This might complicate the detection of a signal. The discrepancy seems to be the same for all range of T’s. It is also
increasing in #. We currently have no convincing explanations for this phenomenon.
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Appendix A: Proof of Theorem 1.1

For completeness, we provide the proof of Theorem 1.1 based on the work of Keating and Snaith [28]. Recall that we write Py (6) = det(I — AU
for the characteristic polynomial of a random N x N unitary matrix. Let GI%] = %logN and V = V(N) ~ k,/2logN as N — oo. We will show
thatas N — oo

x2
log [PN(6)] X7
where fj is given in (4).

First, consider the Laplace-Fourier transform of log |Pn (6)]:

>y | log IPN@Y |
MN () =EyanIPNOFT =) [ f ]s], seC, (A2)

j=0

where the average is taken over the unitary group with respect to Haar measure. Due to the rotational invariance of the Haar measure on U/ (N),
M (s) is independent of 8. Using the Selberg integral, Keating and Snaith [28] (cf. [28], Equation (6)) determined a finite N formula for My (s),
valid for all real 6 and Re(s) > —1

N

rpHrg-+s
M, =E PNO)] = —_ A3
N(s) = Eggn) [IPN O)I°] ]11 2G5/ (A3)
From (A3), one deduces that, as N — oo, My (2k) kaNkz.
The quantity My (s) can be written in terms of the cumulants Qj(N) as follows
o
Qj(N)

Mp(s) = exp (Z Jj‘ 97) . (A4)

=t 7

The cumulants are simply the Taylor coefficients of log My (s). By differentiating the logarithm of (A3), Keating and Snaith calculated the asymptotic
form of the cumulants Qj(N) (see Section 2.2 in [28])

Qi(N) =0 (A5)
Q) = SlogN 4 2 4 1) 4 —— — - +o<1> (A6)
2N =5l 24N2 ~ 80N* N6
am=1_1 —3)! 1
O (F(m)am -y - )+O (W) (A7)

for m > 3. Note that Q2 (N) = UI%](I + 0(1)). So we can prove (Al) with O’I%] replaced by Q2(N).
Now, let py(x) be the probability density function of log | Py (0)|:

d
pN(x) = aEU(N)[]l{108|PN(9)| <«xjl (A8)

and its rescaled version

AN () = vV Q2 (N) pN (v Qa(N)x). (A9)

Note that py is the derivative with respect to V of the left-hand side of (A1). Using the relation py(x) = ﬁ fR eV My (iy)dy, Keating and Snaith
determined (cf. [28], Equation (53)) that

5 1 2 X An(N) & (m)
AN (%) = e 7 [1+ - P Em,p) |, (A10)
Vo ( ,,;3 Qz(Nﬁp; p )

1234

O
S5
A G
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where
i P(m—p— DI, m—
E(m,p) = i m—-—p—1) m — p even , (A1)
0, m — p odd
and where the terms A, (N) are determined combinatorially from the cumulants and Equation (A9). For example, we have

N

o = BV

N

oY) = Q44(' )

N

As) = B
Qs(N) 1 Q3(N)?
AN) = ==+ G

The sum over p in Equation (A10) is a monic polynomial in x of degree m. The right-hand side of Equation (A10) is rapidly convergent as x grows,
which is the regime of interest.

As N — 00, Ay (N) approaches a constant, see [28]. Evaluating Equation (A10) at x = % then gives
2
~ klogN ) 1 _%M & Am(N) m klogN \*
ON = e QM) |1+ E(m,p) | . (A12)
(«/Qz ™)~ Vi 23 Q2 1;) )\ Vo™ p

Note that x ~ k,/2log N as N — oo, ensuring the convergence of Equation (A12). For large N (hence large x), the leading term corresponding to
p = m dominates in the sum over p, hence

_ ( klogN ) 1 7%"2"’%2‘\’ R klogN\™
~ e Q™ |14+ Am(N) (A13)
N (\/Qz(N) N 2, An) | Gy
1 2 g2 >
—k* k*(y+1) m
~ N "¢ 1+ Am(N)(2k , Al4
N ( z m(N)(2k) ) (A14)
m=3
using Equation (A6).
To prove the theorem, it remains to express the term in the parenthesis in terms of fi. Recall from the comment following Equation (A3) that
. MN(2k)
=1 . A15
fe Noso  NR (3
Then, we have as N — oo using (A6),
Mpn(2k N
Lz) <2k2Q2(N) — k*logN + Z Q’”( )(2k) ) (A16)
Nk
m=3
~ exp (kz(y +1)+ Z (N )(zk)’”> (A17)
m=3
oo
= exp (kz(y + 1)) (1 + Z Am(N)(Zk)m) . (A18)
m=3

The final line follows by expanding the exponential with the infinite sum in the exponent in the Taylor series, and then grouping terms according
to power of 2k. The fact that this results in the weights A, (N) follows immediately from the combinatorial definition, see the discussion following
(A11) and [28]. Hence f;, is given by Equation (A18), and the result follows by substituting the expression into (A14).

References

[1] Arguin, L.-P, Belius, D., Bourgade, P, Radziwilt, M., and Soundararajan, K. (2019). Maximum of the Riemann zeta function on a short interval of
the critical line. Comm. Pure Appl. Math. 72(3): 500-535.

[2] Arguin, L-P, Belius, D., Harper, A. J. (2017), Maxima of a randomized Riemann zeta function, and branching random walks. Ann. Appl. Prob. 27(1):
178-215.

[3] Arguin, L.-P, Bourgade, P, Radziwill, M. The Fyodorov-Hiary-Keating Conjecture. I. arXiv:2007.00988, 2020.

[4] Arguin, L.-P, Dubach, G., Hartung, L. (2021), Maxima of a random model of the Riemann Zeta function over intervals of varying length.
arXiv:2103.04817.

[5] Arguin, L.-P,, Ouimet, E, Radziwilt, M. (2019), Moments of the Riemann zeta function on short intervals of the critical line. arXiv:1901.04061.

[6] Bourgade, P. (2010). Mesoscopic fluctuations of the zeta zeros. Probab. Theory Related Fields, 148(3/4): 479-500.

[7] Conrey, J. B., Farmer, D. W,, Keating, J. P, Rubinstein, M. O., Snaith, N. C. (2005). Integral moments of L-functions. Proceedings of the London
Mathematical Society, 91(1): 33-104.

1352
1353
1354
1355
1356
1357
1358
1359
1360
1361
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1372
1373
1374
1375
1376
1377
1378
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
1400
1401
1402
1403
1404
1405
1406
1407
1408
1409
1410



EXPERIMENTAL MATHEMATICS 13

1411 [8] Conrey, J. B, Farmer, D. W,, Keating, J. P,, Rubinstein, M. O., and Snaith, N. C. (2008). Lower order terms in the full moment conjecture for the 1470
1412 Riemann zeta function. J. Number Theory, 128(6):1516-1554. 1471
1413 [9] Chhaibi, R., Madaule, T., Najnudel, J. (2018), On the maximum of the CSE field. Duke Math. J. 167(12): 2243-2345. 1472
[10] Déring, H., Eichelsbacher, P.. Moderate deviations for the determinant of Wigner matrices. In: Eichelsbacher, P, Elsner, G., Kosters, H., Lowe,
1414 M., Merkl, E, Rolles, S., eds. Limit Theorems in Probability, Statistics and Number Theory. Berlin: Springer Berlin Heidelberg, pp. 253-275. 1473
1415 [11] Doéring, H., Eichelsbacher, P. (2013). Moderate deviations via cumulants. J. Theoret. Prob. 26(2): 360-385. 1474
1416 [12] Diaconu, A., Goldfeld, D., Hoffstein, J. (2003). Multiple Dirichlet series and moments of zeta and L-functions. Compositio Math. 139(3): 297-360. 1475
1417 [13] Fazzari, A. (2021). A weighted central limit theorem for log |¢(1/2 + it)|. Mathematika 67(2): 324-341. 1476
1418 [14] Fyodorov, Y.V, Hiary, G. A., Keating, J. P. (2012). Freezing transition, characteristic polynomials of random matrices, and the Riemann zeta function. 1477
Phys. Rev. Lett. 108(17): 170601.
1419 [15] Fyodorov, Y. V,, Keating, J. P. (2014). Freezing transitions and extreme values: random matrix theory, and disordered landscapes. Philos. Trans. Royal 1478
1420 Soc. A: Math., Phys. Eng. Sci. 372(2007): 20120503. 1479
1421 [16] Féray, V., Méliot, P-L., Nikeghbali, A. (2016). Mod-¢ convergence. Springer Briefs in Probability and Mathematical Statistics. Cham: Springer. 1480
1422 Normality Zones and Precise Deviations. 1481
1423 [17] Harper, A.]J. (2013). Sharp conditional bounds for moments of the Riemann zeta function. arXiv:1305.4618. 1482
[18] Harper, A.]. (2019). On the partition function of the Riemann zeta function, and the Fyodorov-Hiary-Keating conjecture. arXiv:1906.05783.
1424 [19] Heath-Brown, D. R. (1981). Fractional moments of the Riemann zeta-function. J. London Math. Soc. 2, 65-78. 1483
1425 [20] Hughes, C. P, Keating, J. P,, O’Connell, N. (2001). On the characteristic polynomial of a random unitary matrix. Comm. Math. Phys. 220(2): 429-451. 1484
1426 [21] Hardy, G. H,, Littlewood, J. E. (1918). Contributions to the theory of the Riemann zeta-function and the theory of the distribution of primes. Acta 1485
1427 Math. 41: 119-196. 1486
1428 [22] Hiary, G., Odlyzko, A. (2012). The zeta function on the critical line: numerical evidence for moments and random matrix theory models. Math. 1487
Comput. 81(279):1723-1752.
1429 [23] Heap, W, Radziwill, M., Soundararajan, K. (2019). Sharp upper bounds for fractional moments of the Riemann zeta function. Q. J. Math. 70(4): 1488
1430 1387-1396. 1489
1431 [24] Heap, W., Soundararajan, K. (2020). Lower bounds for moments of zeta and L-functions revisited. arXiv:2007.13154. 1490
1432 [25] Ingham, A. E. (1926). Mean-value theorems in the theory of the Riemann zeta-function. Proceedings of the London Mathematical Society, 2(1): 1491
273-300.
1433 [26] Ivic, A. (1985). Riemann zeta-function. A Wiley-Interscience Publication. New York: John Wiley & Sons (reissue, Dover, Mineola, New York, 2003). 1492
1434 [27] Katz, N. M., Sarnak, P. (1999). Random Matrices, Frobenius Eigenvalues, and Monodromy, Vol. 45. Providence, RI: American Mathematical Society. 1493
1435 [28] Keating, J. P, Snaith, N. C. (2000). Random matrix theory and ¢ (1/2 + it). Commun. Math. Phys. 214(1): 57-89. 1494
1436 [29] J. Najnudel. (2018). On the extreme values of the Riemann zeta function on random intervals of the critical line. Probab. Theory Related Fields 1495
1437 172(1/2): 387-452. 1496
1438 [30] Radziwill, M. (2011). Large deviations in Selberg’s central limit theorem. arXiv:1108.5092. 1497
1439 [31] Ramachandra, K. (1994). Some remarks on the mean-value of the Riemann zeta-function and other Dirichlet series. IV. J. Indian Math. Soc. (N.S.), 1498
60(1/4): 107-122.
1440 [32] Radziwill, M., and Soundararajan, K. (2013). Continuous lower bounds for moments of zeta and L-functions. Mathematika, 59(1): 119-128. 1499
1441 [33] Sage Developers. (2020). SageMath, the Sage Mathematics Software System (Version 9.1). Available at: https://www.sagemath.org. 1500
1442 [34] Soundararajan, K. (2009). Moments of the Riemann zeta function. Ann. of Math. (2), 170(2): 981-993. 1501
1443 [35] Titchmarsh, E. C. (1986). The Theory of the Riemann Zeta-Function, 2nd ed. Oxford: Oxford University Press. 1502
[36] Tsang, K.-M. (1984). The distribution of the values of the Riemann zeta-function. PhD thesis, Princeton University, Princeton, NJ.
1444 [37] Vanlalngaia, R. (2017). Explicit Mertens Sums. Integers, 17:A11. 1503
1445 1504
1446 1505
1447 1506
1448 1507
1449 1508
1450 1509
1451 1510
1452 1511
1453 1512
1454 1513
1455 1514
1456 1515
1457 1516
1458 1517
1459 1518
1460 1519
1461 1520
1462 1521
1463 1522
1464 1523
1465 1524
1466 1525
1467 1526
1468 1527

1469 1528



