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We present fast algorithms for the summation of Dyson series and the inchworm Monte Carlo method 
for quantum systems that are coupled with harmonic baths. The algorithms are based on evolving 
the integro-differential equations where the most expensive part comes from the computation of bath 
influence functionals. To accelerate the computation, we design fast algorithms based on reusing the 
bath influence functionals computed in the previous time steps to reduce the number of calculations. It 
is proven that the proposed fast algorithms reduce the number of such calculations by a factor of O (N), 
where N is the total number of time steps. Numerical experiments are carried out to show the efficiency 
of the method and to verify the theoretical results.

 2022 Elsevier B.V. All rights reserved.

1. Introduction

In classical thermodynamics, many processes are irreversible due to the dissipation of energy. To describe such an effect at the quantum 
level, quantum dissipation has been widely studied in the literature, and one of the successful approaches is the Caldeira-Leggett model 
[8,9], which assumes that the quantum system is coupled with a harmonic bath. The presence of the bath leads to non-Markovian and 
irreversible dynamics of the quantum system. The system-bath dynamics has also been extensively used to study quantum decoherence, 
which leads to classical behavior of the quantum systems. In addition to its theoretical importance, the model is widely used to describe 
interaction of a quantum system with its environment, and has applications in a number of fields including quantum optics [5], quantum 
computation [38], and dynamical mean field theory [20].

The main challenge for simulating Caldeira-Leggett type models lies in the huge degrees of freedom associated with the harmonic bath, 
which makes the direct calculation of the wave function impossible in practice. For decades, many techniques for dimension reduction 
have been developed in order to avoid solving the harmonic bath directly. Some classical numerical methods based on path integrals, such 
as the quasi-adiabatic propagator path integral (QuAPI) method [28,32], the iterative QuAPI-based methods [27,30] and the hierarchical 
equations of motion (HEOM) [45], introduce the bath effects using the influence functional [19] and can produce numerically exact 
results, while a considerably large memory cost is often required. A wave function-based approach known as the multiconfiguration time-
dependent Hartree (MCTDH) method [2,33], as well as its multilayer formulation (ML-MCTDH) [47], has achieved impressive success in 
molecular systems, although they may become harder to converge for the nonequilibrium heat transport in the Caldeira-Leggett model 
[11].

Another conventional approach to the system-bath dynamics is the generalized quantum master equation (GQME) [52,37,34] obtained 
by applying the Nakajima-Zwanzig projection operator, which reduces the dissipative bath term to a memory kernel. Such formulation 
provides an exact integro-differential equation for simulating the reduced dynamics. However, the evaluation of the memory kernel could 
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Fig. 1. Two cases of bath correlation invariance B(τ1,τ2) = B(τ ′
1,τ ′

2).

be challenging due to its dependence on the projector. To alleviate this difficulty, [42,51] have proposed new approaches to calculating the 
memory kernel based on its projection-free formulations. The transfer tensor method (TTM) [10] based on the discretization of GQME is 
later introduced, which is also applied [41] in a method called the time evolving density matrix using orthogonal polynomials algorithm 
(TEDOPA) [13,39] to reduce the size of the propagator. Further development on the evaluation of memory kernel includes [24] where the 
memory kernel is related to the evolution of a reduced system propagator which is numerically computed by ML-MCTDH, and [22] which 
computes the memory kernel based on semiclassical trajectories.

An alternative to these deterministic approaches gaining popularity in the recent years is a class of stochastic methods known as 
the diagrammatic quantum Monte Carlo (dQMC) [40,49], which have been shown to be powerful in describing the equilibrium physics 
of impurity models. The underlying idea is to replace the expensive high-dimensional integrals in the Dyson series of the quantum 
observable by the average of unbiased samples of diagrammatic expansions [12,35,48]. For example in GQME, the memory kernel can 
be evaluated stochastically using the real time path integral Monte Carlo [16,15]. However, such an approach severely suffers from the 
notorious numerical sign problem [12,7,6], meaning that the variance of the numerical solution grows at least exponentially with time. 
To maintain the accuracy of the results, a large number of Monte Carlo samples need to be drawn as time increases, leading to an 
extremely expensive computational cost on the evaluation of the bath influence functional. To mitigate the sign problem, many techniques 
such as stochastic unraveling of influence functionals [44] and multilevel blocking Monte Carlo [26,18,36] have emerged throughout the 
past several decades. Recently, the inchworm Monte Carlo method [14,12] based on the partial resummation of Dyson series has been 
proposed, which has proven impressive capability to relieve the sign problem both numerically [11,7] and theoretically [6]. Nevertheless, 
the computations of the bath influence functional remain to be the major bottleneck [4,50] even after such reductions. In this paper, we 
consider a strategy to further reduce the cost of bath calculations in the summation of Dyson series and inchworm Monte Carlo method.

The central idea to reduce bath calculations lies in the invariance of the influence functional in Dyson series or inchworm method, 
which is formulated as a summation over some pairwise bath interactions. In detail, the expected value of an observable O can be written 
as tr

(
ρ(0)eit H O e−it H

)
with ρ(0) being the initial density matrix and H the quantum Hamiltonian. In the diagrammatic Monte Carlo 

methods, such an expression is often denoted using the unfolded Keldysh contour [21] plotted in Fig. 1. By Wick’s theorem, computing 
the trace requires us to evaluate the correlation function B(τ1, τ2) of two time points −t ≤ τ1 ≤ τ2 ≤ t , which can be diagrammatically 
represented as an arc in Fig. 1. This two-point correlation function satisfies the translational invariance (when τ1 and τ2 are on the same 
side of the origin) and the stretching invariance (when τ1 and τ2 are on different sides of the origin). Making use of this property can 
greatly reduce the computational cost for the bath calculation.

Let us remark that the invariance of the two-point correlation function is also utilized in the recently proposed SMatPI (small matrix 
decomposition of the path integral) method [31], which is an improved version of the iterative QuAPI method. In SMatPI, the bath 
integrand factor is computed using the Feynman-Vernon influence functional. The SMatPI method groups a number of paths into some 
small matrices, and using the translational invariance of the Feymann-Vernon influence functional, the information in the small matrices 
can be directly used in future time steps without being recalculated. In our method, the bath influence functional is the sum of a lot of 
diagrams, and the reuse of previously calculated functionals avoids recomputation of all the translated or stretched diagrams included, 
which significantly enhances the computational efficiency.

The rest of this paper is organized as follows. In Section 2, we introduce the spin-boson model and its Dyson series expansion. An 
integro-differential equation associated with Dyson series is then derived, based on which we propose a fast algorithm where the previous 
bath calculations are reused. An analysis on computational cost is included to examine the performance of the proposed algorithm. 
Such framework is then applied to Section 3 where the more complicated inchworm Monte Carlo method is studied. Some numerical 
experiments are carried out in Section 4 to verify the theoretical results in Section 2 and 3, and test the order of convergence of the fast 
algorithms. Finally, some conclusions and discussions are given in Section 5.

2. Fast calculation of time evolution of Dyson series

2.1. Introduction to spin-boson model and Dyson series

We study the system-bath dynamics described by the von Neumann equation for the density matrix ρ(t)

i
dρ

dt
= [H,ρ] := Hρ − ρH, (1)

where the Schrödinger picture Hamiltonian H is a Hermitian operator on the Hilbert space H = Hs ⊗ Hb , with Hs and Hb representing 
respectively the Hilbert spaces associated with the system and the bath. The Hamiltonian H consists of the Hamiltonians of the system 
and the bath, as well as a coupling term describing the interaction of the system and the bath. Assuming that the coupling term has the 
tensor-product form, we have

H = Hs ⊗ Idb + Ids ⊗ Hb + W s ⊗ Wb,

where Hs, W s ∈ Hs , Hb, Wb ∈ Hb , and Ids, Idb are the identity operators for the system and the bath, respectively. In our paper, we take 
the common assumption that the bath is modeled by a larger number of harmonic oscillators. While the algorithms discussed in this work 
can be easily generalized to any multiple-state open quantum systems, we only consider the simplest system modeled by a single spin. 
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Such a problem contains most difficulties in the treatment of the system-bath coupling, which is known as the spin-boson model to be 
introduced below.

2.1.1. Spin-boson model
As one fundamental example of the system-bath dynamics [46,23,17], the spin-boson model assumes that

Hs = span{|0〉 , |1〉}, Hb =
L⊗

l=1

(
L2(R3)

)
,

where L is the number of harmonic oscillators in the bath. The corresponding Hamiltonians are

Hs = εσ̂z + %σ̂x, Hb =
L∑

l=1

1
2
(p̂2

l + ω2
l q̂2

l )

Here σ̂x , σ̂z are Pauli matrices satisfying σ̂x |0〉 = |1〉, σ̂x |1〉 = |0〉, σ̂z |0〉 = |0〉, σ̂z |1〉 = − |1〉, and the parameters ε , % are respectively the 
energy difference between two spin states and the frequency of the spin flipping. In the bath Hamiltonian Hb , the notations p̂l , q̂l and ωl
are respectively the momentum operator, the position operator and the frequency of the lth harmonic oscillator. The coupling operators 
are given by

W s = σ̂z, Wb =
L∑

l=1

clq̂l,

where cl is the coupling intensity between the lth harmonic oscillator and the spin.
The density matrix solving (1) can be written as ρ(t) = e−it Hρ(0)eit H , and we assume its initial value has the separable form ρ(0) =

ρs ⊗ ρb with the initial bath ρb being the thermal equilibrium exp(−βHb), where β is the inverse temperature. We are interested in the 
evolution of the expectation for a given observable O  = O s ⊗ Idb acting only on the system, defined by

〈O (t)〉 := tr(Oρ(t)) = tr(O e−it Hρ(0)eit H ) = tr(ρs ⊗ ρbeit H O se−it H ) = trs(ρsG(−t, t)) (2)

where the propagator G(−t, t) := trb(ρbeit H O se−it H ) is a 2 × 2 Hermitian matrix due to the cyclic property of the trace operator:

G(−t, t)† = trb(eit H†
O †

se−it H†
ρ†

b) = trb(eit H O se−it Hρb) = trb(ρbeit H O se−it H ) = G(−t, t). (3)

2.1.2. Dyson series
Due to the high dimensionality of the space Hb , it is impractical to solve e±it H directly. One feasible approach is to apply the method 

of quantum Monte Carlo to approximate G(−t, t) numerically. It is well known that G(−t, t) can be expanded into the following Dyson 
series (for derivation, see [7]):

G(−t, t) = eit Hs O se−it Hs +
+∞∑

m=1

im
∫

−t≤s≤t

ds(−1)#{s<0}U (0)(−t, s, t) · Lb(s), for t ≥ 0. (4)

The above formula is interpreted as:

• Integral notation: for any a ≤ A

∫

a≤s≤A

ds :=
A∫

a

dsm

sm∫

a

dsm−1 · · ·
s2∫

a

ds1.

• #{s < 0}: number of components in s = (s1, s2, · · · , sm) that are less than 0.
• System associated functional U (0):

U (0)(−t, s, t) = G(0)
s (sm, t)W sG(0)

s (sm−1, sm)W s · · · W sG(0)
s (s1, s2)W sG(0)

s (−t, s1), (5)

where

G(0)
s (si, sf) =






e−i(sf−si)Hs , if si ≤ sf < 0,

e−i(si−sf)Hs , if 0 ≤ si ≤ sf,

eisf Hs O seisi Hs , if si < 0 ≤ sf.

(6)

• Bath influence functional Lb:

Lb(s1, · · · , sm) =






0, if m is odd;∑

q∈Q(s)

∏

(s j ,sk)∈q

B(s j, sk), if m is even, (7)
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where B : {(τ1, τ2) | τ1 ≤ τ2} →C is the two-point bath correlation whose value only relies on the difference of the absolute values of 
the two variables:

B(τ1,τ2) = B∗(%τ ) = 1
π

∞∫

0

J (ω)

[
coth

(
βω

2

)
cos(ω%τ ) − i sin(ω%τ )

]
dω (8)

with

%τ = |τ1| − |τ2|.
The explicit formula of the single-variable function B∗(·) depends on the real-valued spectral density J (ω). The set Q(s) is given by:

Q(s1, · · · , sm) =
{
{(s j1 , sk1), · · · , (s jm/2 , skm/2)}

∣∣∣ { j1, · · · , jm/2,k1, · · · ,km/2} = {1, · · · ,m}, jl < kl for any l = 1, · · · ,m/2
}
.

(9)

To get some intuition behind the definition of the bath influence functional, we consider a simple case m = 4, where the equation (7)
turns out to be

Lb(s1, s2, s3, s4) = B(s1, s2)B(s3, s4) + B(s1, s3)B(s2, s4) + B(s1, s4)B(s2, s3), (10)

which can be graphically represented by the following diagrams:

Lb(s1, s2, s3, s4) = + + . (11)

In the diagrammatic representation above, each diagram refers to a product B(·, ·)B(·, ·) where each arc connecting a pair of bullets 
denotes the corresponding two-point correlation. For general m, the value of the corresponding bath influence functional is the sum of all 
possible combinations of such pairings, and the number of these diagrams is (m − 1)!!. Since the bath influence functional vanishes when 
m is odd, the right-hand side of (4) actually only sums over terms with even m.

To evaluate G(−t, t), one may truncate the Dyson series at a sufficiently large even integer M̄ and evaluate those high-dimensional 
integrals on the right-hand side using Monte Carlo integration, resulting in the bare dQMC. More specifically, one can draw M samples 
of {m(i), s(i)} independently according to a certain distribution P (m, s) for m = 2, · · · , M̄ and s satisfying −t ≤ s1 ≤ · · · ≤ sm ≤ t . Then 
G(−t, t) can be approximated by

G(−t, t) ≈ eit Hs O se−it Hs + 1
M

M∑

i=1

1
P (m(i), s(i))

· im
(i)

(−1)#{s(i)<0}U (0)(−t, s(i), t)Lb(s(i)). (12)

The numerical solution obtained via bare dQMC has been proved to have a variance that grows double exponentially with respect to t
[6]. Therefore, the number of samples M should increase with t accordingly to achieve sufficient accuracy at the final time. Hence, the 
computational cost of the Monte Carlo approximation, especially the expensive evaluation of the bath influence functional Lb , also grows 
double exponentially with time. To mitigate this problem, in the next section, we will formulate an integro-differential equation which 
gives the time evolution of G(−t, t). Thus some bath influence functionals obtained when computing G(−t′, t′) with t′ < t can be reused 
when computing G(−t, t). Before that, however, we first present the following useful properties of the bivariate functions G(0)

s (·, ·) and 
B(·, ·) appearing in the definitions of U (0) and Lb:

Proposition 1.

• For any si ≤ sf , we have

G(0)
s (−sf,−si) = G(0)

s (si, sf)
† for si .= 0 and sf .= 0,

B(−sf,−si) = B(si, sf).
(13)

• For any si ≤ sf and %t ≥ 0, we have

B(si, sf) =






B(si − %t, sf − %t), if si ≤ sf < 0,

B(si + %t, sf + %t), if 0 < si ≤ sf,

B(si − %t, sf + %t), if si < 0 ≤ sf.

(14)

• For any si , sf and %t satisfying si ≤ sf ≤ 0 ≤ si + %t ≤ sf + %t, we have

B(si + %t, sf + %t) = B(si, sf). (15)

(13) can be verified by a case-by-case argument under different settings of si and sf and its detailed proof is placed in Appendix A. 
(14) and (15) are the results derived by the definition of the two-point correlation (8). We remark that due to the existence of O s in the 
definition of G(0)

s (·, ·), the first equality in (13) does not hold when si or sf equal to 0.
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2.2. Integro-differential equation for the propagator

To derive the integro-differential equation, we begin with calculating the derivative of G(−t, t). By definition (4),

G(−(t + %t), (t + %t))

= ei(t+%t)Hs O se−i(t+%t)Hs +
+∞∑

m=2
m is even

im
∫

−t≤s≤t

ds(−1)#{s<0}U (0)(−(t + %t), s, t + %t) · Lb(s)

−
+∞∑

m=2
m is even

im
−t∫

−(t+%t)

ds1

∫

s1≤s2···≤sm≤t

ds2 · · ·dsm(−1)#{{si}m
i=2<0}U (0)(−(t + %t), s, t + %t) · Lb(s)

+
+∞∑

m=2
m is even

im
t+%t∫

t

dsm

∫

−(t+%t)≤s1≤···sm−1≤sm

ds1 · · · dsm−1(−1)#{{si}m−1
i=1 <0}U (0)(−(t + %t), s, t + %t) · Lb(s).

Here we split all integrals into three parts based on the distribution of the time sequences. Note that a minus sign is added before the 
second summation above since s1 is restricted within [−(t +%t), −t] in this term and thus (−1)#{s<0} = −(−1)#{{si }m

i=2<0} . This expression 
allows us to differentiate G(−t, t) by the definition of the derivative:

d
dt

G(−t, t) = lim
%t→0

G(−(t + %t), (t + %t)) − G(−t, t)
%t

= d
dt

(
eit Hs O se−it Hs

)
+

+∞∑

m=2
m is even

im
∫

−t≤s≤t

ds(−1)#{s<0} d
dt

U (0)(−t, s, t) · Lb(s)

−
+∞∑

m=2
m is even

im
∫

−t≤s2≤···≤sm≤t

ds2 · · ·dsm(−1)#{{si}m
i=2<0}U (0)(−t,−t, s2, · · · , sm, t) · Lb(−t, s2, · · · , sm)

+
+∞∑

m=2
m is even

im
∫

−t≤s1≤···≤sm−1≤t

ds1 · · · dsm−1(−1)#{{si}m−1
i=1 <0}U (0)(−t, s1, · · · , sm−1, t, t) · Lb(s1, · · · , sm−1, t).

(16)

Using the definition (5) of U (0) , the derivative in the first series is computed by

d
dt

U (0)(−t, s, t) = d
dt

(
G(0)

s (sm, t)
)

W sG(0)
s (sm−1, sm)W s · · · W sG(0)

s (s1, s2)W sG(0)
s (−t, s1)

+ G(0)
s (sm, t)W sG(0)

s (sm−1, sm)W s · · · W sG(0)
s (s1, s2)W s

d
dt

(
G(0)

s (−t, s1)
)

= iHsU (0)(−t, s, t) − iU (0)(−t, s, t)Hs.

Note that d
dt

(
eit Hs O se−it Hs

)
= iHseit Hs O se−it Hs − ieit Hs O se−it Hs Hs , which yields

d
dt

(
eit Hs O se−it Hs

)
+

+∞∑

m=2
m is even

im
∫

−t≤s≤t

ds(−1)#{s<0} d
dt

U (0)(−t, s, t) · Lb(s) = i[Hs, G(−t, t)]. (17)

As for the other two series on the right-hand side of (16), we can simplify them by using

U (0)(−t,−t, s, t) = W sU (0)(−t, s, t), U (0)(−t, s, t, t) = U (0)(−t, s, t)W s.

Summarizing all the simplifications of (16), we obtain

d
dt

G(−t, t) = i[Hs, G(−t, t)]+
+∞∑

m=1
m is odd

im+1
( ∫

−t≤s≤t

ds(−1)#{s<0}W sU (0)(−t, s, t)Lb(s, t)

−
∫

−t≤s≤t

ds(−1)#{s<0}U (0)(−t, s, t)W sLb(−t, s)
)
.

(18)

Note that m takes odd values in (18) since the underlined time sequences in (16) have odd numbers of components. The equation (18)
has already provided us an integro-differential equation to work on. However, we may make further simplification by combining the two 
integrals into one using the following lemma:

5
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Lemma 1. For any time sequence −t < s1 < · · · < sm < t, define s′
i = −sm+1−i for i = 1, · · · , m. Then −t < s′

1 < · · · < s′
m < t and

U (0)(−t, s′, t) = U (0)(−t, s, t)† for si .= 0, i = 1, · · · ,m, (19)

Lb(−t, s′) = Lb(s, t). (20)

The statement (19) for the system associated U (0) can be checked by

U (0)(−t, s′, t) = G(0)
s (s′

m, t)W sG(0)
s (s′

m−1, s′
m)W s · · · W sG(0)

s (s′
1, s′

2)W sG(0)
s (−t, s′

1)

= G(0)
s (−s1, t)W sG(0)

s (−s2,−s1)W s · · · W sG(0)
s (−sm,−s′

m−1)W sG(0)
s (−t,−sm)

= G(0)
s (−t, s1)

†W sG(0)
s (s1, s2)

†W s · · · W sG(0)
s (sm−1, sm)†W sG(0)

s (sm, t)†

= U (0)(−t, s, t)†

using (13). The equation (20) can also be verified using (13). The rigorous proof can be found in Appendix A.
Now we apply the change of variables as shown in Lemma 1 to the second integral in (18). Note that (19) holds almost everywhere in 

the domain of integration. We then have
∫

−t≤s≤t

ds(−1)#{s<0}U (0)(−t, s, t)W sLb(−t, s) =
∫

−t≤s′≤t

ds′(−1)#{s′>0}U (0)(−t, s′, t)†W sLb(s′, t)

= −
∫

−t≤s′≤t

ds′(−1)#{s′<0}
(

W sU (0)(−t, s′, t)Lb(s′, t)
)†

.

(21)

In the last equality above, we have used the fact that s′ = (s′
1, · · · , s′

m) has odd number of components and thus (−1)#{s′>0} = −(−1)#{s′<0}

for almost every s′ . Inserting (21) back to (18), we reach a simpler integral-differential equation for G(−t, t):

Proposition 2. The propagator G(−t, t) satisfies the integro-differential equation

d
dt

G(−t, t) = i[Hs, G(−t, t)] +
+∞∑

m=1
m is odd

im+1
∫

−t≤s≤t

ds(−1)#{s<0}(K(s, t) + K(s, t)†) (22)

for t > 0, where

K(s, t) = W sU (0)(−t, s, t)Lb(s, t).

Based on the evolution equation (22), one can consider solving G(−t, t) iteratively using Runge-Kutta type methods. To avoid large val-
ues of m in the computation, we truncate the series up to a certain odd integer, and evaluate the high-dimensional integrals stochastically 
via Monte Carlo approximation. Compared to the original bare dQMC for the Dyson series (12), solving (22) should be more efficient as 
m decreases by 1 for each term of the summation. We also point out that the numerical methods based on the integro-differential equa-
tion preserve the Hermitian property (3) of G(−t, t) as one can easily check that the right-hand side of (22) is always Hermitian under 
Monte Carlo approximation, while this is not guaranteed by bare dQMC (12) and may be badly violated when the number of samples 
M is insufficient. Moreover, since the equation provides us the time evolution of G(−t, t), we are now able to reuse the calculated bath 
influence functionals which will give the major improvement on the efficiency of the algorithm. Our numerical method will be detailed in 
the following section.

2.3. Numerical method

To discretize (22), we consider a numerical scheme inspired by the second-order Heun’s method. For a general ordinary differential 
equation

d
dt

u(t) = f (t, u(t)), t ∈ [0, tmax],

the scheme reads

U∗
i = Ui−1 + hf (ti−1, Ui−1),

Ui = 1
2
(Ui−1 + U∗

i ) + 1
2

hf (ti, U∗
i ),

(23)

where h is the time step length, ti = i · h, and Ui is the numerical approximation of u(ti). For our integro-differential equation, the sums 
over high-dimensional integrals should be evaluated in the same way as the bare dQMC (12) using Monte Carlo approximation. In the ith 
time step, suppose we have Mi samples of time sequences Si = {s( j)

i }Mi
j=1 drawn from the domain

Ti =
M̄⋃

m=1
m is odd

T (m)
i , (24)

6
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where T (m)
i is the m-dimensional simplex defined by

T (m)
i := {s = (s1, · · · , sm) | −ti ≤ s1 ≤ · · · ≤ sm ≤ ti}, (25)

and each sampled time sequence satisfies the probability density function Pi (m, s) for m = 1, 3, · · · , M̄ . Thereby, the scheme coupling 
Heun’s method with Monte Carlo integration to approximate G(−ti, ti) is formulated as

G∗
i = Gi−1 + hi[Hs, Gi−1] + h

Mi−1

Mi−1∑

j=1

1

Pi−1(m
( j)
i−1, s( j)

i−1)
· im

( j)
i−1+1 · (−1)#{s( j)

i−1<0}(K(s( j)
i−1, ti−1) + K(s( j)

i−1, ti−1)
†),

Gi = 1
2
(Gi−1 + G∗

i ) + 1
2

hi[Hs, G∗
i ] + h

2Mi

Mi∑

j=1

1

Pi(m
( j)
i , s( j)

i )
· im

( j)
i +1 · (−1)#{s( j)

i <0}(K(s( j)
i , ti) + K(s( j)

i , ti)
†), for s( j)

i ∈ Si

(26)

for i = 1, 2, · · · , N where Nh = tmax with initial condition G0 = O s . The set of samples Si are drawn independently according to the 
distribution Pi . We remark that one can apply higher order schemes to achieve better order of accuracy with respect to step length h. 
Throughout the current work, however, we use the Heun’s method which can already provide satisfactory numerical results. The accuracy 
of discretization will be verified by numerical tests later in Section 4.2. We also refer readers to the numerical experiments in [7, Section 
7], where Heun’s method is applied to a number of spin-boson simulations and shows good performance.

The major computational cost lies in the evaluation of K(s, ti) in each time step. While evaluating each K(s, ti), the bath influence 
functional Lb(s, ti) is generally much more expensive than the U (0)(−ti, s, ti), especially when m is large. In fact, the computational cost 
of Lb , which is essentially the hafnian of a matrix [1], grows at least exponentially with respect to m using some recent indirect methods 
such as Björklund’s algorithm [3] or the inclusion-exclusion principle [50], while the cost of U (0) grows only linearly with m since U (0) is 
a product of 2m + 1 matrices as defined in (5). A comparison of the computational time for these two parts will be performed later in 
Section 4.3.

Due to the high computational cost of Lb , the purpose of this paper is to reduce the number of bath influence functionals to be 
computed during the evolution of G(−t, t). While the straightforward application of the numerical scheme (26) requires computation of 
different bath influence functionals in different time steps, by the invariance of the two-point bath correlation given in Propositions (13)
to (15), we can actually reuse some bath influence functionals that have been calculated in previous time steps to improve the overall 
efficiency. This idea utilizes the following property of Lb , which can be easily derived from (14):

Proposition 3. Given s = (s1, · · · , sm) ∈ T (m)
i for i = 1, · · · , N − 1 and odd number m = 1, 3, · · · , M̄, define the operator I j(s) = (s̃1, · · · , ̃sm) such 

that

s̃k =
{

sk + jh, if sk ≥ 0,

sk − jh, if sk < 0
(27)

for k = 1, · · · , m and j = 0, 1, · · · , N − i. We have I j(s) ∈ T (m)
i+ j and

Lb(I j(s), ti+ j) = Lb(s, ti).

This proposition shows that a class of bath influence functionals has the same value, and thus we just need to compute one of them 
if multiple influence functionals appear in our computation. To illustrate how such reuse can be applied to the scheme (26), we consider 
the following simple example, where we only sample one time sequence with m = 1 (so the sequence actually reduces to a point) in each 
time step and consider the time evolution of the scheme up to t = 3h:

(i) in the first time step, we pick a sample s1 ∈ (−h, h). Here we assume s1 is negative which can be denoted by the black dot in the top 
panel of Fig. 2. The corresponding bath influence functional Lb(s1, h) = B(s1, h) is then calculated and can be denoted by blue arc;

(ii) in the second time step, I1(s1) = s1 − h is a sample in T (1)
2 whose bath influence functional can be directly obtained from 

Lb(I1(s1), 2h) = Lb(s1, h) according to Proposition 3. Such reuse of computed bath influence functionals can be visualized as a 
stretch of the blue arc by length h in Fig. 2, and the value of the blue arc is invariant after being stretched. In addition to reuse of 
calculations, we sample a new time point s2 ∈ (−2h, 2h) and calculate Lb(s2, 2h). In Fig. 2, we assume s2 is positive and Lb(s2, 2h)
is represented by the red arc;

(iii) at t = 3h, the blue arc can be further stretched by another time step h and the value remains the same, meaning that we again 
obtain the bath influence functional directly using Lb(I2(s1), 3h) = Lb(s1, h) where I2(s1) = s1 − 2h ∈ T (1)

3 . Similarly, we can also 
reuse Lb(I1(s2), 3h) = Lb(s2, 2h) with I1(s2) = s2 + h ∈ T (1)

3 , which corresponds to shifting the red arc to the right by h. Afterwards, 
we draw another new sample s3 ∈ (−3h, 3h) and calculate Lb(s3, 3h) denoted by the green arc.

For general m, this reuse of bath influence functionals can be similarly understood by replacing the arcs by the summation of diagrams 
such as in (10). We remark that such invariance does not hold for the system functional U (0) , which does not have a similar property as 
Proposition 3 due to the existence of O s in its definition.

As can be observed from Fig. 2, given any time sequence s j at the jth time step for j < i, shifting or stretching it to Ii− j(s j) always 
moves the nodes away from t = 0 by at least length h. This means all the samples obtained by stretching or shifting have no time points 
falling between −h and h. As a result, the samples for the ith time step cannot be only inherited from previous time steps. To complete 
the sampling of Ti , we also need to draw extra samples from T̂ i = ⋃M̄

m=1
m is odd

T̂ (m)
i where

7
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Fig. 2. Calculation reuse of Lb(si , ti) for m = 1. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

T̂ (m)
i =

{
(s1, · · · , sm) ∈ T (m)

i

∣∣ ∃ s j such that −h < s j < h
}

. (28)

For example, in Fig. 2, the nodes building up the red diagrams in (−2h, 2h) and green diagrams (−3h, 3h) should be newly drawn from 
T̂2 and T̂3 respectively since these diagrams can never be obtained from shifting or stretching diagrams at previous time steps. Based on 
the definition (28), we may express T (m)

i as

T (m)
i =

i⋃

j=1

Ii− j(T̂ (m)
j )

where Ii− j(T̂ (m)
j ) is the collection of time sequences which are shifted or stretched from jth step:

Ii− j(T̂ (m)
j ) = {Ii− j(s) | s ∈ T̂ (m)

j }.

One may easily see that Ii− j(T̂ (m)
j ) are pairwise disjoint for j = 1, · · · , i and thus

i∑

j=1

|T̂ (m)
j | =

i∑

j=1

|Ii− j(T̂ (m)
j )| = |T (m)

i |. (29)

Hence the volume of each T̂ (m)
j can be calculated by

|T̂ (m)
j | = |T (m)

j | − |T (m)
j−1| =

1
m! [(2t j)

m − (2t j−1)
m]. (30)

To implement the numerical scheme (26), we sample time sequences Ŝi ⊂ T̂ i in each step and evaluate the corresponding bath influ-
ence functionals. Afterwards, we construct Si by combining the new samples Ŝi with the old samples Ii− j(Ŝ j) for j = 1, · · · , i − 1 whose 
bath influence functionals can be directly reused by Proposition 3, and then evaluate Gi according to (26). Such a procedure is described 
by the Algorithm 1.

Algorithm 1 Dyson series

1: input Ŝi = {s( j)
i }M̂i

j=1 ⊂ T̂ i for i = 1, · · · , N
2: Set G0 ← Id
3: for i from 1 to N do
4: Compute L̂i = {Lb(s( j)

i , ti)}M̂i
j=1

5: Set Si ← ⋃i
j=1 Ii− j(Ŝ j) 2 Shift/stretch samples

6: Set Li ← ⋃i
j=1 L̂ j 2 Reuse bath calculation

7: Compute Gi by scheme (26) based on Si and Li
8: end for
9: return Gi for i = 1, · · · , N

To complete the implementation, we need to specify the sampling strategy for the input Ŝi , which is associated with the probability 
density function Pi(m, s) in (26). Ideally, the number of samples in Ŝi should be proportional to the integral of the absolute value of the 
bath influence functional:

M̂(m)
i ∝

∫

s∈T̂ (m)
i

ds|Lb(s, ti)| =
∫

s∈T̂ (m)
i

ds

∣∣∣∣∣∣

∑

q∈Q(s,ti)

∏

(s j ,sk)∈q

B(s j, sk)

∣∣∣∣∣∣
. (31)

In practice, as the integral is difficult to evaluate, we replace B(s j, sk) by an empirical constant B ∈ (0, max |B|), so that

M̂(m)
i = M̂(1)

1

λ̂
· |T̂ (m)

i | · m!!B m+1
2 = M̂(1)

1

λ̂
· (2ti)

m − (2ti−1)
m

(m − 1)!! · B m+1
2 (32)

where λ̂ = 2Bh is the normalizing factor. In the numerical implementation, one may first assign M̂(1)
1 = M̂0, and the other M̂(m)

i
can then be set as the nearest integer to the right-hand side of the formula above. Afterwards, we generate each time sequence s =
(s1, · · · , sm) ∈ T̂ (m)

i by drawing a sample from the uniform distribution U (T̂ (m)
i ). The following theorem provides the explicit expression 

for the probability density Pi(m, s) appearing in scheme (26):

8
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Proposition 4. For any i = 1, 2, · · · , N and m = 1, 3, · · · , M̄, Pi(m, s) is given by

Pi(m, s) = 1
λi

· m!!B m+1
2 (33)

where

λi =
M̄∑

m′=1
m′ is odd

(2ti)
m′

(m′ − 1)!! · B m′+1
2

Proof. For any time sequence s which is obtained by either reuse or newly sampling in each step, we have P (s ∈ T (m)
i ) ∝ M(m)

i where 
M(m)

i is the number of time sequences with m components in ith step. According to our sampling strategy,

M(m)
i =

i∑

j=1

M̂(m)
j = M̂0

λ̂
· m!!B m+1

2 ·
i∑

j=1

|T̂ (m)
j | = M̂0

λ̂
· m!!B m+1

2 · |T (m)
i |

where we have used the relation (29) for the last inequality. Note that the time sequences Si used in scheme (26) are constructed the 
samples drawn from the pairwise disjoint U [Ii− j(T̂ (m)

j )], and the number of these samples locating in each Ii− j(T̂ (m)
j ) is proportional to 

the volume |Ii− j(T̂ (m)
j )| according to (32). Therefore, any time sequence in Si can be considered as a sample drawn in U [T (m)

i ] and thus 
we reach the conclusion (33) by

Pi(m, s) = P (s ∈ T (m)
i |s ∈ Ti) · 1

|T (m)
i |

= P (s ∈ T (m)
i )

∑M̄
m′=1

m′ is odd
P (s ∈ T (m′)

i )
· 1

|T (m)
i |

= 1
∑M̄

m′=1
m′ is odd

|T (m′)
i | · m′!!B m′+1

2

· m!!B m+1
2 . !

2.4. Implementation of Algorithm 1 with low memory cost

In general, the reuse of bath calculations described in Algorithm 1 requires storing of all time sequences (Line 5) as well as bath 
influence functionals (Line 6) in a simulation, which will lead to a high memory cost when the number of samples is large. However for 
Dyson series, the linearity of its governing equation (22) allows us to implement the reuse algorithm at a much lower memory cost. To 
begin with, we apply the scheme (26) recursively and get the following explicit formula for any Gi :

Gi = α̃i O s + 1
2

h
i−1∑

k=1

α̃i−k−1(α + α̃)(βk + β
†
k) + 1

2
h(βi + β

†
i ) (34)

where the operator α = 1 + ih[Hs, ·] and α̃ = 1
2 (1 + α2). βi is the average of Monte Carlo samples s = (s1, · · · , sm)

βi = 1
Mi

Mi∑

j=1

γi(s( j)
i ) · U (0)(−ti, s( j)

i , ti)Lb(s( j)
i , ti) with γi(s) = 1

Pi(m, s)
· im+1 · (−1)#{s<0}.

Note that the direct evaluation of Gi by (34) requires the storage of all reusable Lb . To avoid this, we consider the following resumma-
tion of βi according to where the samples are originally generated:

βi = θi1 + θi2 + · · · θii (35)

where the partial sum

θik := 1
Mi

M̂k∑

j=1

γi

(
Ii−k(ŝ( j)

k )
)

· U (0)(−ti,Ii−k(ŝ( j)
k ), ti)Lb(Ii−k(ŝ( j)

k ), ti)

stands for the part of calculations where the samples are shifted or stretched from kth step. Note that any kth column of

θ11,

θ21, θ22,

· · · , · · · , · · · ,

θi1, θi2, · · · , · · · , θii,

· · · , · · · , · · · , · · · , · · · ,

θN1, θN2, · · · , · · · , · · · , θN N ,

(36)

9
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shares the same bath influence functionals with the value {Lb(ŝ( j)
k , tk)}M̂k

j=1 according to the Proposition 3. Therefore, once we have com-

puted one Lb(ŝ( j)
k , tk), it is added to all θik for i = k, · · · , N and then can be discarded and thus we need to only store one single bath 

influence functional to obtain all θkk′ for 1 ≤ k′ ≤ k ≤ N . In the end, the total memory cost for computing Gi for i = 1, · · · , N will only be 
the storage of these θkk′ , which are essentially (N + 1)N/2 two-by-two matrices.

2.5. Analysis on computational cost

To conclude the discussion on the summation of Dyson series, we examine the computational cost that is saved by reusing the bath 
influence functionals. Specifically, we consider the ratio 1 − #{ŝ(m)}/#{s(m)} for various m where

#{ŝ(m)} = M̂(m)
1 + M̂(m)

2 + · · · + M̂(m)
N ,

#{s(m)} = M(m)
1 + M(m)

2 + · · · + M(m)
N .

Here #{ŝ(m)} denotes the number of (m + 1)-point bath influence functionals that one needs to evaluate up to Nth time step in our 
algorithm, and #{s(m)} denotes the corresponding number if all bath influence functionals are to be calculated. For example in Fig. 2, we 
have #{ŝ(1)} = 3 as the blue and red diagrams need to be computed only once. However, without reusing the existing information, one 
then has to draw all the time sequences independently and compute the corresponding #{s(1)} = 6 (3 blue arcs, 2 red arcs and 1 green 
arc) bath influence functionals. Therefore, we have achieved a 50% reduction of the computational cost in this example. In general, by (32)
we have

#{ŝ(m)} = M̂0

λ̂
·
(
|T̂ (m)

1 | + |T̂ (m)
2 | + · · · + |T̂ (m)

N |
)

· m!!B m+1
2

= M̂0

λ̂
· |T (m)

N | · m!!B m+1
2 = M̂0

λ̂
·
√

B(2
√

BtN)m

(m − 1)!!
and

#{s(m)} = M̂0

λ̂
·
(

N|T̂ (m)
1 | + (N − 1)|T̂ (m)

2 | + · · · + |T̂ (m)
N |

)
· m!!B m+1

2

= M̂0

λ̂
·

N∑

i=1

|T (m)
i | · m!!B m+1

2 = M̂0

λ̂
·

N∑

i=1

√
B(2

√
Bti)

m

(m − 1)!! .

(37)

Hence, for a given m, the percentage of the computational cost that one can save is given by

1 − #{ŝ(m)}
#{s(m)} = 1 − Nm

1m + 2m + · · · + Nm =: R(m)(N) (38)

which only relies on the number of time steps N .
Below we plot the graphs of R(m) (dashed lines) for various m up to t = 5 with the time step length h = 0.05 in Fig. 3, which are 

all monotonically increasing and thus one may benefit a higher reduction of computational cost from the bath calculation reuse for 
longer time simulations. In addition, the curves become lower as m grows, indicating that the bath influence functionals with smaller 
m are reused more frequently for fixed N . This observation can be diagrammatically understood in Fig. 2. In general, a time sequence 
s = (s1, · · · , sm) with larger m is more likely to have one of its components falling in (−h, h), so that its bath influence functional has to 
be newly evaluated. However, the value of m usually does not go too large for the purpose of computing Dyson series. When m = M̄ = 25, 
one can still expect an around 77% reduction in bath computations at t = 5. As time further evolves, we may apply the Faulhaber’s formula 
[25]

1m + 2m + · · · + Nm ∼ Nm+1

m + 1
as N → +∞ (39)

to get the asymptotic behavior of R(m):

R(m)(N) ∼ 1 − m + 1
N

. (40)

Below we will take into account all choices of m and estimate the overall reduction of the computational cost. Let T (m) denote the 
average wall clock time for the evaluation of Lb(s1, · · · , sm, t), the overall savings of the computational time spent on bath computations 
is then estimated as

RT(N,h,B) = 1 −

∑M̄
m=1

m is odd
#{ŝ(m)} · T (m)

∑M̄
m=1

m is odd
#{s(m)} · T (m)

. (41)

In our implementation, the bath influence functional is computed using a recently proposed fast algorithm based on the inclusion-
exclusion principle [50, Section 2], whose computational complexity is O (2m). Thereby, asymptotically we have

10
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Fig. 3. Graphs of R(m) and Rasy
T for Dyson series (left: M̄ = 13, right: M̄ = 25).

RT ∼ Rasy
T := 1 −

∑M̄
m=1

m is odd
#{ŝ(m)} · 2m

∑M̄
m=1

m is odd
#{s(m)} · 2m

= 1 −
∑ M̄+1

2
m=1

(4
√

BtN )2m−1

(2m−2)!!
∑ M̄+1

2
m=1

∑N
i=1

(4
√

Bti)2m−1

(2m−2)!!
where B is the parameter describing the amplitude of two-point correlation. For large N , this can be approximated by

Rasy
T ∼ 1 − M̄ + 1

N
,

which agrees with Fig. 3 where Rasy
T (solid lines) converges to R(M̄) as t grows. This behavior is due to the fact that more bath influence 

functionals with m = M̄ are sampled when t gets larger, and the cost for the evaluation of these (M̄ + 1)-point functionals becomes 
dominant. For the same reason, the graph of Rasy

T becomes closer to R(M̄) as B increases.

3. Fast implementation of inchworm Monte Carlo method

The idea of the fast algorithm for summing Dyson series can also be applied to the inchworm Monte Carlo method introduced in [7], 
which computes the two-variable full propagator G(si, sf), which generalizes G(−t, t) defined in (4) to any initial time point si ∈ [−t, t]\{0}
and final time point sf ∈ [si, t]\{0}. Similar to (22), the inchworm method can also be formulated as an integro-differential equation 
with bath influence functionals of any time series between si and sf inside the integral. This structure again allows us to reuse the bath 
influence functionals computed in previous time steps. Below we will review the formulas of the inchworm Monte Carlo method before 
introducing our numerical method.

3.1. Introduction to inchworm Monte Carlo method

3.1.1. Full propagator
The full propagator G(si, sf) is formulated by

G(si, sf) = G(0)
s (si, sf) +

+∞∑

m=2
m is even

im
∫

si≤s≤sf

ds(−1)#{s<0}U (0)(si, s, sf) · Lb(s), (42)

where G(0)
s (si, sf) is given in (6). When si = sf , it is defined as G(si, sf) = Id. Note that this definition is consistent with the Dyson series 

(4) if we set si = −t and sf = t . The following properties of G(·, ·) will be found useful later in the numerical method:

Proposition 5.

• Shift invariance: For any %t ≥ 0, if sf + %t < 0 or si ≥ 0, we have

G(si + %t, sf + %t) = G(si, sf). (43)

• Conjugate symmetry: For any −t ≤ si ≤ sf < t, we have

G(−sf,−si) = G(si, sf)
† (44)

11
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• Jump condition: G(·, ·) is discontinuous on the line segments [−t, 0] × {0} and {0} × [−t, 0] and

lim
sf→0+

G(si, sf) = O s lim
sf→0−

G(si, sf);

lim
si→0−

G(si, sf) = lim
si→0+

G(si, sf)O s.
(45)

The rigorous proofs for the statements above are omitted as (43) and (45) can be immediately derived by (14) and the definition of 
U (0) respectively, and the proof of (44) is identical to that of (20) in Lemma 1 by changing the variables s in the integral to s′ .

3.1.2. Integro-differential equation for G(si, sf)

The full propagator has been proved to satisfy the following integro-differential equation [7]:

∂G(si, sf)

∂sf
= sgn(sf)



iHsG(si, sf) +
+∞∑

m=1
m is odd

im+1
∫

si≤s≤sf

ds(−1)#{s<0}W sU(si, s, sf)Lc
b(s, sf)



 . (46)

Here we recall that W s is the perturbation associated with the system, and sgn(·) is the sign function. U is defined similarly to U (0) with 
the bare propagator G(0)

s (·, ·) replaced by the full propagator G(·, ·):

U(si, s, sf) = G(sm, sf)W sG(sm−1, sm)W s · · · W sG(s1, s2)W sG(si, s1). (47)

The definition of Lc
b is similar to the bath influence functional Lb :

Lc
b(s1, · · · , sm, sf) =

∑

q∈Qc(s,sf)

∏

(s j ,sk)∈q

B(s j, sk), (48)

but Qc is a subset of Q appearing in Lb which only includes “linked” pairings, which means in its diagrammatic representation any 
two points can be connected with each other using arcs as “bridges”. For example when m = 3, Lc

b(s1, s2, s3, sf) only contains one linked 
diagram in (11):

Lc
b(s1, s2, s3, sf) = = B(s1, s3)B(s2, sf). (49)

Another example for m = 5 is given by

Lc
b(s1, s2, s3, s4, s5, sf)

= + + +
:= B(s1, s3)B(s2, s5)B(s4, sf) + B(s1, s4)B(s2, s5)B(s3, sf)

+ B(s1, s4)B(s2, sf)B(s3, s5) + B(s1, s5)B(s2, s4)B(s3, sf)

(50)

which does not include the unlinked terms in the bath influence functional Lb(s1, s2, s3, s4, s5, sf) such as

:= B(s1, s2)B(s3, s5)B(s4, sf),

:= B(s1, s3)B(s2, sf)B(s4, s5), · · ·
(51)

where the pairs marked in red do not connect to the rest part of the diagrams via the arc bridges. Compared with the Dyson series, 
working with equation (46) is more advantageous as the series in the right-hand side has a faster convergence with respect to m. Also, 
Lc

b(s1, · · · , sm, sf) includes fewer diagrams than Lb(s1, · · · , sm, t) in equation (22) for the Dyson series, making its direct evaluation cheaper 
than the bath influence functional for small m. However, asymptotically the number of diagrams in Lc

b(s1, · · · , sm, sf) also grows as a 
double factorial [43], and its evaluation for large m is even more expensive than Lb(s1, · · · , sm, t) [50]. Therefore, we again look for 
possible reuse of computed bath influence functionals when evolving the numerical solution.

3.2. Numerical method

Again, we truncate the series in the integro-differential equation up to a finite M̄ as an approximation and apply the Runge-Kutta 
method for discretization on a uniform triangular mesh plotted in Fig. 4(a). For simplicity, we first consider the first-order forward Euler 
scheme:

G̃ j,k = G̃ j,k−1 + sgn(tk−1)h



iHsG̃ j,k−1 +
M̄∑

m=1
m is odd

im+1
∫

t j≤s≤tk−1

ds(−1)#{s<0}W sŨI (t j, s, tk−1)Lc
b(s, tk−1)



 (52)

for −N ≤ j < k ≤ N with N = tmax/h. Here each G̃ j,k is the approximation of the exact solution G(t j, tk) and is denoted by a dot in 
Fig. 4(a). Since U defined in (53) contains G(sk, sk−1) not on the grid points, we need to approximate U using ŨI defined by

12
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Fig. 4. An example for h = 0.1, N = 3 and t = 0.3 (left: mesh structure, right: decomposition of the domain of integration {−0.2 ≤ s1 ≤ s2 ≤ s3 ≤ 0.1}).

ŨI (t j, s1, · · · , sm, tk−1) = G̃ I (sm, tk−1)W sG̃ I (sm−1, sm)W s · · · W sG̃ I (s1, s2)W sG̃ I (t j, s1) (53)

where the interpolating function G̃ I (·, ·) satisfies G̃ I (t., tn) = G̃.,n , for all j ≤ . ≤ n ≤ k − 1, and the piecewise linear interpolation is 
adopted in our implementation. To ensure these G̃.,n are available before evaluating (53), we compute the full propagator column by 
column from left to right in Fig. 4(a). For each of these columns, we compute from top to bottom along the corresponding arrow. In order 
to better present the reuse of computed bath influence functionals, we consider the following decomposition of the domain of integration:

{s = (s1, · · · , sm) | t j ≤ s1 ≤ · · · ≤ sm ≤ tk−1} =
k−2⋃

p= j

T (m)
p,k−1 (54)

where

T (m)
p,k−1 = {(s1, · · · , sm) | tp ≤ s1 ≤ tp+1, s1 ≤ s2 ≤ · · · ≤ sm ≤ tk−1}, (55)

which are pairwise disjoint for p = j, · · · , k − 2. This decomposition can be visualized using the example in Fig. 4: when we use the 
scheme (52) to evaluate G̃−2,2 (node in red box in Fig. 4(a)), the domain of integration for m = 3 is the simplex {(s1, s2, s3) | −0.2 ≤ s1 ≤
s2 ≤ s3 ≤ 0.1} plotted in Fig. 4(b). According to the decomposition (54), this simplex can be split into T (3)

0,1 (blue tetrahedron), T (3)
−1,1 (red 

pentahedron) and T (3)
−2,1 (green pentahedron). This decomposition allows us to reuse the bath integrand factor Lc

b(s, tk−1) when computing 
an integral in (52) via

∫

t j≤s≤tk−1

ds(−1)#{s<0}W sŨI (t j, s, tk−1)Lc
b(s, tk−1) =

∫

t j+1≤s≤tk−1

ds(integrand) +
∫

s∈T (m)
j,k−1

ds(integrand) (56)

where the value of Lc
b(s, tk−1) in the second integral above has been obtained when calculating G̃ j+1,k , while Lc

b(s, tk−1) in the last 
integral should be newly evaluated. This reuse of bath calculation can also be understood by the same example in Fig. 4: when evaluating 
G̃−2,2, the values of Lc

b(s, 0.1) for s = (s1, s2, s3) in {−0.1 ≤ s1 ≤ s2 ≤ s3 ≤ 0.1} (points in blue and red pentahedra) can be reused from 
G̃−1,2 (node in blue box in Fig. 4(a)), and Lc

b(s, 0.1) for s ∈ T (2)
−2,1 (points in the green pentahedron) are to be calculated newly. However, 

we remark that such reuse does not apply to the entire integrand as the value of ŨI replies on the t j , which are different in G̃−2,2 and 
G̃−1,2.

At this point, we draw time sequences Sp,k−1 := {s(i)
p,k−1}

Mp,k−1
i=1 from T p,k−1 = ⋃M̄

m=1
m is odd

T (m)
p,k−1 and approximate the sum of integrals 

in (52) using Monte Carlo method. The numerical scheme becomes

G j,k = G j,k−1 + sgn(tk−1)h

[

iHsG j,k−1 + 1
∑k−2

p= j Mp,k−1

k−2∑

p= j

Mp,k−1∑

i=1

1

P j,k−1(m
(i)
p,k−1, s(i)

p,k−1)
×

× im
(i)
p,k−1+1

(−1)
#{s(i)

p,k−1<0}W sUI (t j, s(i)
p,k−1, tk−1)Lc

b(s(i)
p,k−1, tk−1)

]

where the function P j,k−1(m, s) gives the probability density of (m, s) in 
⋃k−2

p= j T p,k−1, and the functional UI is similarly defined as (53)

with all G̃ I replaced by G I . The reuse of bath influence functionals stated in (56) is also reflected in the above scheme: when evaluating 
G j,k , Lc

b(s(i)
p,k−1, tk−1) for p = j +1, · · · , k −2 have already been obtained when computing G j+1,k , and Lc

b(s(i)
p,k−1, tk−1) for p = j should be 

newly calculated. Such implementation also indicates that one should follow a proper order to evolve the scheme, which will be discussed 
in detail in the next section.

13
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Fig. 5. An example for N = 3 (left: time evolution of inchworm Monte Carlo method, right: sampling and reuse strategy).

To achieve a higher convergence order in time, we now put Heun’s method (23) into this framework and the corresponding inchworm 
Monte Carlo method reads:

G∗
j,k =G j,k−1 + sgn(tk−1)h

[

iHsG j,k−1 + 1
∑k−2

p= j Mp,k−1

k−2∑

p= j

Mp,k−1∑

i=1

1

P j,k−1(m
(i)
p,k−1, s(i)

p,k−1)
×

× im
(i)
p,k−1+1

(−1)
#{s(i)

p,k−1<0}W sUI (t j, s(i)
p,k−1, tk−1)Lc

b(s(i)
p,k−1, tk−1)

]

,

G j,k =1
2
(G j,k−1 + G∗

j,k) + 1
2

sgn(tk)h

[

iHsG∗
j,k + 1

∑k−1
p= j Mp,k

k−1∑

p= j

Mp,k∑

i=1

1

P j,k(m
(i)
p,k, s(i)

p,k)
×

× i(m
(i)
p,k+1)

(−1)
#{s(i)

p,k<0}W sU∗
I (t j, s(i)

p,k, tk)Lc
b(s(i)

p,k, tk)

]

(57)

where U∗
I in the second stage is given by

U∗
I (t j, s1, · · · , sm, tk+1) = G∗

I (tm, sk+1)W sG∗
I (sm−1, sm)W s · · · W sG∗

I (s1, s2)W sG∗
I (t j, s1)

with

G∗
I (t., tn) =

{
G.,n, if (.,n) .= ( j,k + 1),

G∗
j,k+1, if (.,n) = ( j,k + 1).

In general, the inchworm Monte Carlo method (57) for the integro-differential equation (46) is similar to the scheme (26) for Dyson series, 
but for the inchworm method, some special care needs to be taken at time t = 0, which will be detailed in the next section.

3.2.1. General procedure of the inchworm Monte Carlo method
To apply the numerical scheme (57) accurately and efficiently, we need to take the properties of G(·, ·) into consideration, which leads 

us to the rules below that we should follow during the implementation:

(R1) The evolution of the numerical scheme should begin with the boundary value G j, j = Id for j = −N, . . . , N , which are denoted by the 
red dots in Fig. 5(a).

(R2) Due to the discontinuities, when j = 0 or k = 0 (blue dots in Fig. 4(a)), G j,k is considered to be multiple-valued, and we use G0±,k
and G j,0± respectively to represent the approximation of the left and right limits lim

s→0±
G(s, tk) and lim

s→0±
G(t j, s). By the jump condition 

(45), we have the relation

G j,0+ = O sG j,0− and G0−,k = G0+,k O s for − N ≤ j ≤ −1,1 ≤ k ≤ N.

In particular, the boundary value on the discontinuities are given by: G0+,0+ = G0−,0− = Id and G0−,0+ = O s . Consequently, the 
interpolation of G I appearing in the functional UI should satisfy

lim
s→0±

G I (t j, s) = G j,0± , lim
s→0±

G I (s, tk) = G0±,k,

lim
s→0+

lim
s̃→0+

G I (s̃, s) = lim
s→0−

lim
s̃→0−

G I (s, s̃) = Id, lim
s→0−

lim
s̃→0+

G I (s, s̃) = O s

and the conditions for G∗
I in U∗

I are similar. This rule is indispensable in our implementation to keep the second-order convergence 
rate in time of the Heun’s method.

14
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Fig. 6. Calculation reuse of Lc
b(s1, s2, s3, tk) along the path G−1,0 → G−2,1 → G−3,2.

(R3) We only compute G j,k locating in the green triangle in Fig. 5(a) excluding the origin. Afterwards, the value of G−k,− j is obtained 
by the conjugate symmetry (44). In addition, the following full propagators are assigned with the same values according to the shift 
invariance (43):

G−N,−N+ j = G−N+1,−N+ j+1 = · · · = G− j−1,−1 = G− j,0− ,

G N− j,N = G N− j−1,N−1 = · · · = G1, j+1 = G0+, j for 1 ≤ j ≤ N − 1.
(58)

Algorithm 2 Evolution of inchworm Monte Carlo method

1: input Sp,k = {s(i)
p,k}

Mp,k
i=1 ⊂ T p,k and Lp,k = {Lc

b(s(i)
p,k, tk)}

Mp,k
i=1 for −N ≤ p ≤ k − 1 and 0 ≤ k ≤ N

2: Set G j, j ← Id for j = −N, · · · , −1, 0−, 0+, 1, · · · , N and G0−,0+ ← O s 2 Initial condition
3: for n from 1 to N do 2 Time evolution on nth thick segment in Fig. 5(a)
4: Compute G−n,0− by (57) and set G−n,0+ ← O s G−n,0− , G0±,n ← G−n,0∓ 2 Compute blue dots
5: for .1 from 1 to n do 2 Compute inside quadrant IV
6: Compute G−n,.1 by (57) and set G−.1,n ← (G−n,.1 )†

7: end for
8: for .2 from 1 to N − n − 1 do 2 Assign values in quadrant I and III
9: Set G−n−.2,−.2 ← G−n,0− and G.2,n+.2 ← G0+,n

10: end for
11: end for
12: return G j,k for −N ≤ j ≤ k ≤ N

We are now ready to sketch the implementation of the numerical scheme (57) in Algorithm 2. For the example in Fig. 5(a), the 
computation of full propagators should be first carried out on the thick red segment, followed by the blue thick segment and finally the 
black one. Such order of calculation is to guarantee that the values of shorter propagation Gn,. for j ≤ n ≤ . ≤ k are available before 
computing G j,k as argued previously. On each of these segments, we only evaluate G j,k in the green triangle from left to right, and the 
rest dots on the same segment can be directly assigned according to (R3). With the evolution of numerical scheme clarified, we now focus 
on the efficient construction of the input Sp,k and Lp,k , which will be specified in the next section.

3.2.2. Time sequence sampling and reuse of bath calculation
Due to the invariance and symmetry of the full propagators, one only needs to evaluate G j,k in the green triangular area in Fig. 5(a) 

where the index ( j, k) satisfies 0 ≤ k ≤ − j and −N ≤ j ≤ −1. Since computing G j,k requires samples in T p,k−1 for j ≤ p ≤ k − 2 and T p,k
for j ≤ p ≤ k − 1 (see (57)), we need to prepare time sequences Sp,k and calculate Lp,k for −N ≤ p ≤ k − 1 and 0 ≤ k ≤ N according to 
the splitting (54). These indices (p, k) are denoted by the green nodes (both “×” and “•”) in Fig. 5(b). In fact, we can focus only on those 
“•” nodes since the set of samples Sp,k for (p, k) on “×” nodes can be obtained by shifting the samples in Sp−k,0:

s(i)
p,k = s(i)

p−k,0 + tk 1 for 0 ≤ p < k ≤ N

where 1 is the row vector with all its components being 1. We can then use (15) to directly assign the bath value for these “×” nodes:

Lc
b(s(i)

p,k, tk) = Lc
b(s(i)

p−k,0,0).

Note that this cannot be applied to the green “•” nodes as the corresponding (s(i)
p,k, tk) contains both positive and negative entries and 

thus the condition of (15) cannot be satisfied.
From here, we will only work with Sp,k with “•” indices and consider the reuse of bath influence functionals for inchworm Monte 

Carlo method. Since the full propagator is now defined in the two-dimensional half-space, we have multiple paths following which the 
bath influence functionals can be reused and each of these paths is represented by an arrow in the quadrant IV of Fig. 5(b). For example, 
the red arrow denotes the reuse of Lc

b(s1, · · · , sm, tk) for calculating G−1,0 → G−2,1 → G−3,2, which is illustrated in Fig. 6. When m = 3, 
each Lc

b(s1, s2, s3, tk) is represented by a linked diagram as defined in (49), where the time sequence (s1, s2, s3) denoted by the three 
dots is a sample in T (3)

p,k . Note that in each diagram, the leftmost dot marked in red should always be restricted within [tp , tp+1] by the 
definition of T (m)

p,k . One can easily see that Proposition 3 also applies to Lc
b . Hence, by the stretching invariance, the diagrams with the 

same color have the same functional value. In addition, we remark that the shifting invariance such as the reuse of red arc in Fig. 2 is no 
longer considered now since the left end tp and right end tk satisfy tp < 0 ≤ tk for all “•” nodes in Fig. 5(b).
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Similar to algorithm for Dyson series, we consider the sample space T̂ p,k from which we draw new time sequences in each time step 
(e.g., the blue diagram in (−h, 0), the red diagram in (−2h, h) and the green diagram in (−3h, 2h)). To do this, we generalize (28) to two 
indices:

T̂ (m)
p,k =

{
(s1, · · · , sm) ∈ T (m)

p,k

∣∣ − h < tk < h or ∃ si such that − h < si < h
}

, (59)

where p = −N, · · · , −1 and k = 0, · · · , N . The volume of T̂ (m)
p,k is similarly given by the relation:

|T̂ (m)
p,k | =

{
|T (m)

p,k | − |T (m)
p+1,k−1|, if − N ≤ p ≤ −2,1 ≤ k ≤ N,

|T (m)
p,k |, if p = −1 or k = 0,

(60)

where |T (m)
p,k | can be calculated by the definition (55):

|T (m)
p,k | =

tp+1∫

tp

ds1

∫

s1≤s2≤···≤sm

ds2 · · · dsm = 1
m! [(tk−p)m − (tk−p−1)

m]. (61)

In general, our algorithm for inchworm Monte Carlo method is summarized in Algorithm 3. Lines 2–9 build up the time sequences 
Sp,k and bath influence functionals Lp,k along the arrows in Fig. 5(b) following the strategy similar to Algorithm 1 for the Dyson series, 
and Lines 10–14 construct Sp,k and Lp,k with “×” indices. The sampling method for the input Ŝp,k is also similar to that for the Dyson 
series: the number of samples in Ŝp,k is set as

M̂(m)
p,k = M̂0

λ̂
· |T̂ (m)

p,k | · m!!B m+1
2 (62)

where M̂0 = M̂(1)
−1,0 and λ̂ = Bh. Each sample is again generated according to the uniform distribution U (T̂ (m)

p,k ). The formula of the 
density function P j,k(m, s) used in the numerical scheme is then given by the following proposition:

Proposition 6. For any −N ≤ j < k ≤ N and m = 1, 3, · · · , M̄,

P j,k(m, s) = 1
λ j,k

· m!!B m+1
2 (63)

where

λ j,k =
M̄∑

m′=1
m′ is odd

(tk− j)
m′

(m′ − 1)!! · B m′+1
2

The proof of this proposition is almost identical to that of Proposition 4 and thus omitted.

Algorithm 3 Efficient implementation of inchworm Monte Carlo method

1: input Ŝp,k = {s(i)
p,k}

M̂p,k
i=1 ⊂ T̂ p,k for −N ≤ p ≤ −1 and 0 ≤ k ≤ N

2: for n from 1 to N do 2 Reuse on the arrows covering (N − n + 1) “•” in Fig. 5(b)
3: for . from 0 to N − n do

4: Compute L̂−1−.,n+. = {Lc
b(s( j)

−1−.,n+., tn+.)}M̂−1−.,n+.

j=1 2 Arrows starting from p = −1

5: Compute L̂−n−.,. = {Lc
b(s( j)

−n−.,., t.)}
M̂−n−.,.

j=1 2 Arrows starting from k = 0

6: Set S−1−.,n+. ← ⋃.
j=0 I j(Ŝ−1,n); S−n−.,. ← ⋃.

j=0 I j(Ŝ−n,0) 2 Stretch samples

7: Set L−1−.,n+. ← ⋃.
j=0 L̂−1,n; L−n−.,. ← ⋃.

j=0 L̂−n,0 2 Reuse ̂L values
8: end for
9: end for

10: for n from 1 to N do 2 Assign values of “×”
11: for . from 1 to N − n + 1 do

12: Set S−n+.,. ← {s( j)
−n,0 + t. · 1(m( j)

−n,0)}M̂−n,0
j=1 and L−n+.,. ← L̂−n,0

13: end for
14: end for
15: return Sp,k and Lp,k for −N ≤ p ≤ k − 1 and 0 ≤ k ≤ N

Remark 1. Unlike the method based on Dyson series, low memory cost implementation for inchworm method is not available. The system 
factor U∗

I in the numerical scheme (57) now depends on the previously computed full propagators, which prohibits the preparation of 
all the partial sums like we did in Section 2.5. Consequently, these sums have to be computed sequentially, and all the bath influence 
functionals have to be stored to gain the efficiency. One possible workaround for long-time simulations is to restrict the memory length 
like in the iterative QuAPI method [28]. We will leave this to future works.
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3.3. Analysis on computational cost

We again examine the computational cost saved after reusing the bath calculations for inchworm Monte Carlo method. By (62), the 
total number of samples in Ŝp,k with “•” indices in Fig. 5(b) is in general given by

#{ŝ(m)} = M̂0

λ̂
·
(

N∑

n=1

N−n∑

.=0

|T̂ (m)
−1−.,n+.| + |T̂ (m)

−n−.,.|
)

· m!!B m+1
2 (64)

where |T̂ (m)
p,k | is summed along the arrows in the quadrant IV. Applying the relation (60) on each arrow yields

#{ŝ(m)} = M̂0

λ̂
·
(

N∑

n=1

|T (m)
−1−N+n,N | + |T (m)

−N,N−n|
)

· m!!B m+1
2

= M̂0B
m+1

2

λ̂(m − 1)!!
·
[
(t2N)m + (t2N−1)

m − (tN)m − (tN−1)
m]

.

On the other hand, similar to (37) for Dyson series, the number of all time sequences, denoted by #{s(m)}, is expressed by (64) with the 
volume |T̂ (m)

p,k | replaced by |T (m)
p,k |. Note that the value of |T (m)

p,k | only depends on the difference k − p according to (61), we therefore have

#{s(m)} = M̂0

λ̂
·





2N∑

i=1

∑

−N≤p≤−1,
0≤k≤N,
k−p=i

|T (m)
p,k |




· m!!B m+1

2

= M̂0

λ̂
·




N∑

j=1

j ·
(t j)

m − (tm
j−1)

m! +
2N∑

j=N+1

(2N − j + 1) ·
(t j)

m − (tm
j−1)

m!



 · m!!B m+1
2

= M̂0B
m+1

2

λ̂(m − 1)!!
·




2N∑

j=N+1

(t j)
m −

N−1∑

j=1

(t j)
m



 .

Thus, for the order-m bath influence functionals, the proportion of the computational cost saved by the reuse is

R(m)(N) = 1 − #{ŝ(m)}
#{s(m)} = 1 − (2N)m + (2N − 1)m − (N)m − (N − 1)m

∑2N
j=N+1( j)m − ∑N−1

j=1 ( j)m
. (65)

For large N , the denominator can again be estimated by Faulhaber’s formula (39):

2N∑

j=N+1

( j)m −
N−1∑

j=1

( j)m =
2N∑

j=1

( j)m − 2
N−1∑

j=1

( j)m − Nm ∼ (2N)m+1 − 2(N − 1)m+1

m + 1
− Nm,

yielding the following asymptotic growth of R(m):

R(m)(N) ∼ 1 − 1 − ( 1
2 )m+1

1 − ( 1
2 )m

· m + 1
N

, (66)

which also converges to 1 at the rate O ( 1
N ). It can be seen that this asymptotic value is close to 1 − (m + 1)/N as in (40) for the Dyson 

series, especially for large m. In particular, one can check that (38) and (65) are equal when m = 1. This similarity can be verified by 
the graphs of R(m) in Fig. 7 where the dashed lines are almost identical to those in Fig. 3 for Dyson series, suggesting that inchworm 
Monte Carlo method can benefit the same reduction in the computational cost of Lc

b(s1, · · · , sm) after reusing the bath calculations. By 
further taking the computational complexity of Lc

b(s1, · · · , sm) into consideration, which is O (αm) with α ≈ 2.1258 upon applying the 
inclusion-exclusion principle [50, Section 3], the overall reduction of the computational cost can again be formulated as (41) with T (m)

denoting the average wall clock time on evaluating Lc
b(s1, · · · , sm, sf), which has the following asymptotic behavior:
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Fig. 7. Graphs of R(m) and Rasy
T for inchworm Monte Carlo method (left: M̄ = 13, right: M̄ = 25).

RT ∼ Rasy
T = 1 −

∑M̄
m=1

m is odd
#{ŝ(m)} · αm

∑M̄
m=1

m is odd
#{s(m)} · αm

= 1 −
∑ M̄+1

2
m=1

(
√

Bα)2m−1

(2m−2)!! ·
[
(t2N)2m−1 + (t2N−1)

2m−1 − (tN)2m−1 − (tN−1)
2m−1]

∑ M̄+1
2

m=1
(
√

Bα)2m−1

(2m−2)!! ·
(∑2N

j=N+1(t j)2m−1 − ∑N−1
j=1 (t j)2m−1

)

∼ 1 −
(M̄ + 1)

(
2 − ( 1

2 )M̄)
)

2
(

1 − ( 1
2 )M̄)

) · 1
N

as N → +∞.

This ratio again converges to R(M̄) as shown by the solid lines in Fig. 7.

4. Numerical experiments

In our numerical experiments, we consider the spin-boson model where the system Hamiltonian has the energy difference ε = 1 and 
frequency of the spin flipping % = 1. For the bath influence functional, we assume an Ohmic spectral density

J (ω) = π

2

L∑

l=1

c2
l

ωl
δ(ω − ωl)

where the number of modes is set as L = 400. The coupling intensity cl and frequency of each harmonic oscillator ωl above are respectively 
given by

cl = ωl

√
ξωc

L
[1 − exp(−ωmax/ωc)], ωl = −ωc ln

(
1 − l

L
[1 − exp(−ωmax/ωc)]

)
, l = 1, · · · , L

where the maximum frequency is set as ωmax = 4ωc . Hence, the two-point correlation (8) is formulated as

B(τ1,τ2) =
L∑

l=1

c2
l

2ωl

[
coth

(
βωl

2

)
cos

(
ωl%τ

)
− i sin

(
ωl%τ )

]
.

In Fig. 8, we plot the amplitude of the two-point correlation with Kondo parameter ξ = 0.4, inverse temperature β = 5 and primary 
frequency ωc = 2.5 as the orange curve. The empirical constant B appearing in (32) and (62) should then be chosen between (0, 1.2). 
Larger B will lead to more time sequences sampled with large m, and thus a higher computational cost. In practice, one may start with 
a relatively small B to see whether the variance is small enough. If not, one may then increase B and repeat the simulation. According 
to our tests, choosing B = 0.2 provides satisfactory results. We will also consider another numerical example with ξ = 0.2 for which the 
modulus of the two-point bath correlation is given by the blue curve in Fig. 8. The corresponding B is set to be 0.1. For all our numerical 
examples in this section, we truncate the series in (22) and (46) by M̄ = 11.
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Fig. 8. Two-point correlation functions for different Kondo parameters (orange: ξ = 0.4, blue: ξ = 0.2).

Fig. 9. Evolution of 〈σ̂z(t)〉 under different settings of the Kondo parameter (left: ξ = 0.2, right: ξ = 0.4).

4.1. Evolution of observable

To validate our numerical method, we first apply our reuse of bath calculations to both coupling intensities and compare the evolution 
of the observables to the results of classical methods. The observable of interest is set to be O  = σ̂z ⊗ Idb which only acts on the system, 
and the initial density matrix ρ = ρs ⊗ ρb is given by

ρs = |0〉 〈0| and ρb = Z−1 exp(−βHb) ,

where Z is a normalizing factor satisfying tr(ρb) = 1. The evolution of observable 〈σ̂z(t)〉 is then evaluated discretely by

〈σ̂z(nh)〉 ≈ 〈0| G−n,n |0〉 for n = 0,1, · · · , N

where G−n,n is computed by either scheme (26) for Dyson series or scheme (57) for inchworm Monte Carlo method.
In our numerical tests, we set the time step to be h = 0.05. It is generally believed that the inchworm Monte Carlo method requires 

less samples than the summation of the Dyson series. Therefore we set the initial number of samples M̂0 to be 105 for the solver of the 
Dyson equation (22), and set M̂0 = 104 for the inchworm Monte Carlo method. In Fig. 9, we plot the numerical results of observable for 
both Kondo parameters. The results by iterative QuAPI method [28,29] are also given as the reference solutions. In the left panel, the two 
curves are hardly distinguishable and both match the reference solution well. In the right panel, however, an obvious difference between 
two curves can be observed after t = 2.5 and the result of the iterative QuAPI method indicates that the inchworm Monte Carlo method 
gives a better approximation. This is due to the fact that the larger amplitude of B(τ1, τ2) with ξ = 0.4 makes the Dyson series harder to 
converge with respect to m for long time simulations. As a result, the truncation M̄ = 11 is no longer sufficient for Dyson series, but still 
works for the inchworm Monte Carlo method thanks to its faster convergence as mentioned in Section 3.1.2.
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Fig. 10. Evolution of 〈σ̂z(t)〉 for various time step lengths.

Table 1
Wall clock time (seconds) on evaluating a given U (0)(−t, s1, · · · , sm, t) and Lb(s1, · · · , sm, t).

m 1 3 5 7 9 11

U (0) 6.8000e-05 1.1800e-04 1.8000e-04 2.0800e-04 2.3200e-04 3.6500e-04
Lb 1.0100e-04 3.2800e-04 6.7200e-04 0.0011 0.0016 0.0023

4.2. Accuracy test

To verify the accuracy of the numerical discretization by Heun’s method used throughout this paper, we plot the results of 〈σ̂z(t)〉
computed by both algorithms with different time steps in Fig. 10. The parameters of simulations are set to be the same as the left panel 
of Fig. 9. For Dyson series, the result of h = 0.05 is indistinguishable with the result of h = 0.025 by naked eyes, while the curve for 
h = 0.1 still shows observable discrepancy with the other two lines. Note that h = 0.05 is used for the simulations in Fig. 9, which is 
now proven to be reliable according to our accuracy test. For the inchworm Monte Carlo method, the convergence is achieved at a coarser 
grid h = 0.1, which is possibly due to the smaller number of terms in the bath influence functional. As a comparison, we also plot the 
results by first-order Forward Euler scheme (dashed curves), which obviously have not converged at h = 0.05. This shows the advantage 
of Heun’s method in terms of the accuracy of time discretization. While the second-order Heun’s scheme is sufficient to produce accurate 
simulations up to t = 3 in the current work, it is also worthwhile to consider higher-order or implicit schemes for the integral-differential 
equations (22) and (46) to achieve better accuracy and stability.

4.3. Efficiency test

We now examine the computational time that can be saved by reusing the bath calculations. The experiments are carried out using 
MATLAB on AMD Ryzen 7 4800H CPU, and we use the parameters for the orange curve (ξ = 0.4) in Fig. 8 for the efficiency tests.

We first compare the wall clock time on evaluating a given system associated U (0) with that on Lb appearing in the integrand of 
Dyson series. As shown in Table 1, the evaluation of Lb is more expensive than U (0) in terms of time consumed for all choices of m. 
As m increases, this difference becomes larger due to the linear complexity of U (0) and exponential complexity of Lb . Therefore, the 
computational cost on the bath influence functional dominates the overall evaluation of a given Dyson series. Similar conclusion for the 
inchworm Monte Carlo method can be drawn by Table 2, where we list the wall clock time of UI and Lc

b in the scheme (57). Here both 
Lb and Lc

b are computed using the fast algorithms based on inclusion-exclusion principle as mentioned previously. Instead of directly 
summing the linked diagrams in (50), a given Lc

b(s, t) is evaluated indirectly under such algorithms which relies on the value of Lb(s, t)
as well as Lb(s̃, t) for some subsequences s̃ ⊂ s, making Lc

b in general more expensive than Lb despite the fact that Lc
b contains fewer 

diagrams. We refer the readers to [50] for more details of the algorithm. On the other hand, the computation of UI defined by (53) in 
inchworm method is faster than U (0) defined by (5) in Dyson series since each matrix G I in UI is obtained by linear interpolation, which 
is cheaper than G(0)

s in U (0) where a matrix exponential is to be computed.
In Fig. 11, we plot the theoretical savings in computational time spent on bath computations RT defined by (41) as the yellow solid 

lines, where the average wall clock time T (m) for Lb in Dyson series and Lc
b in inchworm Monte Carlo method are respectively assigned 

with the values in Table 1 and 2. The graphs of R(1) and R(11) are also plotted as the reference. As augured in Section 2.5 and 3.3, RT is 
always bounded by R(1) and R(11) .

Meanwhile, we carry out two sets of numerical simulations under both methods with the initial number of samples M̂0 = 100. In 
the first set of simulations, we apply the bath calculation reuse and record the total time spent on the bath influence functional up to 
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Table 2
Wall clock time (seconds) on evaluating a given UI (si, s1, · · · , sm, sf) and Lc

b(s1, · · · , sm, sf).

m 1 3 5 7 9 11

UI 2.8000e-05 5.3000e-05 7.2000e-05 1.2600e-04 1.5900e-04 1.7000e-04
Lc

b 8.8000e-05 4.0200e-04 0.0010 0.0025 0.0053 0.0118

Fig. 11. Overall savings of computational time spent on bath calculations.

nth time step as T̂ (n), while the second set are implemented without reusing calculations and the time consumed on bath is denoted by 
T (n). Then we may use the ratio

Rreal
T (n) = 1 − T̂ (n)/T (n)

to measure the overall saving in time in real implementations, which are plotted as the purple solid lines in Fig. 11. Since each evaluation 
on Lb or Lc

b cannot cost exactly the same amount of time, some oscillations can be observed in the purple curves. Nevertheless, Rreal
T

generally matches the theoretical RT as t grows, and thus we have verified the complexity analysis in Section 2.5 and 3.3. As time further 
evolves, we may expect the overall saving in time to gradually converge to R(11) (orange dashed lines). Therefore, asymptotically the bath 
calculation reuse can achieve a total reduce in computational time at around the percentage 1 − 12

n for both Dyson series and inchworm 
Monte Carlo method for this example according to (40) and (66).

4.4. Order of convergence

As both numerical methods we have developed are stochastic schemes based on Monte Carlo, it is of interest to study the convergence 
rate of the standard derivation of the numerical solution with respect to the initial number of samples M̂0. In this experiment, we fix 
the time step length as h = 0.1 and compute up to t = 1. The parameter setting for the two-point correlation is given as ωc = 1, ξ = 0.1
and β = 0.2 with the empirical constant B = 0.3. We run the same simulation independently for Nexp = 1000 times, and the standard 
derivation of G−n,n is estimated as

σM̂0
(tn) =



 1
Nexp

Nexp∑

k=1

∥∥∥G[k]
−n,n − µ−n,n

∥∥∥
2

F




1/2

, for n = 0,1, · · · ,20

where ‖ · ‖F denotes the Frobenius norm. Here G[k]
−n,n is the result of kth numerical simulation, and µ−n,n should be the expectation of 

G−n,n , which in our implementation is replaced by the numerical exact solution G−n,n that is computed based on a large initial number of 
samples M̂0 = 106 for Dyson series and M̂0 = 105 for inchworm Monte Carlo method. The numerical results are shown in Fig. 12, where 
the 1/2 order of convergence for the standard derivation is obvious, indicating that the optimal convergence rate of Monte Carlo method 
is achieved in both stochastic schemes.

5. Conclusion

We propose fast algorithms by reusing calculations of bath influence functionals to accelerate the summation of Dyson series and 
inchworm Monte Carlo method in the simulation of system-bath dynamics. For Dyson series, an integro-differential equation is derived, 
allowing us to solve the evolution of the observables using classic numerical schemes such as Runge-Kutta type methods. The idea of 
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Fig. 12. Evolution of the convergence rate of the standard derivation for the numerical solution.

our fast algorithm is to make use of the invariance of the bath influence functionals so that any bath influence functional computed in 
the current time step can be reused in all the future time steps. Thanks to the linearity of the governing equation, the reuse algorithm 
for Dyson series can be implemented at a low memory cost. Such idea is then extended to the inchworm Monte Carlo method which 
computes the observables via the bivariate full propagator G(si, sf), where the bath influence functionals calculated during the computation 
G(si, sf) can be reused when computing G(si − τ , sf + τ ) for any τ > 0. According to our complexity analysis, the computational cost is 
saved by a factor of N with N being the number of time steps, which makes our algorithms efficient for long time simulations. These 
theoretical results are further verified by numerical experiments.

While we mainly focus on spin-boson model in this paper, our acceleration strategy can be also applied to general quantum systems 
interacting with the harmonic bath, where the value of two-point correlation B(τ1, τ2) only relies on the time difference %τ = |τ1| − |τ2|
as in (8). We also point out that for certain parameter settings of B(τ1, τ2), a very small truncation at M̄ = 1 or M̄ = 3 may be sufficient for 
Dyson series and inchworm Monte Carlo method (see such examples in [7, Section 7]). In these cases, computational cost on the system 
integrand factor is comparable to that on the bath as shown in Table 1 and 2. Therefore, including the system associated functional in 
the calculation reuse will be an interesting future direction. In addition, as the storage of bath influence functionals is the Achilles’ heel 
of inchworm method in the current framework, further explorations into the memory cost reduction are also worth considering in future 
works.
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Appendix A. Proof of statements

A.1. Proof of (13)

Proof. • If si ≤ sf < 0, we have

G(0)
s (si, sf)

† =
(

e−i(sf−si)Hs
)†

= e−i(si−sf)Hs ,

B(si, sf) = B∗(sf − si) = B∗(si − sf)

Since 0 < −sf ≤ −si in this case,

G(0)
s (−sf,−si) = e−i(si−sf)Hs = G(0)

s (si, sf)
†,

B(−sf,−si) = B∗(si − sf) = B(si, sf).

• If 0 < si ≤ sf , we have −sf ≤ −si < 0 and thus

G(0)
s (−sf,−si) = e−i(sf−si)Hs =

(
e−i(si−sf)Hs

)†
= G(0)

s (si, sf)
†,

B(−sf,−si) = B∗(sf − si) = B∗(si − sf) = B(si, sf).
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• If si < 0 < sf , we have −sf < 0 < −si and thus

G(0)
s (−sf,−si) = e−isi Hs O se−isf Hs =

(
eisf Hs O seisi Hs

)†
= G(0)

s (si, sf)
†,

B(−sf,−si) = B∗(si + sf) = B∗(−(si + sf)) = B(si, sf).

The above analysis excludes the special cases 0 = si ≤ sf and si < sf = 0 for which the statement for B(·, ·) is still true, while for 
G(0)

s (·, ·) in general it is not due to the presence of O s .

• If 0 = si < sf , we have −sf < 0 and

G(0)
s (−sf,−si) = G(0)

s (−sf,0) = O se−isf Hs = O sG(0)
s (si, sf)

†,

B(−sf,−si) = B(−sf,0) = B∗(sf) = B∗(−sf) = B(si, sf).

• If si < sf = 0, we have −si > 0 and

G(0)
s (−sf,−si)O s = G(0)

s (0,−si)O s = e−isi Hs O s = G(0)
s (si, sf)

†,

B(−sf,−si) = B(0,−si) = B∗(si) = B∗(−si) = B(si, sf).

• If si = sf = 0,

G(0)
s (−sf,−si) = G(0)

s (0,0) = I = G(0)
s (si, sf)

†,

B(−sf,−si) = B(0,0) = 1
π

∞∫

0

J (ω)dω = B(si, sf). !

A.2. Proof of (20) in Lemma 1

Proof. Define sm+1 = t and s′
0 = −t , we have

Lb(−t, s1, · · · , sm) =
∑

q′∈Q(−t,s′)

∏

(s′j ,s
′
k)∈q′

B(s′
j, s′

k)

=
∑

q′∈Q(−t,s′)

∏

(s′j ,s
′
k)∈q′

B(−sm+1− j,−sm+1−k)

=
∑

q′∈Q(−t,s′)

∏

(s′j ,s
′
k)∈q′

B(sm+1−k, sm+1− j)

replace j′ = m + 1 − k,k′ = m + 1 − j ⇒ =
∑

q′∈Q(−t,−s)

∏

(s′
m+1−k′ ,s′m+1− j′ )∈q′

B(s j′ , sk′)

=
∑

q′∈Q(−t,−s)

∏

(−sk′ ,−s j′ )∈q′
B(s j′ , sk′)

=
∑

q∈Q(s,t)

∏

(s j′ ,sk′ )∈q

B(s j′ , sk′) = Lb(s1, · · · , sm, t). !
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