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ABSTRACT
Variant calling is a fundamental task that is performed to iden-

tify variants in an individual’s genome compared to a reference

human genome. This task can enable better understanding of an

individual’s risk to diseases and eventually lead to new innova-

tions in precision medicine and drug discovery. However, variant

calling on a large number of human genome sequences requires

significant computing and storage resources. While access to such

resources is possible today (e.g., through cloud computing), reduc-

ing the cost of analyzing genomes has become a major challenge.

Motivated by these reasons, we address the problem of accelerating

the variant calling pipeline on a large number of human genome

sequences using a commodity cluster. We propose a novel approach

that synergistically combines data and task parallelism for different

stages of the variant calling pipeline across different sequences with

minimal synchronization. Our approach employs futures to enable

asynchronous computations in order to improve the overall cluster

utilization and thereby, accelerate the variant calling pipeline. On a

16-node cluster, we observed that our approach was 3X-4.7X faster

than the state-of-the-art Big Data Genomics software.
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1 INTRODUCTION
Genomics is regarded as a Big Data science [49]. It is projected

that between 100 million-2 billion humans could be sequenced by

2025 producing between 2-40 exabytes of genome data [49]. With

the cost of human whole-genome sequencing (WGS) falling below

$1,000 [15], WGS in large-scale studies and clinical practice have

become economically feasible. In fact, new genome sequencing

initiatives have been launched around the world [9, 11, 16] to un-

derstand COVID-19 susceptibility and severity in individuals [33].

The (diploid) human genome contains 6 billion base pairs of

deoxyribonucleic acid (DNA) [5]. DuringDNA sequencing, a sample

DNA is sliced into shorts fragments and read as a sequence of bases

(a.k.a. reads). Due to sequencing errors, a position in the genome is

covered by multiple DNA fragments resulting in millions of reads.

In essence, a human genome sequence can produce hundreds of

gigabytes of data. Such large sizes of human genome sequences pose

technical challenges for efficient storage, processing, and analysis.

Recently, companies such as Microsoft [13], Databricks [7], and

NVIDIA [14] are providing new tools and services to customers

for accelerating analytics on genomics data. Several open source

projects have emerged (e.g., GATK4 [1], ADAM-Cannoli [8, 44, 45])

that employ cluster computing frameworks, Apache Spark [52]

and Apache Hadoop [51], to manage and analyze large volumes

of genome data. Thus, there is growing interest in advancing the

state-of-the-art in processing human genomes efficiently at scale.

Once an individual’s genome is sequenced, it must be analyzed.

Variant calling is a fundamental task that is performed to iden-

tify variants in an individual’s genome compared to a reference

human genome such as single nucleotide polymorphisms (SNPs),

short insertions/deletions (indels), copy number variation, and other

structural variants [18]. Identifying these variants will enable better

understanding of an individual’s risk to diseases and eventually

lead to new innovations in precision medicine and drug discovery.

A variant calling pipeline consists of several stages [36, 50] in-

cluding reading the genome sequence data, performing alignment of

reads with a reference genome, additional pre-processing steps, and

finally, invoking a variant caller to produce raw variants. The raw

variants are further processed by variant filtering and annotation

steps. The variant calling pipeline involves several computation-

ally intensive tasks and requires significant computing and storage

resources to analyze large number of human genome sequences.

While access to such resources is possible today through cloud
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computing, reducing the cost of analyzing genomes has become a

key challenge [40, 44, 45].

Motivated by the aforementioned reasons, we propose a novel

approach called AVAH (Accelerating VAriant Calling on Human
Genomes) by leveraging asynchronous computations and cluster
computing technologies for faster execution of the variant calling
pipeline. The key contributions of our work are as follows:

• AVAH distributes the task of executing the variant calling
pipeline on the input sequences across the cluster nodes.
It synergistically combines task parallelism and data par-
allelism for different stages in the pipeline by launching
asynchronous computations using futures [35]. These com-
putations are executed in a sliding window manner on small
groups of sequences to control the degree of parallelism and
improve cluster utilization.
• AVAH employs two strategies for synchronizing different
stages of the variant calling pipeline: The first strategy uses a
synchronization barrier after every stage of the pipeline; the
second, however, only uses a synchronization barrier at the
end of the final stage of the pipeline. While both strategies
improve the overall cluster utilization, the latter is designed
to achieve the best performance.
• AVAH is built atop Apache Spark and Apache Hadoop and
leverages the APIs of existing Big Data Genomics software
that enable data parallelism. Through a detailed perfor-
mance evaluation on a 16-node commodity cluster, we show
that AVAH is significantly faster than ADAM-Cannoli, the
state-of-the-art Big Data Genomics software.

2 RELATEDWORK ANDMOTIVATION
2.1 Variant Calling Pipelines
A typical variant calling pipeline for an individual’s DNA sam-
ple [21, 36] involves a set of stages: (a) reading raw unmapped reads
(e.g., in FASTQ format [4]), (b) alignment of the reads with a refer-
ence genome (e.g., using BWA [38]) to obtain mapped reads (e.g.,
in BAM format [22]), (c) marking duplicate reads in the mapped
reads, (d) base quality score recalibration (BQSR) [17] and local
realignment around the indels (to correct sequencing errors and im-
prove accuracy of downstream processing), and finally, (f) variant
calling (e.g., using FreeBayes [19, 34], GATK HaplotypeCaller [12]).
The output file in VCF format [23] contains raw variants. Finally,
variant filtering and annotation is applied on the raw variants. In
fact, there are several pipelines for variant discovery [10, 36, 50].

In the interest of space, we discuss prior work closely related to
DNA variant calling pipelines using Apache Hadoop/Spark. Cloud-
Burst [48], CloudAligner [42], SEAL [46], and BigBWA [25] used
Apache Hadoop for speeding up the computationally-intensive
alignment stage. Hadoop-BAM was developed to support Hadoop-
based parallel I/O [43] for sequencing data. Later, SparkBWA [26]
employed Apache Spark to speed up alignment using BWA [38].
Cloud Scale-BWAMEM [29] also used Apache Spark to speed up
alignment andwas adapted for FPGAs [28]. Recently, PipeMEM [53]
used Spark pipes to speed up alignment using BWA-MEM [37].

The Broad Institute developed the GATK Best Practices Work-
flows [20], which have been widely adopted for variant discovery.
Halvade [31] parallelized the variant calling pipeline of GATK using

Figure 1: ADAM-Cannoli’s cluster utilization

MapReduce [30]. Later, GATK4 was built atop Apache Spark for
parallelization [1]. Parabricks was developed to accelerate GATK
pipelines using GPUs [14]. Nothaft et. al. [44] created ADAM and
Cannoli as part of the Big Data Genomics project [8]: ADAM was
designed to enable the processing of large genomic datasets us-
ing Spark’s primitives. ADAM supports read transformations and
correcting errors in aligned reads. Cannoli leverages pipes and
parallelizes the alignment process and variant calling by reusing
existing tools. Together, we refer to them as ADAM-Cannoli. ADAM-
Cannoli is considered the state of the art and was significantly
faster than GATK4 [44]. Our goal is similar to that of ADAM-
Cannoli – to accelerate the entire variant calling pipeline.

2.2 Motivation
While most of the prior work has focused on accelerating certain
stages of the pipeline, we investigate how to accelerate the entire
variant calling on a large collection of genome sequences.

We tested ADAM-Cannoli on a 16-node cluster in CloudLab [32]
using 98 paired-end1 whole genome sequences [3]. The variant
calling pipeline was executed without BQSR/indel realignment.
ADAM-Cannoli processed one sequence-at-a-time employing data
parallelism across all the 15 Spark worker nodes and took close to
69 hours to process all the sequences. We observed that the cluster
utilization on the worker nodes was modest at best. Figure 1 shows
an example of the 15-minute load average (measured every 30
seconds) on the cluster nodes. Then we executed ADAM-Cannoli
on multiple sequences simultaneously (e.g., 2 at-a-time, 4 at-a-time,
8 at-a-time) to increase the load average. Unfortunately, the time
taken was higher than before for each case (i.e., 90+ hours) due
to resource contention among the Spark jobs. These observations
clearly indicate that a new approach is needed that (a) improves
the cluster utilization when executing on a large number of genome
sequences and (b) executes the variant calling pipeline faster. By
achieving higher throughput for variant calling, we can lower the
cost of analyzing human genome sequences especially in a cloud
computing environment.

3 OUR APPROACH
Motivated by the aforementioned reasons, we propose AVAH to
accelerate the variant calling pipeline for human genomes. Our
approach draws inspiration from asynchronous computations and
the futures abstraction [35]. A future is a result of an asynchronous

1
In paired-end DNA sequencing, a fragment is read in both directions, which enables

more accurate alignment and indel detection [24].



computation that may or may not be available yet. It enables
non-blocking operations. Several software systems like Ray [39],
CIEL [41], and Dask [47] have implemented the futures abstraction
for efficient large-scale distributed execution.

(a) (b)

Figure 2: (a) Architecture (b) AVAH’s processing model

AVAH’s architecture is shown in Figure 2(a). It is built atop
Apache Spark and Hadoop. It also leverages the APIs of existing
Big Data Genomics software (e.g., Adam-Cannoli, GATK4) that run
on Apache Spark to execute the variant calling pipeline. Genome se-
quences, intermediate files produced by the pipeline, the reference
genome, additional data needed during BQSR/indel realignment,
and the raw variants can be stored in HDFS. This enable stages of
the pipeline to be re-executed on different nodes if required.

Consider a single sample variant calling pipeline supported by
ADAM-Cannoli. Table 1 shows the four stages of the pipeline that
are invoked sequentially on a human genome. Recall that our goal is
to speed up the pipeline execution on a large collection of genomes.
AVAHmodels each stage of the pipeline as an atomic task. Tasks are
executed as asynchronous computations using futures. Tasks repre-
senting the same pipeline stage managed by a Spark executor (on
a worker node) are managed via a sliding window approach. This
controls the degree of parallelism and reduces resource contention.
Tasks across different executors are controlled by synchronization
barriers executed on the Spark driver process.

Table 1: Tasks in a variant calling pipeline

Stage Stage Description

1 fI : interleave paired-end FASTQ files to produce a .ifq file
2 fA : align against a reference genome to produce a .bam file
3 fD (or fD+): produce a Parquet [6] file by marking duplicates

on mapped reads without pre-processing (or marking duplicates
with BQSR/indel realignment)

4 fV : invoke a variant calling method

We begin with our first approach called AVAHx that uses a syn-
chronization barrier at the end of each pipeline stage. Algorithm 1
summarizes the steps involved. Each genome sequence in HDFS
is identified by a sequence ID. AVAHx reads an input file contain-
ing a list of sequence IDs and the corresponding sequence sizes
as a resilient distributed dataset (RDD). (In Spark, an RDD is a
distributed immutable collection of items that can be operated in
parallel.) The RDD can be repartitioned (e.g., by using hash/range
partitioning) for load balancing along with sorting the sequence
IDs in each partition by size. (See Line 1.) The sorting enables the
sliding window of futures, which is introduced later in Algorithm 2,

to slide faster. Next, AVAHx invokes a map operation on each RDD
partition along with the appropriate pipeline stage. The map opera-
tion is executed on a worker node on the set of sequences identified
by the partition. For example, in Line 2, AVAHx invokes the first
stage of the pipeline on the sequences. The map operation on all
the partitions returns an RDD containing tuples of sequence IDs
and status of the execution of a stage on that sequence (i.e., success
or failure). Each task/stage on a sequence can be executed in a data
parallel manner using existing Big Data Genomics software. The
collect call executed by the Spark driver after the map operation
completes on all the partitions acts as a synchronization barrier
before the next stage can begin. (See Lines 2-5.)

Algorithm 1 AVAHx : Our first approach

Input: p: partitioning function; k : num. of partitions; w : sliding
window size for futures

1: S← read(‘sequence-list.txt’).repartition_and_sort(p, k)
2: rI ← S.mapPartitions(execFutures(fI ,w)).collect()
3: rA ← rI .mapPartitions(execFutures(fA,w)).collect()
4: rD ← rA.mapPartitions(execFutures(fD or fD+),w).collect()
5: rV ← rD .mapPartitions(execFutures(fV ),w).collect()
6: return rV /* Raw variant files are stored in HDFS */

Rather than executing one sequence at a time, AVAHx maintains
a sliding window of outstanding futures representing tasks on the
sequence IDs in a single partition that is processed by a worker
node. The steps are shown in Algorithm 2. The total number of
outstanding futures on a partition is at most w , i.e., the window
size. This controls the degree of parallelism and reduces resource
contention among different tasks. The sliding window advances by
one sequence ID when the future at the beginning of the window
completes. As the sequence IDs are sorted by size, it is expected
that the sequence denoted by the head will tend to finish faster
than the others to allow the window to slide faster. Thus, AVAHx
synergistically combines task parallelism and data parallelism for
different stages in the pipeline across different sequences.

Algorithm 2 execFutures: A sliding window approach

Input: P : RDD partition containing sequence IDs; f : task to exe-
cute;w : sliding window size

1: for j=0 tow-1 do
2: ret[j] ← Future(f (P[j].sequenceID))
3: head ← 0
4: while head ≤ P .length() -w do
5: await(ret[head])
6: ret[head +w] ← Future(f (P[head +w].sequenceID))
7: head ← head + 1
8: await_all(ret[head], . . . , ret[P .lenдth() − 1])

Our second approach called AVAHy uses a synchronization bar-
rier only at the end of the last stage of the pipeline. An illustration
is shown in Figure 2(b). Algorithm 3 summarizes the steps involved.
Essentially, AVAHy chains the map operations that are applied on
the partitions for the different pipeline stages. Finally, it invokes a
single collect call after the variant calling stage. (See Line 2.) Like



AVAHx , it also uses the sliding window approach (execFutures)
for managing futures. Compared to AVAHx , AVAHy has minimal
synchronization among the pipeline stages and is designed to pro-
vide better cluster utilization and faster execution. Furthermore, in
AVAHy , two sequences can be executing two different stages of the
variant calling pipeline at a given time.

Algorithm 3 AVAHy : Our second but improved approach

Input: p: partitioning function; k : num. of partitions; w : sliding
window size for futures

1: S← read(‘sequence-list.txt’).repartition_and_sort(p, k)
2: rV ← S.mapPartitions(execFutures(fI ,w))

.mapPartitions(execFutures(fA,w))

.mapPartitions(execFutures(fD or fD+),w)

.mapPartitions(execFutures(fV ),w).collect()
3: return rV /* Raw variant files are stored in HDFS */

4 PERFORMANCE EVALUATION
We compared the performance of AVAHx , AVAHy , and ADAM-
Cannoli. As ADAM-Cannoli [44] ran faster than GATK4, we did
not include GATK4 in the comparison.

4.1 Implementation, Setup and Dataset
We implemented AVAHx and AVAHy in Scala and built the code us-
ing Scala 2.12.8. (The APIs of ADAM-Cannoli were used for different
pipeline stages.) The code was run with Apache Spark 3.0.0, Apache
Hadoop 3.2.0, and OpenJDK 8. We ran the experiments on a 16-
node cluster set up in two different data centers of CloudLab [32]:
Clemson and Wisconsin. The nodes were physical machines run-
ning Ubuntu 16.04 and connected by a Gigabit Ethernet network
(10 Gbps). Each node in Clemson had 2 Intel E5-2660 10-core CPUs
(2.20 GHz) and 256 GB RAM. Each node in Wisconsin had 2 Intel
E5-2660 10-core CPUs (2.60 GHz) and 160 GB RAM. (Each core
had 2 hardware threads.) Due to limited root filesystem storage
on the nodes, we mounted additional local block storage (striped
across multiple physical disks) on each node. HDFS was set up
using the local block storage of the nodes. We also installed ADAM
0.33, Cannoli 0.11, FreeBayes 1.3.2, and BWA 0.7.17 on the nodes.

We downloaded 98 human whole genome sequences from the
1000 Genomes Project [3, 27]. The total size of these low-coverage
(paired-end) sequences was 632 GB (in compressed form). The
minimum and maximum size of the sequences were 2.2 GB and
15.4 GB, respectively.

Table 2: Time comparison (best time shown in bold)

Data Time taken (no preprocessing) Our best
center ADAM-Cannoli AVAHy speedup

Clemson 68 h 51 min 22 h 13 min 3.10X
Wisconsin 46 h 7 min 15 h 1 min 3.07X

Data Time taken (w/ BQSR/indel realignment) Our best
center ADAM-Cannoli AVAHy speedup

Clemson 127 h 34 min 39 h 55 min 3.17X
Wisconsin 147 h 45 min 31 h 24 min 4.70X

4.2 Performance Results
We tested two versions of the variant calling pipeline: (a) with no
pre-processing in Stage 3 (fD ) and (b) with BQSR/indel realignment
in Stage 3 (fD+). Note that BQSR/indel realignment are computa-
tionally intensive and require more I/O due to additional files that
must be processed. Hence, the latter version always required more
time to complete. (We used GRCh38 [2] as the reference genome
and a sliding window size of 2/3.) The input RDD containing the
sequence IDs and their sizes had 15 partitions. Table 2 shows the
time taken by the approaches. (In the interest of space, AVAHx
timings are not shown. We observed that AVAHy was at least 2X
faster than AVAHx , which in turn was faster than ADAM-Cannoli.)
For both versions, AVAHy was the fastest as it is designed to syn-
ergistically combine both task and data parallelism for different
stages of the pipeline using futures and minimal synchronization
barriers. On the other hand, ADAM-Cannoli only exploited data
parallelism. For the first pipeline version, AVAHy was 3X faster
than ADAM-Cannoli. For the second pipeline version, AVAHy was
between 3X-4.7X faster than ADAM-Cannoli.

(a) No preprocessing (b) With BQSR/indel
(fD ) realignment (fD+)

Figure 3: Cluster utilization of AVAHy in Clemson

While both AVAHx and AVAHy improved the overall cluster
utilization compared to ADAM-Cannoli, AVAHy yielded the best
results. Figure 3 shows the 15-minute load average of AVAHy (for
both pipeline versions) measured every 30 seconds on the Spark
worker nodes in Clemson. Similar trends were observed in Wis-
consin and are not shown in the interest of space. These results
demonstrate the effectiveness of AVAHy for accelerating the variant
calling pipeline on human genomes.

5 CONCLUSION
We developed a novel approach to accelerate the variant calling
pipeline on human genomes using futures to synergistically com-
bine data and task parallelism for different stages of the pipeline
across different sequences. Our best approach introduces minimal
synchronization barriers and significantly improves the cluster uti-
lization. As a result, it was significantly faster than ADAM-Cannoli.
We believe our work provides an effective template for accelerating
different variant calling pipelines using cluster computing. Our
code is available at https://github.com/MU-Data-Science/EVA.
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