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Preface

Kinetic theory is a rapidly developing field of research, not only because of its
intrinsic theoretical interests, but also because of its applications to many problems
in science and technology.

The main interest of kinetic models is the possibility of studying collective
phenomena for systems composed of a large number of elementary particles
(for example, gas molecules or dust particles) by going beyond the microscopic
approach. The description of these systems is based on one or more distribution
functions (or number densities) in phase space (or in extended phase spaces).

In the case of collisional models, the effect of binary interactions between
particles is treated from a statistical point of view. However, each such interaction is
viewed as a simple collision (or scattering) event, and its description at microscopic
scale involves only a few fundamental laws (such as the conservation of momentum,
or of kinetic energy in the case of elastic collisions). For this reason, kinetic models
depend much less on phenomenological laws than most models of continuum
mechanics. In particular, the main macroscopic collective features of the system
can be rigorously deduced by means of an appropriate limiting procedure on an ab
initio kinetic model, rather than heuristically introduced in the macroscopic model.

Another important class of kinetic equations does not model binary collisions,
but rather describes the interaction between particles through the mean field gener-
ated by the whole system and is well adapted for handling long-range interactions.

Because of the quality of research in kinetic theory and its future developments,
the National Italian Institute of Higher Mathematics (INdAM) funded the workshop
“Recent Advances in Kinetic Equations and Applications", which was held in
Rome (Italy), from 11 to 15 November 2019. This volume collects several original
contributions written by invited speakers at the workshop.

Anton Arnold, Jean Dolbeault, Christian Schmeiser and Tobias Wohrer discuss,
in their chapter, two L? hypocoercivity methods based on Fourier decomposition
and mode-by-mode estimates for dynamical systems. In particular, their theory
allows to study situations involving both a degenerate dissipative operator and a
conservative operator, provided that their combination implies the convergence to a
unique equilibrium.
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Luigi Barletti, Philipp Holzinger and Ansgar Jiingel derive, by means of non-
standard applications of several mathematical tools, such as Wigner transform,
Moyal product expansion and Chapman-Enskog expansion, quantum drift-diffusion
equations for a two-dimensional electron gas with spin-orbit interaction of Rashba
type. In particular, the obtained quantum drift-diffusion equations involve the full
spin vector.

The chapter by Marzia Bisi and Romina Travaglini introduces a BGK kinetic
model for a mixture of four polyatomic gases, which may undergo bi-molecular
reversible chemical reactions. The authors prove that all disposable parameters that
appear in the BGK operators may be obtained in terms of some macroscopic fields,
such as the densities, the velocities and the temperatures of the species. They show
that the correct collision equilibria and collision invariants of the reactive Boltzmann
equations are preserved, and that the H-theorem holds.

The contribution by Guido Cavallaro is a review on the theory of the Vlasov
equation, with emphasis on a specific and interesting problem: what happens when
the initial mass of the plasma is infinite, and what is the effect of the decay in the
space of velocities of the initial datum. Several types of interactions are considered,
such as smooth or singular potentials.

Frédérique Charles has studied, both theoretically and numerically, a rarefied
mixture of gas and dust. The gas is treated as a Knudsen gas, whereas the
interactions between dust particles and gas molecules are modelled by considering
a moving domain free transport equation. Her chapter introduces a new numerical
strategy, based on a splitting between the transport of the gas molecules and the
movement of the boundary.

The chapter by Amic Frouvelle investigates phase transitions (including equilib-
ria, stability and convergence rates) for a model of collectives dynamics based on
body-attitude alignment. After a review of previous results, the author presents new
results for a non-linear Fokker—Planck model.

Francois Golse examines, in his chapter, how to describe condensation evapo-
ration phenomena. The starting point is the steady Boltzmann equation with slab
symmetry for a monatomic, hard sphere gas in a half space above its condensed
phase. He proves the existence and uniqueness of a uniformly, exponentially
decaying solution in the vicinity of the Maxwellian equilibrium with zero bulk
velocity, with the same temperature as that of the condensed phase, and whose
pressure is the saturating vapor pressure at the temperature of the interface.

Megan Griffin—Pickering and Mikaela Iacobelli review, in their chapter, some
results on quasineutral limits for Vlasov equations, modelling non-magnetized non-
collisional plasmas. The electron case is described by the classical Vlasov—Poisson
system, while the ion case requires the introduction of an additional exponential
term in the Poisson equation. The authors especially focus on the latter case.

Juhi Jang and Chanwoo Kim introduce, in their contribution, a new Hilbert-type
expansion of the Boltzmann equation with the acoustic scaling. By using recent L?-
L theory of the Boltzmann equation, they show the validity of the acoustic limit
in optimal scaling.
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The chapter by Yunbai Cao and Chanwoo Kim reviews some results on the
Vlasov—Poisson-Boltzmann system in a bounded domain of R? with diffuse bound-
ary conditions in the case of strong solutions. After giving an accurate description of
the state-of-the-art on the subject, they moreover extend their regularity result when
the particles are surrounded by a conductor boundary.

Tomasz Komorowski and Stefano Olla study the effect of a thermal boundary,
modelled by a Langevin dynamics, on the macroscopic evolution of the energy at
different space-time scales. The authors analyze how the presence of a thermostat at
the origin influences the asymptotics and show that a boundary condition appears in
the kinetic limit.

The chapter by Nastassia Pouradier Duteil and by Benedetto Piccoli studies a
control problem for a consensus model. The problem is studied for two different sets
of controls. Each constraint on the control leads to a different result. The theoretical
results are presented together with several numerical simulations.

M. Piedade M. Ramos, Carolina Ribeiro and Ana Jacinta Soares provide a review
on the mathematical modelling of autoimmune diseases when the kinetic theory
approach is used for describing the microscopic interactions between cells. Before
studying the mathematical problem, the authors give a brief introduction to the
biology of autoimmune diseases and clarify the role of different types of cells
involved in the process.

The contribution by Satoshi Taguchi and Tetsuro Tsuji deals with the motion
of a slightly rarefied gas caused by a discontinuous wall temperature in a simple
two-surface problem and illustrates how the existing theory can be extended to this
case.

Shigeru Takata, Shigenori Akasobe and Masanari Hattori revisit, in their chapter,
the Cercignani—-Lampis model for the gas-surface interaction from the Langevin
dynamics viewpoint. The velocity of the gaseous molecule after the interaction with
the surface is obtained through the sum of two operators: a drift part, which drives
the normal velocity to a value proportional to the wall temperature and decreases
the tangential velocities, and a diffusion process.

Finally, the chapter by Edoardo Zoni and Stefan Possanner studies the accuracy
of gyrokinetic equations in fusion applications. In particular, it shows the necessity
of considering high-order expansion for electrons.

Pavia, Italy Francesco Salvarani
March 2021
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Sharpening of Decay Rates in Fourier )
Based Hypocoercivity Methods s

Anton Arnold, Jean Dolbeault, Christian Schmeiser, and Tobias Wohrer

Abstract This paper is dealing with two L? hypocoercivity methods based on
Fourier decomposition and mode-by-mode estimates, with applications to rates of
convergence or decay in kinetic equations on the torus and on the whole Euclidean
space. The main idea is to perturb the standard L? norm by a twist obtained either by
a nonlocal perturbation build upon diffusive macroscopic dynamics, or by a change
of the scalar product based on Lyapunov matrix inequalities. We explore various
estimates for equations involving a Fokker—Planck and a linear relaxation operator.
We review existing results in simple cases and focus on the accuracy of the estimates
of the rates. The two methods are compared in the case of the Goldstein—Taylor
model in one-dimension.

Keywords Hypocoercivity - Linear kinetic equations - Entropy—entropy
production inequalities - Goldstein—Taylor model - Fokker—Planck operator -
Linear relaxation operator - Linear BGK operator - Transport operator - Fourier
modes decomposition - Pseudo-differential operators - Nash’s inequality
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2 A. Arnold et al.
1 Introduction

We consider dynamical systems involving a degenerate dissipative operator and
a conservative operator, such that the combination of both operators implies
the convergence to a uniquely determined equilibrium state. In the typical case
encountered in kinetic theory, the dissipative part is not coercive and has a kernel
which is unstable under the action of the conservative part. Such dynamical systems
are called hypocoercive according to [34]. We are interested in the decay rate of
a natural dissipated functional, the entropy, in spite of the indefiniteness of the
entropy dissipation term. In a linear setting, the functional typically is quadratic
and can be interpreted as the square of a Hilbert space norm. Classical examples are
evolutions of probability densities for Markov processes with positive equilibria.
Over the last 15 years, various hypocoercivity methods have been developed, which
rely either on Fisher type functionals (the H! approach) or on entropies which are
built upon weighted L? norms, or even weaker norms as in [6]. In the L? approach,
it is very natural to introduce spectral decompositions and handle the free transport
operator, for instance in Fourier variables, as a simple multiplicative operator. In the
appropriate functional setting, the problem is then reduced to the study of a system
of ODEs, which might be finite or infinite. This is the point of view that we adopt
here, with the purpose of comparing several methods and benchmarking them on
some simple examples.

Decay rates are usually obtained by adding a twist to the entropy or squared
Hilbert space norm. In hyperbolic systems with dissipation, early attempts can
be traced back to the work of Kawashima and Shizuta [27, 32], where the
twist is defined in terms of a compensating function. The similarities between
hypocoercivity and hypoellipticity are not only motivated the creation of the latter
terminology, as explained in [34], but also serve as a guideline for proofs of
hypocoercivity [25, 28, 34] and in particular for the construction of the twist. Here
we shall focus on two approaches to L>-hypocoercivity.

In [20, 21], an abstract method motivated by [25] and by the compensating
function approach has been formulated, which provides constructive hypocoercivity
estimates. The twist is built upon a non-local term associated with the spectral gap
of the diffusion operator obtained in the diffusion limit and controls the relaxation
of the macroscopic part in the limiting diffusion equation, that is, the projection of
the distribution function on the orthogonal of the kernel of the dissipative part of the
evolution operator. The motivating applications are kinetic transport models with
diffusive macroscopic dynamics, see, e.g., [5, 18, 19, 22, 24, 30], where the results
yield decay estimates in an L? setting.

The goal of the second approach is to find sharp decay estimates in special
situations, where sufficient explicit information about the dynamics is available.
Examples are ODE systems [1] as well as problems where a spectral decomposition
into ODE problems exists [7-9, 11]. In these situations, sharp decay estimates can
be derived by employing Lyapunov matrix inequalities.
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In the standard definitions of hypocoercivity, a spectral gap and an exponen-
tial decay to equilibrium are required. This, however, can be expected only in
sufficiently confined situations, i.e., in bounded domains or for sufficiently strong
confining forces. Problems without or with too weak confinement have been treated
either by regaining spectral gaps pointwise in frequency after Fourier transformation
as in [15, 33] or by employing specially adapted functional inequalities in [14—16],
with the Nash inequality [29] as the most prominent example.

The aim of this work is to present a review and a comparison of the two
approaches mentioned above, executed for both confined and unconfined situa-
tions, where for the former a periodic setting is chosen, such that the Fourier
decomposition method can be used in all cases. A special emphasis is put on
optimizing the procedures with the ultimate goal of proving sharp decay rates.
Attention is restricted to abstract linear hyperbolic systems with linear relaxation,
where ‘abstract’ means that infinite systems such as kinetic transport equations are
allowed. Note that in the finite dimensional case, the setting is as in [33].

In Sect.?2 of this work, both methods are presented in an abstract framework.
Concerning the method of [15, 21], the setting is abstract linear ODEs, where
the dynamics is driven by the sum of a dissipative and a conservative operator
such that the dissipation rate is indefinite, but the conservative operator provides
enough mixing to create hypocoercivity. Then the approach based on Lyapunov
matrix inequalities is discussed at the hand of hyperbolic systems with relaxation.
By Fourier decomposition the problem is reduced to ODE systems and Lyapunov
functionals with optimal decay rates are built. These results can be seen as a
sharpening of the abstract decay estimates in [33].

Section 3 is concerned with sharpening the approach of [15, 21] applied to linear
kinetic equations with centered Maxwellian equilibria (for sake of simplicity). It
contains results on the optimal choice of parameters in the abstract setting, on
the mode-by-mode application of the method after Fourier transformation, on the
convergence of an optimized rate estimate to the sharp rate in the macroscopic
diffusion limit and, finally, on the derivation of global convergence or decay rates
for the cases of small tori and of the Euclidean space without confinement.

Section 4 is devoted to a comparison of both approaches for a particular example,
the Goldstein—Taylor model with constant exchange rate, a hyperbolic system
of two equations with an exchange term in one space dimension, which can be
interpreted as a discrete velocity model with two velocities. It has already been
used as a model problem in [21], and the sharp decay rate on the one-dimensional
torus has been derived by the Lyapunov matrix inequality approach in [8]. The
challenging problem of finding the sharp decay rate for a position dependent
exchange rate has been treated in [12, 13]. It is shown that the mode-by-mode
Lyapunov functionals derived by both methods, the Lyapunov matrix inequality
approach and the modal optimization of the abstract framework outlined in Sect. 3,
coincide for the Goldstein—Taylor model. On the torus the mode-by-mode Lyapunov
functionals can be combined into a global Lyapunov functional which provides the
sharp decay rate (see Theorem 5). On the real line, the modal results combine into a
global estimate with sharp algebraic decay rate. Due to the presence of a defective
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eigenvalue in the modal equations, the standard approach requires modifications to
obtain reasonable multiplicative constants.

2 Review of Two Hypocoercivity Methods

We consider the abstract evolution equation

dF
oy tTF=LF, >0, (1

with initial datum F(r = 0,-) = Fp. Applied to kinetic equations, T and L are
respectively the transport and the collision operators, but the abstract result of
this section is not restricted to such operators. We shall assume that T and L are
respectively anti-Hermitian and Hermitian operators defined on a complex Hilbert
space (H, (-, -)) with corresponding norm denoted by || - |.

2.1 An Abstract Hypocoercivity Result Based on a Twisted 1.2
Norm

Let us start by recalling the basic method of [21]. This technique is inspired by
diffusion limits and we invite the reader to consider [21] for detailed motivations.
We define

-1
A= (1d+ (Tn)*Tn) (TI)* )
where * denotes the adjoint with respect to (-, -) and IT is the orthogonal projection

onto the null space of L. We assume that positive constants A,,, Ay, and Cyy exist,
such that, for any F € H, the following properties hold:

* microscopic coercivity
~ (LF.F) = A |(1d = TDF|?, (H1)
* macroscopic coercivity
ITOF|? = Ay ITLF]?, (H2)
* parabolic macroscopic dynamics

TIIF =0, (H3)
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* bounded auxiliary operators
[ATAd — IDF|| + |ALF|| < Cyp [d — TD F|.. (H4)
A simple computation shows that a solution F of (1) is such that

1d

5 |F|I> = (LF, F) < =y [|[(Id — T F?.

We assume that (1) has, up to normalization, a unique steady state Fi,. By
linearity, we can replace Fy by Fy — (Fo, Foo) Foo OF simply Fy — Foo, With Fig
appropriately normalized. With no loss of generality, we can therefore assume
that Fx = 0. This is however not enough to conclude that || F'(¢, 312 decays
exponentially with respect to r > 0. As in the hypocoercivity method introduced
in [21] for real valued operators and extended in [15] to complex Hilbert spaces,
we consider the Lyapunov functional

1
Hi[F] :=2||F||2+8Re(AF, F) 3)

for some § > 0 to be determined later. If F solves (1), then

— 9 H,[F] = D[F] := — (LF, F) + § (ATIIF, F)
— 85Re(TAF, F) + § Re(AT(Id — I)F, F) — § Re(ALF, F).
4)
The following result has been established in [15, 21].

Theorem 1 Let L and T be closed linear operators in the complex Hilbert space
(7’(, (- )) We assume that L is Hermitian and T is anti-Hermitian, and that (H1)-
(H4) hold for some positive constants A, Ay, and Cyy. Then for some § > 0, there
exists A > 0 and C > 1 such that, if F solves (1) with initial datum Fy € H, then

HilF (. )] < HilFole™' and |F@ )P < Ce ™ |RI* Yi=0. (5
Here we assume that the unique steady state is F, = 0 otherwise we have to replace
F(t,-) by F(t,-)— Fx and Fy by Fo— F in (5). The strategy of [21], later extended
in [15], is to prove that for any § > 0 small enough, we have

AHi[F] < D[F] (6)

for some A > 0, and

c_ |FI? <Hi[F] < cy [IF)? 7
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for some constants c_ and c4 such that 0 < c_ < 1/2 < c4. As a consequence,
if c_ > 0, we obtain the estimate C < cy/c_. We learn from [15, Proposition 4]
that Theorem 1 holds with cx = (1 £ 8)/2,

AM

1
A= minJ 1, A, A Am and§ = _min{l, A A hm .
3(1+ An) 2

(11 Cyy P (L) €

®)

Our primary goal of Sect.3 is to obtain sharper estimates of A, c+ and C for an
appropriate choice of § in specific cases. Notice that it is convenient to work in an
Hilbert space framework because this allows us to use Fourier transforms.

2.2 An Abstract Hypocoercivity Result Based on Lyapunov
Matrix Inequalities

Here we review our second hypocoercivity method, as developed on various
examples in [2, 3, 9], before comparing it with the method of Sect. 2.1.

As in Sect. 2.1, without loss of generality we assume that (1) has the unique
steady state Fi,o = 0. We are interested in explicit decay rates for || F (¢, NN = 0
as t — 4-o00. To fix the ideas we start with some prototypical examples:

1. Although almost trivial, the stable ODEs with constant-in-¢ coefficients

dF

o, =CF ©9)

is at the core of the method. Here F(r) € C", T := Cayg € C"*" is an anti-
Hermitian matrix, and L := — Cy € C"*" is a Hermitian negative semi-definite
matrix, where C4y and Cy denote the anti-Hermitian and Hermitian parts of
C = Cypg + Cp. Several other examples will be reduced to (9), mostly via
Fourier transformation in x. We shall use the same index notation (‘AH’ and
‘H’) for matrix B in Example 4 and matrix C in Example 5. The hypocoercivity
structure of (9) is discussed in [1].

2. Discrete velocity BGK models, i.e. transport-relaxation equations (see § 2.1
and § 4.1 in [2]) can be written in the form of (1) where F(t,x) =
(f1@, %), ..., fn(t,x))T, x € X ¢ R, T := VJ, with the diagonal matrix
V e R™*" representing the velocities, and the collision operator L := ¢ B with
o > 0. Here, the matrix B € R"*" is in BGK form

by
B=|:]®d ...1)—1d
by
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with b = (by, ..., bn)—r € (0, 1)" such that Z?zl bj =1, and Id denotes the
identity matrix. The collision operator L is symmetric on the velocity-weighted
L2-space H=L*Xx{l,...,n}; {b;l}). Due to this structure, B has a simple
eigenvalue 0 with corresponding left eigenvector/; = (1, ..., 1) associated with
the mass conservation of the system. The corresponding right eigenvector b spans
the local-in-x steady states, which are of the form p (x) b for some arbitrary scalar
function p(x). The case with only two velocities, or Goldstein—Taylor model, is
dealt with in Sect. 4.

3. A linear kinetic BGK model is analyzed in [2], where F = f(t,x,v) € R,
x € T (the 1-dimensional torus of length 277), and v € R. The kinetic transport
operator is T := v dy, and the BGK operator Lf := My(v) fR fdv— fis
symmetric in the weighted space H = L? (T x R; dxdv/Q2m M@(v))), where
My (v) denotes the centered Maxwellian with variance (or temperature) ¢. The
kernel of L is spanned by My (v), which is also the global steady state Foo(v),
due to the setting on the torus.

4. The (degenerate) reaction-diffusion systems of [23] can also be written as in (1),
with F(t,x) = (fi(t,x), ..., [u(t,x))T, T := —Ban, L := DA + By. Here,
0 < D € R™" is a diagonal matrix, B € R"*" is an essentially non-negative
matrix, i.e., b;j > O forany i # j, and b;; = — Zi#j bijj, and Bay and By are
its anti-symmetric and symmetric parts.

5. As a final example, let us mention (possibly degenerate) Fokker—Planck equa-
tions with linear-in-x drift for F = f(t,x), x € R4, After normaliza-
tion (in the sense of [11]), they can be identified with (1), where Tf :=
—div(foo Canrr V(f/fx)), Lf = div(foo Cr V(f/fo0)), with a positive stable
drift matrix C € R?*? such that Cyy > 0, and foo = (2) /2 exp ( — |x|*/2)
is the unique normalized steady state. As shown in [11], these Fokker—Planck
equations are equivalent to (9) and tensorized versions of it.

In the articles cited above for Examples 1-3, an L>-based hypocoercive entropy
method has been used to derive sharp decay estimates for the solution F'(¢) towards
its steady state Fi, and the same strategy can also be applied to Example 4. In [9]
an H!-based hypocoercive entropy method was developed for the Fokker—Planck
equations in Example 5. But in view of its subspace decomposition given in [11], an
L2-analysis is also feasible.

In our second hypocoercive entropy method, we construct a problem adapted
Lypunov functional that is able to reveal the sharp decay behavior as t — +o0.
We shall illustrate this strategy for Examples 2 and 3, where the anti-Hermitian
operator T is either V d, (for discrete velocities) or v 9, (for continuous velocities).
In order to establish the mode-by-mode hypocoercivity, we Fourier transform (1)
w.rt. x € X, with either X = T! =: T or X = R?. In the torus case, we assume
d =1 for simplicity, but the method extends to higher dimensions (see [3]). With the
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abuse of notations of keeping F for the distribution function written in the variables
(¢, &, v), this yields

if:—d&VF+LF:w4X@F, (10)

with a discrete modal variable & € Z for the torus and £ € R in the whole space
case. In (10), V is a diagonal matrix for Example 2, and for Example 3 it either
represents the multiplication operator by v or, when using a basis in the v-variable,
a symmetric, real-valued “infinite matrix” (cf. [2, § 4]).

For each fixed mode &, (10) is now an ODE with constant coefficients (of
dimension n < oo for Example 2, and infinite dimensional for Example 3). For
finite n, we define the modal spectral gap of C (&) as

n(§) = Re(4;) . Y

min
0#1 €0 (C(8))

If no eigenvalue of C(§) with Re(A ;) = (&) is defective (i.e., all eigenvalues have
matching algebraic and geometric multiplicities), see e.g. [26], then the exponential
decay of || F (¢, &) 1 with the sharp rate 2 1+ (&) is shown using a Lyapunov functional
obtained as a twisted Euclidean norm on C". To this end we use the following
algebraic result.

Lemma 1 ([2, Lemma 2]) For a given matrix C € C"", let u be defined as
in (11). Assume that 0 ¢ o(C) and that C has no defective eigenvalues with
Re(rj) = p. Then there exists a positive definite Hermitian matrix P € C"™"
such that

C*P+PC>2uP. (12)

Moreover; if all eigenvalues of C are non-defective, any matrix

n
P::X:c’jwjéi)wjf (13)
=1

satisfies (12), where wj € C" denote the normalized (right) eigenvectors of C* and,
forall j =1,...,n, the coefficient c; € (0, +00) is an arbitrary weight.

For the extension of this lemma to the case 0 € o (C) we refer to [2, Lemma 3],
but, anyhow, this is typically relevant only for £ = (. The more technical case
when C has defective eigenvalues was analyzed in [9, Lemma 4.3(i)]. In the case
n = oo (occuring in the kinetic BGK models of Example 3), the eigenfunction
construction of the operator (or “infinite matrix”) P via (13) is, in general, not
feasible. A systematic construction of approximate matrices P with a suboptimal
value compared with u in (12) was presented in [2, § 4.3-4.4] and [3, § 2.3].
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Using the deformation matrix P, we define the “twisted Euclidean norm”
in C" as

IFI3 == (F, P F),
which is equivalent to the Euclidean norm || - || through the estimate
MAFIP < IFIp < ay 1FI7, (14)

where Af and )L,f are the smallest and largest eigenvalues of P, respectively.
From (9) and (12) follows that

SIFIR =~ (F.(C*P+ POF) < 2 IFIf3.
This shows that solutions to (9) satisfy
IFOIp <e " | Follp V=0,
and hence in the Euclidean norm:
IF@I? < cond(P)e ! | Rl Vi =0, (15)

where cond(P) := A,f /Af denotes the condition number of P. We recall from [4]
that cond(P) is in general not the minimal multiplicative constant for (15). In fact, in
general it is impossible to obtain that optimal constant from a Lyapunov functional,
even for n = 2, see [4, Theorem 4.1]. We also remark that the matrix P from (13)
is not uniquely determined (even beyond trivial multiples). As a consequence,
cond(P) may be different for different admissible choices of P. For an example
with n = 3, we refer to [4, § 3].

Analogous decay estimates hold for solutions F (¢, £) to the modal ODEs (10),
and they involve the deformation matrices P (&) and the modal spectral gaps ©(§):

IF @, O < e O Fo@)lpe, VYi=0. (16)

This motivates the definition of a modal-based Lyapunov functional by assembling
the modal functionals. We present two variants of this approach.

Strategy 1 We consider the global Lyapunov functional

HalF1:= Y IF @13 . (17)

EeZ

which is written here for the case of discrete modes, i.e., X = T.
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We recall that the matrix P (£) is not unique. In the kinetic BGK examples studied
so far (cf. [2, 3]) it was convenient to choose P depending continuously on & (for
€ € R?) and such that P(§) — Id as |€] — +oo0. For kinetic equations with a
local-in-x dissipative operator L, the matrix C(§) has the form given in (10). Under
the assumption of a uniform spectral gap p = infz u(§) > 0, the form P(§) =
Id + O (1/]]) is very natural (see PW(€) in (54) for an example) in view of the
matrix inequality (12).

The modal decay (16) implies the following decay estimate for the solution to (1):

HalF(1)] < e 2P Hy[Fy] Vi >0, forany Fy L Fao.
Using Parseval’s identity and the norm equivalence from (14), this yields
IFOI* <épe " ||Fol> Yt>0, forany Fy L Fo, (18)

where cp := supg cond(P(&)).

Strategy 2 If all modes & have the same spectral gap (&), then the estimate (18)
clearly yields the minimal multiplicative constant cp (obtainable by Lyapunov
methods). This is the case when the relaxation rate 0 < 2 in the Goldstein—Taylor
model, which is studied in [7] and in Sect.4 below. But faster decaying modes
may have a “too large” condition number cond(P(£)), as it is the case for o > 2
in [7]. Then, the matrices P(¢) from (12) have to be modified in order to reduce
cond(P(&)) by lowering © = u(£€) in (12). For simplicity we detail this strategy
only for the case that the infimum g is actually attained. Main steps are:

e Let E := {& : p(¢) = [} be the set of the modes with slowest decay. Set
cg = supgcgcond(P(§)), i.e. the worst common multiplicative constant for
these slow modes.

* For all modes £ ¢ B, we distinguish several cases:

— Ifcond(P(£)) < cg, set P(£) := P(£). ~
— Ifcond(P(§)) > cg, then replace P(§) by P(§) € C"*", which is a positive
definite Hermitian solution to the matrix inequality

CEP+PCE)>2nP.

In particular, P should be either chosen as any such solution that satisfies
cond(P(§)) < cg or, if this is impossible, then by a solution P having the
least condition number.

¢ Letcg := supgyg cond (13(5 )) be the best multiplicative constant for the faster
modes.
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e Set cp := max{cg, cg}. With this construction we define a second, refined
Lyapunov functional (again written for the case X = T) by

FalFli= Y IF @l + Y IF @IS, - (19)

el Eelc

where B¢ ;=7\ E.

This yields the improved decay estimate (w.r.t. the multiplicative constant):
IF|? <épe 2 |Fol> VYi=0, forany Fy L Fao. (20)

Note that, by construction, cp < cp. Altogether, our estimates on a solution to the
evolution equation (1) rewritten as (10) in Fourier variables can be summarized into
the following result.

Proposition 1 On T, let us consider an operator C such that, in Fourier variables,
C (&) takes values in C**" for any & € Z. Assume the existence of a uniform spectral

gap = infgez (&) > 0 where 1 (§) is defined by (11).

(a) If the corresponding modal deformation matrices P (&) satisfy cp < oo, then
the solutions of (1) satisfy the decay estimate (18).

(b) If the modified deformation matrices f’(é ) satisfy cp < 00, then the solutions
of (1) satisfy the decay estimate (20).

The above procedure was applied in [7] to the Goldstein—Taylor model, and in [2]
to Examples 2-3, considered on T.

The hypocoercivity results based on the Lyapunov matrix inequalities (12) and
mode-by-mode estimates as in (16) have the advantage that, in simple cases, it
is possible to identify the optimal decay rates. They are less flexible than the
hypocoercivity results based on the twisted L?> norm inspired by diffusion limits
of Sect.2.1. Our purpose of Sect.4 is to detail several variants of these methods
in simple cases, draw a few consequences and compare the estimates of the two
methods.

3 Optimization of Twisted L> Norms

This part is devoted to accurate hypocoercivity estimates in Fourier variables
based on our first abstract method, for two simple kinetic equations with Gaussian
local equilibria. It is a refined version of the paper [15] devoted to a larger class
of equilibria, but to the price of weaker bounds. Here we underline some key
ideas of mode-by-mode hypocoercivity and perform more accurate and explicit
computations. New estimates are obtained, which numerically improve upon known
ones. Rates and constants are discussed and numerically illustrated, with the purpose
of establishing benchmarks for the L2-hypocoercivity theory based upon a twist
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inspired by diffusion limits. Exponential rates are obtained on the torus, with a
discussion on high frequency estimates. On the whole space case, low frequencies
are involved in the computation of the asymptotic decay rates. We also detail
how spectral estimates of the mode-by-mode L? hypocoercivity method can be
systematically turned into rates of decay using the ideas of the original proof of
Nash’s inequality.

3.1 A Detailed Mode-by-Mode Approach
3.1.1 Introduction
We consider the Cauchy problem

Wf+v-Vif=Lf, fO,x,v)= folx,v), 21
for a distribution function f(z, x, v), where x € R4 denotes the position variable,
v € RY is the velocity variable, and ¢+ > 0 is the time. Concerning the collision

operator, L denotes the Fokker—Planck operator L; or, as in [20], the linear BGK
operator Ly, which are defined respectively by

Lif =Af+Vy-(vf) and Lyf i=pr M- f.

Here M is the normalized Gaussian function

e 2 P .,
M) = @) VveR

and py 1= fRd f dv is the spatial density. Notice that M spans the kernel of L. We
introduce the weight

dy :=y()dv where y :=

and the weighted norm

1 Boasany = | /X NP dsdy.

where X denotes either the cube [0, L)? with periodic boundary conditions or
X =R, that is, the whole Euclidean space.
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Let us consider the Fourier transform of f in x defined by
tfa,s,v)==/feffo.fa,x,v)dx, (22)
X

where either X = [0, L)? (with periodic boundary conditions), or X = R?. We
denote by £ € (2n/ L)Y 7% c R? or & € RY the FouriAer variable. Details will be
given in Sect. 3.1.3. Next, we rewrite Eq. (21) for F = f as

F+TF =LF, F(O,S,v):fo(g,v), TF=i(-§)F. (23)

Here we abusively use the same notation T for the transport operator in the
original variables and after the Fourier transform, where it is a simple multiplication
operator. We shall also consider & as a given, fixed parameter and omit it whenever
possible, so that we shall write that F is a function of (¢, v), for sake of simplicity.
Let us define

W=wa,|wW=f|m%% HF=M/iﬂw=MW.
R4 R4
(24)

Our goal is to obtain decay estimates of || F'|| parameterized by & and this is why
such an approach can be qualified as a mode-by-mode hypocoercivity method.

3.1.2 A First Optimization in the General Setting

The estimates of [15, Proposition 4] are rough and it is possible to improve upon the
choice for § and A. On the triangle

T = {((m) € (0, 2) X (0,23,) : & <2 Chm —a)},

let us define

h*(s,)\.):Z(Sz CM_I_)\ 2_4 )\m_(S—)\' SAM _)\' ’
2 2)\ 1+ 2

2496

A (8) 1= sup{)\ € (0,20m) @ he(8, 1) < o} and C.(0):= " .

We will also need later

AM iy ™

Ky = <1 and 3§, := 5
14+ Ay 4Ky + Cy,

< Am -

Our first result provides us with the following refinement of (5).
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Proposition 2 Under the assumptions of Theorem 1, we have
Hi[F (@, )] < Hi[Fole ™" V>0

with % = max{)\*((S) © 8 e (0, 5*)]. Moreover, for any § < min{2,8,}, if F
solves (1) with initial datum Fy € H, then

IFOI? < Ca®) e O Fl? Y120,
On the boundary of the triangle 7,, we notice that
he O, ) =2 QA —2) >0 VAie(0,24,),

h*(a,z(xm _ 5)) = (Cor+dm—8)282>0 V8e(0 ),

and 4,(6,0)/§ = (C,zw +4KM) 8 — 4 Ky A 18 negative if 0 < § < 6,. As a
consequence, the set {(§, 1) € T, : h.(5,1) < 0} is non-empty. The functions
A he(8, )) forafixed § € (0, A,) and 8 +— h, (8, A) for a fixed A € (0,2 A,,) are
both polynomials of second degree. The expression of A, () is explicitly computed
as the smallest root of A — h, (8, A) but has no interest by itself. It is also elementary
to check that &, is positive if (§, A) € T, with § > 4.

Proof The method is the same as in [21] and [15, Proposition 4], except that we use
sharper estimates.

Since ATII can be interpreted as z +— (1 4+ z)~! z applied to (TIT)*TII, the
spectral theorem and conditions (H1) and (H2) imply that

SApm

nr|?. 25
le)LMII I (25)

— (LF, F) + 8 (ATTIF, F) > Ay |(Id — TDF|* +

From that point, one has to prove that — (LF, F) + § (ATI1F, F) controls the other
terms in the expression of D[ F]. By (H4), we know that

[Re(AT(Id — IT)F, F) + Re(ALF, F)| < Cy |ITIF|| |(Id — T F|| . (26)
Asin [21,Lemma 1], if G = AF,i.e., if (TID)*F = G + (TI)* TI1 G, then
(TAF, F) = (G, TI)* F) = |G|* + |TOG|* = |AF|* + | TAF||*.
By the Cauchy-Schwarz inequality, we know that
(G, (TI)* F) = (TAF, (Id — IT) F)

1
< ITAF|[d - IDF| < 2 ITAF|> + g I(1d — )y FP?
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for any u > 0. Hence
1
2||AF|? + (2 = M) ITAF|? < p[dd = T F|I?,
which, by taking either © = 1/2 or u = 1, proves that
1
IAF| < 5 1dd = TIDHF, ITAF| < [dd — IDF|
and establishes (7). Incidentally, this proves that
|(TAF, F)| = [(TAF, (Id — T F)| < ||[(d — ) F||, 27)
and also that
1 1 )
I(AF, F)| < 5 ITEl II(Id—l'I)FIIS4|IF|| . (28)
As a consequence of this last identity, we obtain
1 2 8 2
HILFI = L IFI?| = 8| (AF. F)| < | IFIP.

which, under the condition § < 2, is a proof of (7) with the improved constant

2+ 6
ct = . 29)
4

Now let us come back to the proof of (6). Collecting (25), (26), and (27) with the
definition of D[F], we find that

SAMm

YZ—8Cy XY
14+ Am M

DIF] = O — 8) X +
with X := ||(Id — IT)F|| and Y := || T1F||. Using (28), we observe that
HilF] < 2<X +1?)+ XY,
Hence the largest value of A for which

D[F] = AH\[F]
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can be estimated by the largest value of A for which

SApm
1+xm

(o —s-Vx2—s(cy+ ) xya( 2™ )y
— 2 M, T4y 2

is a nonnegative quadratic form. It is characterized by the discriminant condition
he(8,1) < 0, and the condition A,, — § — A/2 > 0 which determines 7, with
the two other conditions: § > 0 and A > 0. From (6), we deduce the decay of
Hi[F (¢, )] and the decay of | F ()| by (7) using (29). |

A A
QX.Y) =l — 8) X*+ YZ—(SCMXY—2<X2+Y2)_25XY

Remark 1 The estimate (8) of [15, Proposition 4] is easily recovered as follows.
Using

S A
DIF1= O —8) X2+ ™™ y2_sCcyxy
14+ Ay
SAMm 6
> (0 — 8) X2 Y2 — (02 X2 Y2>
> (A ) +1+)»M 2 M —+

and
246 5 5
HilF1< ™ (X +Y),

with § defined as in (8), we obtain

A S A
DIF]> """ X%+ Mo y2
4 21+ ay)
1 285\ 28\
> min{i,. M HIFR > M OHIFY.
4 14+ Ay 3(1+Ay)

Hence we have that }‘ | F|I> > é H[F] because 4/(2+8) > 8/5 > 4/3if § < 1/2.
This estimate is non-optimal and it is improved in the proof of Proposition 2.

Remark 2 In the discussion of the positivity of @, we can observe that (X, Y) is
restricted to the upper right quadrant corresponding to X > 0 and ¥ > 0. The
discriminant condition 4, (8, A) < 0 and the condition A, — § — A/2 > 0 guarantee
that Q(X,Y) > 0 for any X, Y € R, which is of course a sufficient condition. It
is also necessary because the coefficient of Y2 is positive (otherwise one can find
some X > 0 and Y > 0 such that Q(X,Y) < 0) and then by solving a second
degree equation, one could again find a region in the upper right quadrant such that
Q takes negative values.

Hence we produce a necessary and sufficient condition for Q to be a nonnegative
quadratic form. This does not mean that the condition of Proposition 2 is necessary
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because we have made various estimates, which are not generically optimal, in order
to reduce the problem to the discussion of the sign of Q. In special cases, we can
indeed improve upon Proposition 2. We will discuss such improvements in the next
section.

3.1.3 Mode-by-Mode Hypocoercivity

Fourier Representation and Mode-by-Mode Estimates Let us consider the
Fourier transform in x, take the Fourier variable £ € RY as a parameter, and
study, for a given &, Eq. (23). For a given £ € R?, let us implement the strategy of
Theorem 1 and Proposition 2 applied to (¢, v) — F(¢, &, v), with the choices (24).
The operator A is defined by

23

AP == ",

/ w F(w)dw M) .
R4

Taking advantage of the explicit form of A, we can reapply the method of Sect. 3.1.2
with explicit numerical values, and actually improve upon the previous results.
Let us give some details, which will be useful for benchmarks and numerical
computations. Again we aim at relating the Lyapunov functional

1
HilF =, IF||* + S Re(AF, F)

defined as in (3) with D[ F] defined by (4), i.e.,

D[F]:= — (LF, F) + & (ATIIF, F)
— SRe(TAF, F) + 8 Re(AT(Id — TI)F, F) — § Re(ALF, F).

In other words, we want to estimate the optimal constant A(§) in the entropy—entropy
production inequality

DIF] = A(§) Hi[F] (30)

corresponding to the best possible choice of &, for a given £ € RY.

If L =Ly, A, = 1 is given by the Gaussian Poincaré inequality. If L = L, it is
straightforward to check that A,, = 1. In both cases, it follows from the definition
of T that Ay; = |&|2. With X := ||(Id — IT)F| and Y := ||TIF ||, using (25) we have

SIEP

— (LF, F) + 8 (ATIIF, F) > X* +
(LF,F) +6 ) Lt P

€19
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By a Cauchy-Schwarz estimate, we know that

_ § (Id - F
‘E.fRdwF(w)dw‘ = |&| ‘/Rd £ cw VM IM dw| < |&| |(Id — T F||

and therefore obtain that

€] 1§

AF| < Id—IDF| and |ALF| < Id—-IDF], 32
I ||_1_|_|§|2 ¢ VE| l ||_1+|§|2 ¢ EL - (32)

where the second estimate is a consequence of ALF = — AF whenL =L orL =
L. Notice that the estimate of ||AF || is sharper than the one used in the introduction.
Using (32), we have that

&1 I 2
Re(AF, F)| < I[IF||dd - IDF| < F 33
|Re( ) 1+|§|2” IIC Al 21+|€|2” l (33)
and obtain an improved version of (7) given by
1 8 |€] ) 2 1( 8 |€] ) 2
1-— Fl- <Hi[F] < 1+ Fl~. 34
2( e | LR I Y ey N (34)
We also deduce from (32) that
1 8 |€]
Hi[F1<  (X*+7Y? 35
Fs, (e r) e T (35)
and, using ALF = — AF and (33),
3
[Re(ALF, F)| < , ITTFAd = THF . (36)
1+ [§]
As for estimating |AF ||, by a Cauchy-Schwarz estimate we obtain
s -,
1+ ]2
so that
S 2
8 |Re(TAF, F) e (37)

<
|‘1+|-f§|2
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As in [15], we can also estimate

e (v€)” (d=TDF (') v

|AT(d — T F|| = e
172
(fRd (v’-E)4M(v’)dv’) 3 |%.|2
= 1+1e? I0d = TOFl = ", 10d = TDF].

This inequality and (32) establish that (H4) holds with Cp; = ! (lljlj;‘f‘). Let us
finally notice that

L, €1 (1+ V3 1)

8 |Re(AT(Id — TI)F, F)| 4 8 |Re(ALF, F)| 1+ E]2

XY. (38)

Improved Estimates with Some Plots In this section, our purpose is to provide
constructive estimates of the rate A in Theorem 1 and get improved estimates using
various refinements in the mode-by-mode approach. Let us start with the one given
in (8).

With s := |&]|, we read from section “Mode-by-Mode Hypocoercivity” that

s(1+\/3s)

1+s2

2

An=1, Ay =s° and Cy = (39)

In that case, the estimate (8) becomes A > Ag(s) for § = 8o(s) with

20(s) 1 52 d 5o0s) 1 1452
o(s) := , an o(s) := 5 -
2(1+\/3s)

3 (14 v3s)
With (39) in hand, we can also apply the result of Proposition 2. In order to take
into account the dependence on s, the function 4, has to be replaced by a function &
defined by

2

h1(5,)»,s)::52 s<1+\/3s)+)‘ 4 1_8_)» 552 _)\ ,
1+S2 2 2 l_l_sz 2

so that the whole game is now reduced, for a given value of s > 0, to study the
conditions on (8, A) € 7, such that 21(8, A, s) < 0. In particular, we are interested
in computing the largest value A (s) of A for which there exists § > 0 for which
h1(8, A, s) <0 with (8, 1) € T,,, and denote it by ;1 (s). The triangle 77, is shown
in Fig. 1 and the curves s — Aj(s) and s + 81(s) in Figs.2 and 3. Solutions are
numerically contained in 77, in the sense that s +— (5 10s), A1 (s)) € Ty forany s >
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2.0

1.5

1.0

0.5

(61(s), A1 (s))

h1(61,41) <0
0.2 0.4 06 0.8 1.0

Y
S%)

Fig. 1 With A,,, Ay and Cys given by (39), the admissible range 7, of the parameters (§, A) is
shown in grey for s = 5. The darker area is the region in which (8, X, s) takes negative values,
and (81 (s), A1 (s)) are the coordinates of the maximum point of the curve which separates the two
regions in the triangle 77,

0. As already noted, some estimates in section “Mode-by-Mode Hypocoercivity”
(namely (32), (34), (35), (36) and (37)) are slightly more accurate then the estimates
of the proof of Proposition 2. By collecting (31), (35), (37) and (38), we obtain
DIF] — AHi[F]
ST E A PENLE (14+V3s+2) XY+ 5% M) y2
_ _ _ s _
- 1+s2 2 1+ s2 1452 2
(40)

is nonnegative for any X and Y under the discriminant condition which amounts to
the nonpositivity of

2
1 354 A 8§52 A 8 52 A
By (8, h, s) i= 8252 FV3sERNT L 88 SR
1452 1+s2 2)\1+s2 2
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0.00
4 6 8 10

Fig. 2 With A,,,, Ajs and Cy; given by (39), curves s — A;(s) withi = 0, 1 and 2 are shown. The
improvement of X, upon X is of the order of a factor 5

A

2.0

Fig. 3 With A,,, A1)y and C), given by (39), curves s — §;(s) withi = 0, 1 and 2 are shown. The
dotted curve s — §p(s) shows the estimate (8) of [15, Proposition 4]. It can be checked numerically
that the numerical curves s — (8,- (s), A (s)) with i = 1, 2 satisfy the constraints, i.e., stay in their

respective triangles for all s > 0, as shown in Fig. 1

in the triangle

To(s) = {(a,)\) c (o, o ljgz) X (0,20) 1 A <2 (Am - l‘sﬁfz) }
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with A,, = 1. Exactly the same discussion as for s + Aj(s) and s +— &1(s)
determines the curves s = A2(s) and s +— 82(s) shown in Figs. 2 and 3. Solutions
satisfy s > (82(s), A2(s)) € T (s) for any s > 0.

3.1.4 Further Observations

In this section, we collect various observations, which are of practical interest, and
rely all on the same computations as the ones of Sects. 3.1.2 and 3.1.3.

Explicit Estimates The explicit computation of §; and A, is delicate as it involves
finding the roots of high degree polynomials, but it is possible to obtain a very good
approximation as follows. After estimating A X Y by A (X 24y 2) /2, we obtain that

D[F] — A Hi[F]

w12 8" _Mgpa_ 8 (1+\/3 +A)XY—|— 85t _ A\
_ _ _ s _
- 1+ 52 2 1+ 52 1+ s2 2

- (1 552 A m §s x2 Ss (1_‘_\/3 )XY
— — — S
- 1+s2 2 1+s2 1+s2

+ 8 52 A m és Yz—'é(X Y)
1+s2 2 1+s2 o ’

is nonnegative for any X and Y, under the discriminant condition which amounts to
the nonpositivity of

1452

4(q 552 A 1+ Ss 852 A 1+ Ss @
14 s2 2 1+ s2 14+s2 2 1+ s2 '

By doing a computation as in section “Improved estimates with some plots”, we can
find an explicit result, which goes as follows.

2
- 1 3
ho(8, A, s) 1= 82s2( +V s)

Proposition 3 Assume (39). The largest value of A > 0 for which there is some
8 > 0 such that the quadratic form Q is nonnegative is

Jo(s) = 752 a/21 5444 (345 1/3) 534 (2248 +/3) 5244 (14+/3) s+ 142 (14+/3) s+1
28 = 75242 24+/3) s+2

with corresponding 8 given by

3 2 x (s)zfi ($)+2s
8r(s) 1= 511 2 28T .
2(5) 5 752423 s+ 1—ha(s)?
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Fig. 4 Plot of s — As(s) and of s — A, (s), represented, respectively, by the plain and by the

dotted curves

s (D(s) = Aa(s) (1 +572)

1 2 3

>
I

4 5

Fig. 5 The curves s > Ay(s) and s iz(s) have the same asymptotic behaviour as s — 04

and as s — +00

The proof is tedious but elementary and we shall skip it. By construction, we know

that

Aa(s) > ha(s) Vs >0

and the approximation of A5(s) by A2 (s) is numerically quite good (with a relative
error of the order of about 10 %), with exact asymptotics in the limits as s —
04, in the sense that )\z(s)ls2 ~ X2(s)/s%, and s — +00. See Figs.4 and 5. The

approximation of §,(s) by 82(s) is also very good.
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Let us summarize some properties which, as a special case, are of interest for

Sects. 3.2.2 and “Mode-by-mode diffusion limit”.

Lemma 2 With the notation of Proposition 3, the function L is monotone increas-

ing, the function 8, is monotone increasing for s > 0 large enough, and

. Ao (s)
m =
s—>04 §

2, lim X(s)=1—+/3/7~0345346 and lim &y(s) =2/7.
§—>+00 §—>—400

The proof of this result is purely computational and will be omitted here.

Mode-by-Mode Diffusion Limit We consider the diffusion limit which corre-
sponds to the parabolic scaling applied to the abstract equation (1), that is, the limit
ase — 04 of

dF 1
& +TF = LF.
dt 5

We will not go to the details and should simply mention that this amounts to
replace A by A & when we look for a rate & which is asymptotically independent of
e. We also have to replace (H4) by the assumption

1
IATAd — I F|l + . IALF| < Cy Id — ID F| (H4,)

in order to clarify the dependence on ¢. Since A, T, IT and L do not depend on &,
this simply means that we can write C}, = C,(é) + i C,(é) where C,(é) and C,(é) are
the bounds corresponding to

IAT(d — MF| < C\,) [ld — F| and [ALF| < C\ [(d — T)F].

With these considerations taken into account, proving an entropy—entropy produc-
tion inequality is equivalent to proving the nonnegativity of

D[F]—AeH{[F]

1 852 e\, s (1 852 e\ .o
> = - x? - +v3s+re) XY + - Y
& 1+4+s2 2 1452 \e 1+s2 2

for any X and Y, and the discriminant condition amounts to the nonpositivity of

2
8252 (1 +/3es+re? 4 1 8§52 re 8§52 re
g2 1+ 52 e 14452 2 1+ s2 2 )
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In the limit as ¢ — Oy, we find that the optimal choice for A is given by
(Mg (s), 8¢ (s)) with

lim A(s) =25 and 8.(s) =2(1+sHe(1+o(1).

e—>04

Notice that A(s) = 2 s corresponds to the expected value of the spectrum associated
with the heat equation obtained in the diffusion limit. This also corresponds to the
limiting behaviour as s — 04 of A, obtained in Lemma 2.

Towards an Optimized Mode-by-Mode Hypocoercivity Approach? In our

-1
method, the essential property of the operator A := (Id + (TH)*TH) (TTD)* is
the equivalence of (ATITF, F) with | T1F||? given by the estimate

AM

ITLF | < (ATIIF, F) < ||TIF|°.
1+ Ay

These inequalities arise from the macroscopic coercivity condition (H2) and, using
the spectral theorem, from the elementary estimate z/(1 4+ z) < 1 for any z > 0. On
the one hand the Lyapunov functional H{[F] := é | F||>+8 Re(AF, F) is equivalent
to || F||? for 8§ > 0 small enough because A is a bounded operator. On the other hand,
DIF] = — jr H{[F] can be compared directly with | F|I? because, up to terms that
can be controlled, as in the proof of Proposition 2, in the limit as § — 04, D[F] is
bounded from below by

SAMm

ITTF |2
1+ Am

—(LF, F) + 8 (ATIIF, F) > Ay |(Ad — I F|> +
by Assumptions (H1) and (H2). Notice that this estimate holds for any § > 0. The
choice of z/(1 4 z) picks a specific scale and one may wonder if z /(¢ + z) would not
be a better choice for some value of ¢ > 0 to be determined. By “better”, we simply
have in mind to get a larger decay rate as t — +00, without trying to optimize on
the constant C in (5). It turns out that the answer is negative, as € can be scaled out.
Let us give some details.

Let us replace A by

A, = (82 Id+ (TH)*Tl'I)_l(Tl'[)*

for some ¢ > O that can be adjusted, without changing the general strategy, and
consider the Lyapunov functional

Hi[F1:= ) F|*+8Re(AF, F)
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for some § > 0, so that

d
De[F]:=— dtHLe[F]

— SRe(TA.F, F) + 8 Re(A, T(Id — TI)F, F) — § Re(A,LF, F).
(42)

For a given & € R? considered as a parameter, if f solves (21) and if F = f , then
we are back to the framework of Sect.3.1.3. In this framework, the operator A; is
given by

(A:F)(v) = i /dwF(w)de(v).

2482 e

We have to adapt the computations of section “Mode-by-Mode Hypocoercivity” to
e# 1.

As a first remark, we notice that we do not need any estimate of |A, F||: all
quantities in (42) involving A, are directly computed except of Re(TA.F, F).
Estimating Re(TA.F, F) provides a bound which is independent of & for the
following reason. When we solve G = A, F, i.e.,if (TI*F = &> G+(TI)* TII G,
then

(TAF. F) = (G, (TID* F) = &* |G|* + ITAG|* = &* |A.F|> + | TA. F|>.
By the Cauchy-Schwarz inequality, we know that
(G,(TID*F) = (TA.F, (Id = ID F) < ||[TA:F| [|[d — TDF],
which proves that | TA; F|| < ||(Id — IT) F|| and, as a consequence,
IRe(TA. F, F)| < ||(1d — TDF||*.

It is clear that the right-hand side is independent of ¢ > 0. A better estimate is
obtained by computing as in (37). By doing so, we obtain

HE

Re(TA.F, F)| <
Re(TAF. F)l < , 10

o 10— mF|*.
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As in section “Fourier Representation and Mode-by-Mode Estimates”, we have
Am = 1, Ay = |€|% and the same computations show that

1€
Re(A.F, F)| < IF|Idd —-ImeF|,
[Re( )| E ITLEIIC VE|

&1

Re(A.LF, F)| <
Re(ALE P < 5

E [TIF |I(Id — T Fl,

3 2
Re(A.T(d — T)F, F)| < ; L ITFLad =y,

This establishes that (H4) holds with

61 (1+v31¢1)
M e pep

3

8 €|

<8 |Re(AF, F)| <

1 2
HielFI = 17l ITLF [ I(Id — I Fl

and as a consequence it yields an improved version of (7) which reads

Lo 4818 ’ 1 S |E| 5
2<1 82+|€|2>IIFII SHl,e[F]S2<1+82+|§|2>”F” . (43)

Notice that the lower bound holds with a positive left-hand side for any & only under
the additional condition that

§<2¢.

Anyway, if we allow § to depend on &, the whole method still applies, including for
proving the hypocoercive estimate on || F'||?, if the condition

2 —68lE|+ 167 =0

is satisfied for every £.
With X := ||(Id—II)F||, Y := ||TTF||, and s = |&|, we look for the largest value
of A for which the right-hand side in

DS[F] - )\HI,S[F]

o (1= 8% _ Mg B (1+J3 +A)XY+ 557 M)y
B g24+s2 2 g2 452 ’ 2452 2
(44)
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is nonnegative for any X and Y. Recall that s is fixed and § is a parameter to be
adjusted. If we change the parameter § into &, such that

Ss Oy S

2452 1452 (43)

then the nonnegativity problem of the r.h.s. in (44) is reduced to the same problem
with ¢ = 1, provided that no additional constraint is added. Let us define

2 o1+ 35+ ’ §s2 8s2 A
h3(8, A, &,5) =6 —4(1- - -
302 9) ’ e + 52 < g2 452 2) <s2+s2 2)

with (8, A) in the triangle

TE(s) 1= {(a,)\) c (o, (1462572 A,,,) X (0,25,) 1 A <2 (xm — ;;;) }
and X, = 1. Exactly the same method as in section “Mode-by-Mode Hypocoerciv-
ity” determines the curves s — A3(s) and s — 83(s, €), but we have A3(s) = L2(s)
for any s > 0 while §2(s) and §3(s, €) can be deduced from each other using (45).
Solutions have to satisfy the constraint s — (83(s, €), A3(s)) € T/ (s) for any
s > 0. It is straightforward to check that (§,1) € 7. (s) if and only if (6., 1) €
7',}, (s) = Tm(s), where 8, is determined by (45). Altogether, our observations can
be reformulated as follows.

Lemma 3 Assume (39). Then for any s > 0, we have
max {A >0 (8,0) € TE(S), ha(S, A, e, s) < 0}

is independent of ¢ > 0.

To conclude this subsection, we note that, while the Lyapunov functionals Hy . are
clearly different for different values of ¢ > 0, mode-by-mode, i.e., for a given value
of s = |£|, they all yield the same exponential decay rate A = A, (s), when choosing
the best parameter 6 = 483(s, €). Similarly, no improvement on the constant C as
in (5) is achieved by adjusting ¢ > 0 when ¢ is taken into account in (43), for proving
the equivalence of Hy ([ F] and || F 2. This reflects a deep scaling invariance of the
method.

3.2 Convergence Rates and Decay Rates

In this section, we come back to the study of (21) and consider two situations.
A periodic solution on a small torus has a behaviour driven by high frequencies
corresponding to |£| large, while the decay rate of a solution on the whole Euclidean
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space is asymptotically determined by the low frequency regime with & — 0. In the
latter case, we use estimates as in Nash type inequalities and relate the time decay
with the behaviour of A(£) in a neighbourhood of £ = 0.

3.2.1 Exponential Convergence Rate on a Small Torus

Let us assume that X = [0, L)? (with periodic boundary conditions) and consider
the limit as L — 0. With the notation of Sect. 3.1.1 and the Fourier transform (22),
the periodicity implies that £ € (277/L)Z? and in particular, for any fixed j € Z4
and & = 2m j/L, we have |§] — 400 as L — 04, unless j = 0. Let us denote
by Xr(£) the optimal constant in (30) when & is limited to (27r/L) z¢ \ {0}. We
recall that

Ay :=liminf  inf ALE) > 1—1/3/7
L—04 ge(2x/L) Z4\(0)

according to Lemma 2. As a consequence, we have the following result.

Proposition 4 For any ¢ > 0, small, there exists some L, > 0 such that, if X =
[0, L)? for an arbitrary L < Ly, if f solves (21) with fo € L>(X x R?, dx dy) and
L =L; orL =Ly, then we have

1F )= F MU gy < T L fo=F M2y gy e ™70 Vi =0,
with f = le [Sxxpa Jox,v)dx dv.
Proof Let us notice that g(¢, v) := f(t, 0,v) = fX f(t,x,v)dx solves

g =VLg.

As a consequence either of the definition of L = L, or of the Gaussian Poincaré
inequality

7 2 2
”g - fM”LZ(dy) S ||Vg||L2(dy)
if L = L;, we know that
gt ) = F MilEa g, < 180, ) = F MIs e Vi=0.
By the Plancherel formula, we have

F 2 _ ~ 2 —d 7 2
”f(t"’.)_fM”Lz(dxdy) - ||g(tv)_fM||L2(dy)+(2ﬂ) Z th(tvé")”LZ(dy)'
§€(2m/L) Z4\{0}
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The conclusion follows from C(s) = (1 4524 85(5) s) / (1 4 52— 8(s) s),

1£ & P2,y < CUED 10, IIIEa,, e+

forany (t,&) € R x 27/L) z¢ \ {0}, and the estimates of Lemma 2. |

3.2.2 Algebraic Decay Rate in the Whole Euclidean Space

As a refinement of [15], we investigate the decay estimates for the solution to (21)
on X = R?. Here we rely on Nash type estimates.

To start with, let us consider a model problem. Assume that s — A(s) is a positive
non-decreasing bounded function on (0, +00) and, for any s > 0, let

hy (M, R, s) = A(R) (a)d R M2 — s) L W(M.s) = —minh; (M. R.5).
>

where M is a positive parameter and wy; = |S”l_l |/d.Since h) (M, R, s) ~ —A(R) s
as R — 04 and hp (M, R, s) > ¢ R for some ¢ > 0 as R — +00, there is indeed
some R > 0 such that A*(M, s) = — h, (M, R, s) and A*(M, s) is positive for any
(M, s) € (0, 400)2. We also define the monotone decreasing function

S dZ
m,mw:—fl e Y520

Our first result is a decay rate on R for a solution of &,u = Lu where the operator £
acts on the Fourier space as the multiplication of & > (&) with some scalar
function —A(£)/2, for any & € RY. With just a spectral inequality, we obtain the
following estimate.

Lemma 4 Assume that s — A(s) is a positive non-decreasing bounded function on
(0, +00) such that, with the above notation, lims o, Y. ;,(s) = +00 for all u > 0.
Ifu € C(RT, LY NL2(dx)) is such that M := ||lu(t, -)||L1 (4, does not depend on t
and

d . R
dtlu(t’$)|2 < —x(ED @, &)* V(1,8 e RT x RY,
then

et I oy = Vs (1 Vo (1000 )sy ) Vi€ R
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Here u denotes the Fourier transform of « in x.

Proof The inspiration for the proof comes from [29, page 935]. Let

i i | )
o /R i, ) ds Sfmsze””(t’ M 5+, Adx<|s|>|u(t,s>|2ds

< wg R |u(t, )|? I d i, 62 d
< 00 R gy = oy g oy 180 P

Hence,
Y = hi.(M.R. ),

for any R > 0. Taking the minimum of the r.h.s. over R > 0, we obtain
Y = =AM, y),

and the conclusion follows after elementary computations. O

Example 1 Let us consider a case that we have already encountered in Sects. 3.2.2
and “Mode-by-mode diffusion limit”. If A(s) =2 s2 for s € (0, 1), we find that

(M 2d23s1+5v 0.1
M,s) = w0 M? 442 se€(,1).

With cg := ) ((d +2)/2)'"/? 03/?, we find

Ym(s) =cq M (s*ezl — 1)

and deduce from Lemma 4 that

_4 t _4 2
e, 2y < (uu(o, Mt + 10O '>IIL1‘de>) VieR".

This estimate is similar to the estimate that one would deduce from Nash’s
inequality in the case of the heat equation on R“. Notice that differentiating this
estimate at + = 0 gives a proof of Nash’s inequality, with the same constant as in
Nash’s proofin [29] (see [17] for a discussion of the optimal constant).
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The assumption on # in Lemma 4 is a coercivity estimate for the operator £ with
Fourier representation —A(|&])/2, which allows us to use a Bihari-LaSalle estimate,
i.e., a nonlinear version of Gronwall’s lemma. For the main application in this paper,
we have to rely on a hypocoercivity estimate, which is slightly more complicated.

Lemma 5 Assume that s — A(s) is a positive non-decreasing bounded function on
(0, +00) such that, with the above notation, limg_,o, Y. ;. (s) = +oo for all i > 0.
Let u € C(RT, L' N L%(dx)) be such that, for some bounded continuous function
s > C(s) such that C(s) > 1 forany s > 0,

(e, )17 < CUED 120, )P e * BN v (1, 6) e R x R

and [u(t, )1y < M for some M which does not depend on t. Then, for any
t > 0, we have

it 2 gy < a0 (46)

where Q 1= |u(0, )l 24y and

R
‘I’M,Q(t) = 1%111‘(‘) (/0 C(S) e—)»(s)lsd—l dS Cl)dsz + sup C(S) e—)»(R)t Q2> )

s>R
“47)
Proof For any R > 0, we have
(e, &) d& 5/ C(ED e MV dE 140, )|}
/SSR £1<R Loo(Re.d)
with [|7(0, ) lILoo(ra ggy < I14(0, )llL1 (e, 4y) ON the one hand, and
li(t, &)* d& < sup C(s) e * B[40, )|
~/|§|>R s>§ LAR.d¢)
on the other hand. The result follows by optimizing on R > 0. O

The result of Lemma 5 is not as explicit as the result of Lemma 4, but it is useful
to investigate, for instance, the limit as t — +o0: if lim;_o, C(s) = C(0) > 0 and
A(s) = 252 for any s € (0, 1), then one can prove that

”I/l(t, .)||]2_42((1x) 5 0 (t_d/z) as t — +o0.

In the spirit of [15], let us draw some consequences for the solution of (21).



Rates in Fourier Based Hypocoercivity Methods 33

Theorem 2 If f solves (21) for some nonnegative initial datum fy € L>(R? x
R?, dxdy) N L?(RY, dy; LY(R?, dx)) and L = Ly or L = L, then we have the
estimate

L@ 2t it grayy < @7 W00

with M = ”fo”LZ(]Rd,dy;Ll(Rd,dx))’ 0= ”fO”LZ(]R‘IXRd,dxd)/)’ and \I’M,Q(t) deﬁned
by (47) using C(s) = (2+46(s))/(2—5(s)) and A(s), for any pair (8, A) of continuous
functions on (0, +00) taking values in (0,2) x (0, +00), with s — A(s) monotone
non-decreasing, such that the entropy—entropy production inequality (30) and the
equivalence (34) hold.

Here we abusively write A(§) = A(s) and 6(§) = A(s) with s = |&].

Proof We estimate || f (¢, -, ')”iz(Rded dxdy) using (22) and Plancherel’s theorem

1 o
[, irexotaxay = 0 [ e opasay.
RY xR 2m)* JJrdxre

Applying the results of Theorem 1 with

1+ (€7 4+ 8(5) 18]

C©) = ;
© 1+ [§12 = 8(8) I&]

we learn that
/]Rl |f(t, & v dy < C(é)/Rl | o€, v)|2dy e *E1

We can apply the same strategy as for Lemma 5, with

// 1C(s>|ﬁ>(5,v>|2e—“‘f”d5dys/ CE e MO ag M2,
BpR xR¢

I§I<R

// CO 1o 0P O dsdy < sup C®) e P Q2
e xR

&eBy

using supgcpa | fo(éj , V)| < fRd Jfo(x, v)dx for the first inequality, and the mono-
tonicity of A. O

In practice, any good estimate, for instance the estimate based on the functions
(82, A2) of Proposition 3, provides us with explicit and constructive decay rates of
the solution to (21) on R?. As a concluding remark, it has to be made clear that the
method is not limited to the operators L and L.
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4 The Goldstein—Taylor Model

4.1 General Setting and Fourier Decomposition

Consider the two velocities Goldstein—Taylor (GT) model (cf. [21, § 1.4]) with
constant relaxation coefficient o > 0, position variable x € X C R, and t > 0:

O fot,x) + 0y f1 (1, x) = ‘; (fot.x) = fr(t. %)),

O f(1,2) = 00 f-(1.3) = = (f-(0.2) = 1. )). (48)
f£(x,0) = frolx),

where f4(f, x) are the density functions of finding a particle with a velocity +1 in
aposition x attime r > Qand fy o € Lﬂr (X) is the initial configuration. This model
is the prime example of discrete velocity BGK equations, as described in Sect. 2.2,
Example 2, with b = (1/2, 1/2)7 and V = diag(1, —1). We consider two situations
for X, the one-dimensional torus and the real line, i.e., X € {T, R}.

Rewriting (48) in the macroscopic variables of (mass and flux densities)

u(t,x) = f+(tv-x) + f*(ts )C) = Os v(t,x) = f+(tv-x) - f*(ts )C) ’
leads to the transformed equations

oru(t, x) = — oy v(t, x),
(49)
ov(t,x) = —oxu(t,x) —ov(u,x),

for x € X, ¢t > 0. Integrating these equations along X directly shows that the total
mass is conserved for all times, i.e. fX u(t,x)dx = fX u(x, 0) dx, and that the total
flux is decaying exponentially, i.e. fX v(t,x)dx =e 7! fX v(x,0)dx fort > 0.

A Fourier transformation in the space variable x € X leads to ODEs of form (10),
given explicitly as

Y, §) =—-C(,0)y(,§) (50)

with

R L u(t, &) . 0ié&
y(.6) = (ﬁ(t,$)> and €6 0):= (iéo)’

for the Fourier modes & € Z in the case of X = T, and £ € R for X = R.
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The matrix C (&, o) from (50) has the eigenvalues

2
kﬂ&0%=;iJZ—£2

and hence its modal spectral gap is given by

pE o)y =Re|” = [T —g2| . &+0. (51)
2 4

For X = R, the modal spectral gap takes all values in the interval (0, /2] with
limg o u(§,0) = 0. To obtain decay estimates with the sharp decay rate of
solutions y(z, &) to (49) it is therefore important to achieve precise estimates of
the decay behavior as £ — 0. For X = T, the spectral gap for solutions to (49)
corresponds to the uniform-in-7Z spectral gap, i.e.

o) := min ,0).
wu(o) Sez\{o}u@ )

The set of modal spectral gaps which coincide with the uniform spectral gap is
denoted by E (o) and depends on the values of o > O:

e Foro € (0, 2] it follows that
U ~
o) =" . B(0)=Z\{0).

* For o > 2 the lowest modes determine the uniform-in-Z spectral gap,

T S R S 52
n(o) = p( ,0)—2— 4 b E={-1,1}. (52)

Now, we consider the two hypocoercivity methods from Sects. 2.1 and 2.2 for
solutions y(z, &) of (50) for fixed but arbitrary modes &.

Approach of Sect.2.2 For equations of form (10), we consider the modal Lya-
punov functionals ||y (¢, é)”%’(é,a) with deformation matrices P (&, o). These func-
tionals satisfy the explicit estimates of form (16), which go as follows:

* For fixed |&| # 0/2, |&€] > 0 the matrix C (&, o) is not defective and it follows
from Lemma 1 that

19 E)heo) < e 2FEDNFE Do) - (53)
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with P(&,0) = PV (&, o) for |E| > o/2 and P(§,0) = PP (&, 0) for |E| <
o /2, where

1 _io 1 _2ié
PVE o)=|,, 2)|. PPC¢o)=[: ). (54)
2& 1 o 1

e For |£] = 0/2 the matrix C (&, o) is defective. Then, due to [9, Lemma 4.3], for
any ¢ > 0 there exists an e-dependent matrix that yields the purely exponential
decay u(o/2) — . For later purposes it will be sufficient to investigate the case
o =2 with& =1, see Sect.4.2.2. Hence, we will not state the general form here.

Approach of Sect.2.1 With notation from Theorem 1, the Goldstein—Taylor
equation in Fourier modes (50) can be written as

33,8 = (Lo) =T(®) 3, 8).

The Hermitian collision matrix and the anti-Hermitian transport matrix are, respec-

tively, given as
(0 0 _(0i&
L(o) := <0_0> , T(§) = (i& O) .

The projection on the space of local-in-x equilibria (satisfying L(c)IT = 0) is given

by the matrix
10
IT:= .
(0 0)

We introduce the operator A(§) as in (2) for each mode &:
* -1 * 0— iéz
A(E) := (Id +(TE ) TE) 1'1) (TE) )" = . W)
The modal Lyapunov functional (3) is given as

1
Hi¢ O E)] = 5 I + SRe(H(E)* AE) 5(8))

1
=, IHEN + 85(E) An(E) H(&)

1. 1 _1i$52 A
=, 3@ (o5 ) 3®, (55)

e !

where we denote the Hermitian part of the matrix A by Ay := é(A + A%).
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4.2 Comparison of the Two Hypocoercivity Methods for X = T

In the next step we shall assemble, for both hypocoercivity methods, the modal
Lyapunov functionals to form a global one. When appropriately optimizing both of
these functionals, we shall see that they actually coincide and achieve optimal decay
estimates in the class of all quadratic forms.

4.2.1 The Optimal Global Lyapunov Functional

We start by applying the strategies outlined in Sect. 2.2 to assemble a global L2(T)
functional. For simplicity, let us first assume that the matrix C(¢, 0), & € Z of (50)
is diagonalizable for all modes, i.e. 0 ¢ 2Z. A brief discussion of the defective
cases is deferred to the end of this section.

We first consider Strategy 1 of Sect. 2.2 that leads to the functional

Halyl:i= ) 13@1506+ Y 3@ lr0g, ye@M?,  (56)

&1>0/2 [§l<a/2

according to definition (17). Assuming that the system has total mass 0, i.e.
fT u(x,0)dx = 0, we obtain that solutions y(¢) of (49), (50) satisfy the estimate:

Iy < cpe 2Oy, (57)
where
cp:=max4{ sup |cond P(l)(é) , sup |cond P(z)(s) } (58)
pimma| sop [eona(P00)]. ap feona (6]

To improve upon the multiplicative constant cp in (57), we continue with
Strategy 2 of Sect.2.2.

* For the case 0 < 2 the functional H, and (58) directly yield the optimal
multiplicative constant. With notation from Sect.2.2 this follows from 2 =
Z\ {0} and cp = cg = cond(PV(£1)) = (2 + 0)/(2 — o). In this case
the two eigenvalues of the ODE system matrix C(§) are distinct and form a
complex conjugate pair. Hence, the multiplicative constant cp is the optimal
constant within the family of form (57), as has been shown in [4, Theorem 3.7].

e For the case 0 > 2, 0 ¢ 27, the lowest modes have the slowest decay:
E = {—1, 1} with cg = cond(P® (£1)) = (0 +2)/(c — 2). The multiplicative
constant cg is not the smallest possible multiplicative constant in (57). However,
according to [4, Theorem 4.1] it is the best possible multiplicative constant
achievable by Lyapunov functionals that are quadratic forms. As o > 2 it follows

that cp > cg, and hence we replace the functionals || - and || -

2 2
” p(l)(é) ” p(2)(s)
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for the faster decaying modes & ¢ B, & # 0. Let us define

1 _2i
P“)(@::(zl- ff), EdE.E 0,
ok

and notice that P(l) (&) satisfies the matrix inequality

(&) (&)

e PVe+ PP e cE =2uPVE). EgE. ££0, (59)

where w is the explicitly given uniform-in-Z spectral gap (52). Furthermore, as
cond(P(l)(é)) < cond(P(l)(:izl)) = (0 +2)/(oc — 2), it satisfies the estimate
cond(P" (&) < ¢z (o). Thus, the choice || - | p ) Toré & (o) and & # 0
leads (via (19)) to the global functional for y € (L%(T))?, given as

oyl i= 3 I ® o+ 2o 13O0, = 2 13O0,
§€E §¢8.,6#£0 §ez\{0}

where the equality follows as P®) (1) = P(l)(:tl). Hz yields decay with sharp
rate 2 u(o) given by (52) and, within the family of quadratic forms, the optimal
multiplicative constant cg (o) in (57).

In summary, for arbitrary 0 > 0, 0 ¢ 27, Strategy 2 of Sect.2.2 yields the
global Lyapunov functional

Ha0)v1i= Y I9@ 1P gy ¥ € LMY, (60)
£€Z\(0)
where
_if
P, 0) = (,.19 125> 0(0) = {Z 0=o=2 ©1)
2¢& o o>2.

Next, we turn to the method of Sect.2.1 and derive another global L%(T)
functional that is based on the modal functionals (55):

Hi® = Y HIEHFE], ye (D).
§€Z\{0}

In [21, § 1.4] the parameter § € (0, 2) was chosen independent of &. But optimizing
the resulting decay rate of H;(8) w.r.t. the parameter § € (0, 2) yields non-sharp
decay rates (as derived in [21, § 1.4] for A,, = o = 1). Hence, we shall optimize
here each modal functional H; (¢, §(£)) w.r.t. the parameter 8.
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For y € (L*(T))? and arbitrary o > 0, o ¢ 27Z, the resulting functional is given
as

Aiol:=2 Y Hi(£56.0) [HE)]. (62)
§ez\{0}

with the optimal parameter § (&€, o) := o) (Sl %) € (0,2) and (o) defined in (61).

The following theorem relates H1 to the previously defined functional H2, given
respectively by (62) and (60).

Theorem 3 For y € (L*(T))? and arbitrary o > 0, o & 2 Z it follows that
Hi@)y] = Fa(0)1y1.

Proof Thanks to previous considerations, the proof is now straightfoward. For each
mode & € Z \ {0}, the identity

2H1 (6.8, ) 1= 151% ¢ 4y, §€C (63)

follows by setting § = §(&, ) in (55). |

4.2.2 The Defective Cases

For o # 2 the defective modes |§] = o/2 do not exhibit the slowest decay of
all modes, i.e. £ ¢ E as defined in Sect.2.2. The functional || - ||2P(1)(S) yields
the sufficient decay rate 2 i(o), along with multiplicative constants that are small
enough, i.e., cond(PS)(S)) < cz(o0). It follows that Strategy 2 of Sect.2.2 again
yields the functional H; as defined in (60).

The case o = 2 is the only case where the defective modes correspond to the
slowest modal decay, i.e. £ = 1 € E. Then, for arbitrarily small ¢ > 0 the

modified norm || - || PES) defined in (61), with
2 —¢g?

O =2 , 64

‘ 24¢2 e

yields the exponential decay rate 2 (,u 2) - s) for all modes |&| # 0. Due to the lack
of an eigenvector basis in the defective case, constructing the matrix P (§, ;) results
in a decay estimate of form (57) with multiplicative constant ¢, = +/2/¢. The blow-
up limg o, c. = +o0 reflects the fact that the true decay behaviour of solutions
in this defective setting is not purely exponential with rate 2 £(2), but rather
exponential times a polynomial in time . An approach based on more involved time-
dependent Lyapunov functionals yields estimates with the sharp defective decay
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behaviour. As the time-dependent construction is besides our focus, we simply refer
to [10] for further details.

4.2.3 Decay Results for the Case X =T

In this subsection we start by refining the general strategy of Sect.3.1.3 to extract
the sharp decay rate for the GT model from the functional H;. Subsequently, we
conclude the torus case by expressing the global Lyapunov functional in the spatial
variable.

In Theorem 3 above, we establish that both functional constructions (as described
in Sect. 2.1) coincide for the GT equation if one chooses the appropriate parameter
8(§) for H;. Now, we compare both approaches of Sect. 2.1 to extract explicit decay
rates from the functional. -

The Strategy 2 of Sect.2.2 for Hy is based on modal matrix inequalities, (59),
which prove the sharp global decay rate 2 11 as already discussed in Sect.4.2.1.

The general method of Sect. 2.1 for H; (and its improvements of Sect. 3.1) is to
estimate the entropy—entropy production inequality D[y] — A H{[y] > 0 in terms of
||ldd — IT) y|| and ||ITy| that are then optimized for A. As assumed in Sect. 3.1, we
restrict our discussion to A,; = 1 which requires the relaxation rate 0 = 1. Applying
Proposition 3 to the modal equation (50) for £ = +1 yields the decay estimates

Hi(£1,50) FEL D] < e O H (£1,50) [, 0)]

with non-optimal modal decay rate 5\(1) ~ 0.165 and parameter 52(1) ~ (0.325.
Higher modes, |§| > 1, yield higher decay rates (c¢f. Lemma 2), but as

inf X&) =21 <2u) =1,
E€Z\{0}

the optimal global rate cannot be recovered. One cause for not reaching the sharp
rate is that Proposition 3 approximates the entropy—entropy production inequality
condition to obtain readable formulas (via the discriminant ﬁz as defined in (41)).
But even omitting approximations when optimizing § does not yield sharp decay
rates A(|&|) = 1 for our example.

This is not surprising as Sect. 3.1.4 provides explicit estimates with a general
hypocoercive setting in mind. In order to obtain sharp decay rates for the GT model,
we sacrifice this generality and refine the strategy for the simple structure at hand.
The reduction of the continuous velocity space velocity space v € R (as defined
in Sect.3.1.1) to two discrete velocities in the GT setting allows the following
modifications: With the notation of Sect. 4.1 it

AGTEM -y =0, jeC.
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Thus, the constant Cy as defined in (39) improvesto Cy = | flé‘llz' Additionally, as

Ak (L 0"51“;”
Ald) = + ,
) (L+211d) 0o 0

it follows that

€]

prgp TP

RefA®) (L+2105(6) . 5©))| < |

forO < A < 1,where X := ||(Id — ID)J|| = ||v|| and Y := || [1]| = |lu||. Then, as a
refinement of (40) for the GT equation with H; (£, §) from (55) it follows that

D, O3] —AHi (&, 9)[F]

SE2 A\ oo AEE A\ L,
z(1—1+§2—2)x —8Re(A(L—AId)F,F)+(1+§2—2> Y
SE2 A\ L, SIEIA =N AEZ AN Lo
2<1_1+§2_2>X T o142 XY+<1+§2_2)Y‘

The refined discriminant condition is then given by the non-positivity of

52 g2 5 SEZ A SEZ A
a+gne M _4<1_1+52_2)(1+52_2)'

It can be verified directly that §(§) := 12"’5 for & # 0 yields hGT(S &), 1) = 0.
Hence we recover the sharp exponential decay rate A(|§]) = 2 (1) = 1 for the
modal equations (50) for all £ € Z \ {0} witho = 1.

With this we have shown that refining the method of Sect. 3.1.3 for the GT model
(with o = 1) allows us to recover the sharp global decay rate from the global
functional Hi, as defined in (62).

In Sect. 4.2 above we show that both hypocoercive methods from § I lead to the
same global Lyapunov functional for arbitrary o > 0. We conclude this subsection
by leaving the modal formulation behind and expressing this global functional in
the spatial variable.

In [7] the authors define an explicit spatial Lyapunov functional that yields
the sharp, purely exponential decay rates and best possible multiplicative constant
(reachable via quadratic forms) for each o > 0:

hor(8, A) =

Definition 1 Let u, v € L? (T) be real-valued and let 6 € (0, 2) be given. We then
define the functional Eg[u, v] as

o (7
Eolu, v1:= llullfaep + 101 20p) — 271/ v udx.
0
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Here, the anti-derivative of u is defined as

a;lu(x) = /xudy— (/x u(y)dy) , (65)
0 0 avg

where u,yg := 2171 02” udx = u(0).

Theorem 4 For u, v € L*(T) and arbitrary o > 0, o & 2 Z it follows that
H1(01) [u — Uavg, U] = Ee(a) [u — Uavg, U] s (66)

with Hy defined in (62).

Proof As in [7, § 4.3], we use Parseval’s identity and the fact that (i k)’1 is the
(discrete) Fourier symbol of 9 I as defined in (65). For the total entropy of arbitrary
y = (u,v)T € (L2(T))?, with uayg = 0, we deduce from (63) that

Hi@DI+ 18O = 3 13O oy + 10O
keZ\{0}

1 m 2 2 1
=2n/0 (|u| +of? - 6(0) vd] u)dx
= Ego)lu, v].

O

In the following result we recall from [7, Theorem 2.2.a] the optimal exponential
decay for y(7) to the steady state yoo = (Uaye, 0)7, both in the functional Eg
and in the Euclidean norm. Mild solution refers to the terminology of semigroup
theory [31].

Theorem 5 Let (u,v) € C([0,00); (L?(T))?) be a mild real valued solution
10 (49) with initial datum uo, vo € L? (T) and define Uayg = 2171 f0271 uop(x)dx.

e Ifo #2then
Eo(o) (1) — ttavg, v(1)] < Eg(o)[uo — tavg, vole 2" Vi >0,
where

, O0<o<?2
—\/‘742—1, o>2

o, O<o<?2
0) =1, L nE)=
. o>2

oA a
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Consequently we obtain the decay estimate

fro-(7) n=(7)

where the decay rate (o) is sharp and

o 2+G . f+(t) _ 1 L f+’0
K '_\/|2—a| 0= (f(t))’ Joo = gt Joi= (f,o>‘

e Ifo =2thenforany0 <¢ <1

e MO >,
L2(T)

=%
L(T)

Eg. [u(t) — ttavg, v(1)] < Eg, [0 — ttavg, vole 21791 Vi >0

with 0 defined as in (64) and we have that
o= - ()
Hf(t) (foo . =, fo o

4.3 Decay Results for the Case X = R

e~ =01 vy >0,
L2(T)

We consider the GT model with position x on the real line and prove two global
decay estimates with sharp algebraic rate. Our first goal is to obtain modal decay
estimates of general form (46) with modal constants C(|§]) as small as possible.
As we discuss below, a straightforward application of Lemma 5 with Strategy 1
of Sect.2.2 is not possible due to the appearance of a defective eigenvalue in
the modal equation (50). To avoid this difficulty we shall use a non-sharp decay
estimate as input to apply Lemma 5. Our second goal is to construct a simple spatial
functional that closely approximates our first result. To achieve this, we construct
modal Lyapunov functionals that yield slightly less precise estimates but have the
advantage of representing a more convenient pseudo-differential operator.

To simplify notation, we assume that ¢ = 1 in the present section. This is
no restriction, as the general case o > 0 in (48) can always be reduced to the
normalized one thanks to the rescalingf = o t, ¥ = o x.

A natural approach to obtain a decay estimate for X = R is an application of
Lemma 5 to the decay estimates (53) with the matrices PM and PP of (54) for
o = 1. The extension of Strategy 1 of Sect.2.2 to & € R leads to (57). But as
cond (PV(§)) — oo and cond (P (§)) — oo for || — 1/2, it follows that
the multiplicative constants in (57) become unbounded. This is due to the defective
limit of the modal equation (50) at |§| = 1/2. The modal Lyapunov functionals
with sharp rate depend on the eigenspace structure, which has a discontinuity at
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|&] = 1/2 and the decay rates are not purely exponential there. Hence, we cannot
directly use Lemma 5 with sharp rates.

Therefore, the natural and in fact sharper approach is to start with the exact modal
decay function (instead of an exponential approximation): for 2 x 2 ODE systems,
this decay function was given in [4, Proposition 4.2]:

19, )13 < hye (1, 6) 150,613 V=0, (67)

where h (¢, &), the squared propagator norm associated with (50), is explicitly
given in [4]. Since this function is continuous at the defective point & = 1/2 for
all + > O (see Fig. 6), one could easily extend Lemma 5 to this setting. But, since
hy(z, &) is a quite involved function, the minimization w.r.t. R (as in (47)) could
only be carried out numerically. In order to come up with an explicit decay estimate,
we shall therefore rather approximate the modal (exponential) decay estimates that
are used as a starting point for Lemma 5. We now approximate the decay estimate
for large frequencies |£|, but keep the sharp estimates for |&| small.

h+ (t’ S)

A
1

0.9
0.8
0.7F
0.6
0.5
0.4
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01

0 - - >

0 0.5 1 1.5 2 25 3 3.5 4 4.5 5

Fig. 6 The mapping |§| = s + h4(¢, s) shows the continuous modal dependency of the squared
propagator norm of C (&, 1) for fixed times ¢. Note that the kinks are no numerical artefact
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Lemma 6 Assume that R € (0, 1/2) and let y(t, &) be a solution to (50). Then,

19, ) < c®) e @50, 8%, YEeR\{0}, V>0, (68)
1+2|&]
. Dkl EI<R, 2uE), €l <R,
with ¢(£) = { 28] A@)=:
ek el =R, 2u(R). 1§1= R.

Proof For every |£| < R, the modal functional || - ||§,(2) &3S defined in (54), yields
the sharp modal decay

20 =26 ) =1 — 1 - 482,

given by (51). The condition number of PP (&) is given as

c@y=cmd0ﬂkg)—l+zgl<l+2R & < R. (69)

C1-2|¢§| T 1-2R’

For |&| > R we use the rescaled version of || - ||2P(1)($) (from Sect. 4.2.1, but now

2

for X = R), given as || - || with the matrix

P&’
| _2iR
P(§) = <2iRz § ) : (70)
p 1
As this matrix satisfies the inequality
C*(E)PE)+ PE)CE) = 2u(R)P(E), [l =R, (71)

2
12
The condition number of P (§) is given as:

the functional || - ® yields an exponential decay 2 w(R) for all modes |£| > R.

) |E] +2 R? 14+2R
c(§) :=cond (P(§)) = €| — 2 R2 <cond(P(R)) = 1—2R’ &l > R,
(72)
from which the desired result follows. O

We can now apply Lemmas 5 and 6 to obtain following global decay estimate.

Proposition 5 Let y := (u, v)T be a solution of the Goldstein-Taylor equation (49)
on R with o = 1 and initial datum yo = (ug, vo)T, such that ugy, vy € Ll(R) N
L2(R). Let the modal spectral gap, defined in (51), be denoted as n(§) = n(§, 1).
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Then, for any t > 0 it follows that

1+2R .| B(, )
IYO12 g, < Jnf 1_2R<2mln{ y }IlyollLl(R 2“(R)’|Iyo||Lz(R))

with B(t, R) 1= /t fOR e 2Higs € [0, /m/8).

Proof Applying Lemma 5 to the modal decay estimates (68) and taking into account
the estimates (69) and (72) leads to the decay result where, for B(¢, R), we use the
estimate 11 (|€])/&% = (1/2 — \/1/4 - 52)/52 > 1for 0 < |&| < 1/2. The bound

on B follows from B(t, R) < v/t [y e 28 g O

Remark 3 The decay result of Proposition 5 is neither explicit in the optimization
with respect to R (for fixed ¢), nor optimal, as this would require an approach starting
from (67). It is however the best possible estimate of form (46) achievable with
quadratic forms for each mode. This follows, as for one, the modal functionals for
|E] < R, & # 0 are optimal for quadratic forms (cf. the discussion on P (&)
in Sect.4.2.1). Additionally, the modal functionals for |£| > R are sufficient (in
light of Lemma 5) as they yield the sufficient decay 2 u(R) and the sufficient
multiplicative constants SUP|¢|> R c(§) = SUP |z <R c¢) = A+2R)/1 —2R).
In analogy to Sect.2.2 the decay stated in Proposition 5 results from the global
functional

Fo(R)y] == /

aren 2
" IYE b e 48 +/|§> MGk PE) d§ .

As our final result, we shall consider an alternative modal functional for the GT
equation on R that translates into a convenient representation in the spatial variable.
The trade-off is a less accurate global decay estimate.

The result of Proposition 5 was based on the modal Lyapunov functional || - ||2P ®
for large modes and || - Ik PO &) for small modes. Now, we replace both functionals

by the single norm || - ||§)( 5 with the positive definite Hermitian matrix
| _ 2if
~ 2
P(§) :=( 2it 1{45 ) £E#0, (73)
1442

which asymptotically approximates the matrices from (54) which yield sharp modal
decay. For the off-diagonal matrix elements we have

Pa® - PR =0 (PR®) as gl > +oo,

P - PR =0 (PP®) as 16— 0.
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Fig. 7 Exponential decay rate /i in comparison to the sharp exponential rate x«, shown as functions
of the spatial frequency s = |£|

It satisfies the matrix inequality (12) with P = P(£) and the spectral gap i
replaced by

1 1
i@ = (1- :
He 2( J1+4g2(1+4g2)>

The rate 2 j1(&) is an approximation to the sharp decay rate 2 pu(§) of fifth order for
modes & close to 0, see Fig. 7. The condition number of P(§) is given by

S(E) e 5oey) . | T 2IEIH4E
&) i=cond (P(©)) = | 26|+ ds2 (74)

and hence we arrive at the modal decay estimates for £ # 0:
15, OI7 <&@ e M ON50,9)1%, 1=0. (75)

We define the global Lyapunov functional

oty = [ 151, de

As we shall see now, this can be rewritten in x-space (without resorting to the
&-modes) in terms of a fairly simple pseudo-differential operator, similar to the
functional Eg[y] from Definition 1. Moreover, it is easily related to the functional
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Hi[y] from Sect.2.1: on the symbol level it holds that functional H3(§) =
2H1(2&,8 = 1), see (73), (55).

Proposition 6

(a) Foru, v € L2(R), the functional Hz can be expressed as
H = flul? 2 o —4 B (1 —402) " vx)d
3[’/[’ U] - ||”||L2(R) + ||U||L2(R) Ru(x) X ( x) U(x) X .

(b) Lety = (u,v) € C([O, 00); (L? (R))z) be a mild real valued solution to (49)
with o = 1 and initial datum ug, vy € L'(R) NL2(R). Then, the functional Hs
vields the decay estimate

Iyt 012 g

: 142 R+4 R> . b3 2 —2/i(R) ¢t 2
< if (12 R R min {2 R, /3, Lol ) + 3 150012z ) -
0<R<V
=7

Proof With Plancherel’s identity it follows that

_ Sy 2 2 2 n v(§)
Hz[y]—/R||y@)||ﬁ@)ds—||u||L2(R)+||v||L2(R)+2Re (fRzzsu@) pag2 d%)
2 2 2n—1
= Nl 2 gy + 1012 ) —4/Ru<x) dc(1—497) " v(x) dx .

To prove the decay estimate, we apply Lemma 5 to (75). The multiplicative
constant ¢(£¢) from (74) is monotonously increasing for £ € [0, 1/2] to its global

maximum cond (f’(l /2)) = 3. For the integral in (47) with ¢(§), we estimate
/ &) eizﬂ(é)tdéj < &(R) e*éza(é)fd%-
IEI<R lEI<R

with

1 1
= 1 - .
“ €2< \/1+452(1+4g2))

One easily sees that « has a local minimum at £ = 0 with «(0) = «(§) = 1,
£ = (\/5— 1)/4 ~ 03, ie. for0 < R < (v/5— 1)/4 it holds that a(§) > 1

for all |§] < R. Thus, for 0 < R < (\/5 — 1)/4 and ¢ > 0, the desired result
follows. O



Rates in Fourier Based Hypocoercivity Methods 49

Acknowledgments This work has been partially supported by the Project EFI (ANR-17-CE40-
0030) of the French National Research Agency (ANR) and the Amadeus project Hypocoercivity
no. 39453PH. J.D. and C.S. thank E. Bouin, S. Mischler and C. Mouhot for stimulating discussions
that took place during the preparation of [15]: some questions raised at this occasion are the origin
for this contribution. A.A., C.S., and T.W. were partially supported by the FWF (Austrian Science
Fund) funded SFB F65.

© 2020 by the authors. This paper may be reproduced, in its entirety, for non-commercial
purposes.

References

1. Achleitner, F., Arnold, A., Carlen, E.A.: The hypocoercivity index for the short and large time
behavior of ODEs. Preprint arXiv (2021). https://arxiv.org/abs/2109.10784
2. Achleitner, F., Arnold, A., Carlen, E.A.: On linear hypocoercive BGK models. In: From Particle
Systems to Partial Differential Equations III, pp. 1-37. Springer, Berlin (2016). https://doi.org/
10.1007/978-3-319-32144-8 1
3. Achleitner, F., Arnold, A., Carlen, E.A.: On multi-dimensional hypocoercive BGK models.
Kinet. Relat. Models 11(4), 953—-1009 (2018). https://doi.org/10.3934/krm.2018038
4. Achleitner, F., Arnold, A., Signorello, B.: On optimal decay estimates for ODEs and PDEs with
modal decomposition. In: Stochastic Dynamics Out of Equilibrium. Springer Proc. Math. Stat.,
vol. 282, pp. 241-264. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-15096-9_6
5. Addala, L., Dolbeault, J., Li, X., Tayeb, M.L.: L2-hypocoercivity and large time asymptotics
of the linearized Vlasov—Poisson—Fokker-Planck system. J. Stat. Phys. 184, 34 (2021). https://
doi.org/10.1007/s10955-021-02784-4
6. Armstrong, S., Mourrat, J.C.: Variational methods for the kinetic Fokker-Planck equation.
Preprint arXiv (2019). https://arxiv.org/abs/1409.5425
7. Arnold, A., Einav, A., Signorello, B., Wohrer, T.: Large time convergence of the non-
homogeneous Goldstein-Taylor equation. J. Stat. Phys. 182, 35 (2021). https://doi.org/10.1007/
$10955-021-02702-8
8. Arnold, A., Einav, A., Wohrer, T.: On the rates of decay to equilibrium in degenerate and
defective Fokker-Planck equations. J. Differ. Equ. 264(11), 6843-6872 (2018). https://doi.org/
10.1016/j.jde.2018.01.052
9. Arnold, A., Erb, J.: Sharp entropy decay for hypocoercive and non-symmetric Fokker-Planck
equations with linear drift. Preprint arXiv (2014). https://arxiv.org/abs/1409.5425
10. Arnold, A., Jin, S., Wohrer, T.: Sharp decay estimates in local sensitivity analysis for evolution
equations with uncertainties: from ODEs to linear kinetic equations. J. Differ. Equ. 268(3),
1156-1204 (2020). https://doi.org/10.1016/j.jde.2019.08.047
11. Arnold, A., Schmeiser, C., Signorello, B.: Propagator norm and sharp decay estimates for
Fokker-Planck equations with linear drift. Preprint arXiv (2020). https://arxiv.org/abs/2003.
01405
12. Bernard, E., Salvarani, F.: Optimal estimate of the spectral gap for the degenerate Goldstein-
Taylor model. J. Stat. Phys. 153(2), 363-375 (2013). https://doi.org/10.1007/s10955-013-
0825-6
13. Bernard, E., Salvarani, F.: Correction to: Optimal estimate of the spectral gap for the degenerate
Goldstein-Taylor model. J. Stat. Phys. 181(4), 1-2 (2020). https://doi.org/10.1007/s10955-
020-02631-y
14. Bouin, E., Dolbeault, J., Lafleche, L., Schmeiser, C.: Hypocoercivity and sub-exponential local
equilibria. Monatshefte fiir Mathematik (2020). https://doi.org/10.1007/s00605-020-01483-8
15. Bouin, E., Dolbeault, J., Mischler, S., Mouhot, C., Schmeiser, C.: Hypocoercivity without
confinement. Pure Appl. Anal. 2(2), 203-232 (2020). https://doi.org/10.2140/paa.2020.2.203


https://arxiv.org/abs/2109.10784
https://doi.org/10.1007/978-3-319-32144-8_1
https://doi.org/10.1007/978-3-319-32144-8_1
https://doi.org/10.3934/krm.2018038
https://doi.org/10.1007/978-3-030-15096-9_6
https://doi.org/10.1007/s10955-021-02784-4
https://doi.org/10.1007/s10955-021-02784-4
https://arxiv.org/abs/1409.5425
https://doi.org/10.1007/s10955-021-02702-8
https://doi.org/10.1007/s10955-021-02702-8
https://doi.org/10.1016/j.jde.2018.01.052
https://doi.org/10.1016/j.jde.2018.01.052
https://arxiv.org/abs/1409.5425
https://doi.org/10.1016/j.jde.2019.08.047
https://arxiv.org/abs/2003.01405
https://arxiv.org/abs/2003.01405
https://doi.org/10.1007/s10955-013-0825-6
https://doi.org/10.1007/s10955-013-0825-6
https://doi.org/10.1007/s10955-020-02631-y
https://doi.org/10.1007/s10955-020-02631-y
https://doi.org/10.1007/s00605-020-01483-8
https://doi.org/10.2140/paa.2020.2.203

50

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

A. Arnold et al.

Bouin, E., Dolbeault, J., Schmeiser, C.: Diffusion and kinetic transport with very weak con-
finement. Kinet. Relat. Models 13(2), 345-371 (2020). https://doi.org/10.3934/krm.2020012
Bouin, E., Dolbeault, J., Schmeiser, C.: A variational proof of Nash’s inequality. Rend. Lincei
Mate. Appl. 31(1), 211-223 (2020). https://doi.org/10.4171/rlm/886

Calvez, V., Raoul, G.: Confinement by biased velocity jumps: aggregation of escherichia coli.
Kinet. Relat. Models 8, 651 (2015). https://doi.org/10.3934/krm.2015.8.651

Dolbeault, J., Klar, A., Mouhot, C., Schmeiser, C.: Exponential rate of convergence to
equilibrium for a model describing fiber lay-down processes. Appl. Math. Res. eXpress (2012).
https://doi.org/10.1093/amrx/abs015

Dolbeault, J., Mouhot, C., Schmeiser, C.: Hypocoercivity for kinetic equations with linear
relaxation terms. C. R. Math. 347(9-10), 511-516 (2009). https://doi.org/10.1016/j.crma.2009.
02.025

Dolbeault, J., Mouhot, C., Schmeiser, C.: Hypocoercivity for linear kinetic equations conserv-
ing mass. Trans. Am. Math. Soc. 367(6), 3807-3828 (2015). https://doi.org/10.1090/s0002-
9947-2015-06012-7

Favre, G., Schmeiser, C.: Hypocoercivity and fast reaction limit for linear reaction networks
with kinetic transport. J. Stat. Phys. 178(6), 1319-1335 (2020). https://doi.org/10.1007/
$10955-020-02503-5

Fellner, K., Prager, W., Tang, B.Q.: The entropy method for reaction-diffusion systems without
detailed balance: First order chemical reaction networks. Kinet. Relat. Models 10(4), 1055—
1087 (2017). https://doi.org/10.3934/krm.2017042

Goudon, T., Alonso, R.J., Vavasseur, A.: Damping of particles interacting with a vibrating
medium. Ann. Inst. Henri Poincaré (C) Non Linear Anal. (2016). https://doi.org/10.1016/j.
anihpc.2016.12.005

Hérau, F.: Hypocoercivity and exponential time decay for the linear inhomogeneous relaxation
Boltzmann equation. Asymptot. Anal. 46(3—4), 349-359 (2006). https://content.iospress.com/
articles/asymptotic-analysis/asy741

Horn, R.A., Johnson, C.R.: Matrix Analysis, 2nd edn. Cambridge University Press, Cambridge
(2013). https://doi.org/10.1017/CB0O9780511810817

Kawashima, S.: The Boltzmann equation and thirteen moments. Jpn. J. Appl. Math. 7(2), 301—
320 (1990). https://doi.org/10.1007/BF03167846

Mouhot, C., Neumann, L.: Quantitative perturbative study of convergence to equilibrium for
collisional kinetic models in the torus. Nonlinearity 19(4), 969-998 (2006). https://doi.org/10.
1088/0951-7715/19/4/011

Nash, J.: Continuity of solutions of parabolic and elliptic equations. Am. J. Math. 80, 931-954
(1958). https://doi.org/10.2307/2372841

Neumann, L., Schmeiser, C.: A kinetic reaction model: decay to equilibrium and macroscopic
limit. Kinet. Relat. Models 9, 571 (2016). https://doi.org/10.3934/krm.2016007

Pazy, A.: Semigroups of linear operators and applications to partial differential equations.
Applied Mathematical Sciences, vol. 44. Springer, New York (1983). https://doi.org/10.1007/
978-1-4612-5561-1

Shizuta, Y., Kawashima, S.: Systems of equations of hyperbolic-parabolic type with applica-
tions to the discrete Boltzmann equation. Hokkaido Math. J. 14(2), 249-275 (1985). https://
doi.org/10.14492/hokm;j/1381757663

Ueda, Y., Duan, R., Kawashima, S.: Decay structure for symmetric hyperbolic systems with
non-symmetric relaxation and its application. Arch. Ration. Mech. Anal. 205(1), 239-266
(2012). https://doi.org/10.1007/s00205-012-0508-5

Villani, C.: Hypocoercivity. Mem. Am. Math. Soc. 202(950), iv+141 (2009). https://doi.org/
10.1090/S0065-9266-09-00567-5


https://doi.org/10.3934/krm.2020012
https://doi.org/10.4171/rlm/886
https://doi.org/10.3934/krm.2015.8.651
https://doi.org/10.1093/amrx/abs015
https://doi.org/10.1016/j.crma.2009.02.025
https://doi.org/10.1016/j.crma.2009.02.025
https://doi.org/10.1090/s0002-9947-2015-06012-7
https://doi.org/10.1090/s0002-9947-2015-06012-7
https://doi.org/10.1007/s10955-020-02503-5
https://doi.org/10.1007/s10955-020-02503-5
https://doi.org/10.3934/krm.2017042
https://doi.org/10.1016/j.anihpc.2016.12.005
https://doi.org/10.1016/j.anihpc.2016.12.005
https://content.iospress.com/articles/asymptotic-analysis/asy741
https://content.iospress.com/articles/asymptotic-analysis/asy741
https://doi.org/10.1017/CBO9780511810817
https://doi.org/10.1007/BF03167846
https://doi.org/10.1088/0951-7715/19/4/011
https://doi.org/10.1088/0951-7715/19/4/011
https://doi.org/10.2307/2372841
https://doi.org/10.3934/krm.2016007
https://doi.org/10.1007/978-1-4612-5561-1
https://doi.org/10.1007/978-1-4612-5561-1
https://doi.org/10.14492/hokmj/1381757663
https://doi.org/10.14492/hokmj/1381757663
https://doi.org/10.1007/s00205-012-0508-5
https://doi.org/10.1090/S0065-9266-09-00567-5
https://doi.org/10.1090/S0065-9266-09-00567-5

Quantum Drift-Diffusion Equations )
for a Two-Dimensional Electron Gas St
with Spin-Orbit Interaction

Luigi Barletti, Philipp Holzinger, and Ansgar Jiingel

Abstract Quantum drift-diffusion equations are derived for a two-dimensional
electron gas with spin-orbit interaction of Rashba type. The (formal) derivation
turns out to be a non-standard application of the usual mathematical tools, such as
Wigner transform, Moyal product expansion and Chapman—Enskog expansion. The
main peculiarity consists in the fact that a non-vanishing current is already carried
by the leading-order term in the Chapman—Enskog expansion. To our knowledge,
this is the first example of quantum drift-diffusion equations involving the full spin
vector. Indeed, previous models were either quantum bipolar (involving only the
spin projection on a given axis) or full spin but semiclassical.

1 Introduction

Spintronics is an alternative to electronics, where the bit of information is carried by
the spin polarization and not by the current [25]. Spintronics must not be confused
with quantum computing: in the latter, both the information and its processing are
based on a relatively small number of spins and are completely subject to the laws of
quantum mechanics; in the former, the spin carriers are a large population and only
the polarization is the result of an average of many single spins. Also in the case of
spintronics, each spin carrier is subject to the laws of quantum mechanics and, for
an accurate simulation of the behaviour of a spintronic device, it is very important to
include quantum mechanical effects in the mathematical models. A systematic way
to construct mathematical models of quantum fluids (diffusive or hydrodynamic)
has been introduced by Degond, Ringhofer, and Méhats in Refs. [8, 9] (see also the
exposition in [16]). Their strategy is based on the quantum mechanical version of the
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Maximum Entropy Principle (MEP), which basically says that the fluid-dynamical
(macroscopic) equations, derived from an underlying kinetic (microscopic) model,
can be closed by assuming that the microscopic state is the most probable one
compatible with the observed macroscopic quantities (densities, currents, etc.). In
turn, the most probable state is the one that maximises a suitable entropy functional,
dictated by the laws of statistical mechanics. The quantum MEP (Q-MEP) can
be formulated in the standard (operator-based) formalism of statistical quantum
mechanics or in the phase-space formalism due to Wigner [22]. The operator form
is more general, to the extent that it can also be applied to Hamiltonians defined in
bounded domains (while the Wigner formalism is only suited to the whole-space
case). However, the Wigner framework, being a quasi-classical description, is more
suited to the semiclassical expansion of the quantum model, resulting in “classical
equations” with “quantum corrections”.

Diffusive models of particles with spin, subject to spin-orbit interactions, have
been previously derived in Refs. [4, 10, 20]. In Ref. [10], two kinds of models
are considered: the bipolar one, where only the projection of the spin on a given
axis is considered, and the spin-vector one, where all the components of the spin
vector are present. Such models are “semiclassical”’, which means that the drift-
diffusion equations are not the standard ones because (of course) they contain the
spin components, but the models do not incorporate non-local effects, such as the
Bohm potential [16]. This is because the postulated equilibrium state is a classical
Maxwellian for each spin component, while non-local effects only arise from a
quantum equilibrium state. Reference [20] is a generalisation of [10], where a more
detailed collision operator is considered, with spin-dependent scattering rates.

The first application of the Q-MEP to the case of particles with spin-orbit
interaction is given in Ref. [4]. There, a two-dimensional electron gas (2DEG) with
spin-orbit interaction of Rashba type [25] is considered and the Q-MEP is used to
derive bipolar quantum drift-diffusion equations (QDDE) for the spin polarisation in
the direction perpendicular to the 2DEG plane. The obtained model is then expanded
semiclassically in order to obtain classical drift-diffusion equations for the density
and polarisation with quantum corrections.

Few results are available related to the existence analysis of spin drift- diffusion
models. The bipolar model was investigated in [13, 14]. An existence result for
a diffusion model for the spin accumulation with fixed electron current but non-
constant magnetization was proved in [12, 21]. Matrix spin drift-diffusion models
were analyzed in [15, 17] with constant precession axis and in [23] with non-
constant precession vector. Numerical simulations for this model can be found
in [7]. Assuming a mass- and spin-conserving relaxation mechanism, two full-
spin drift-diffusion models were derived and analyzed in [24], including spin-orbit
interactions. These model, however, do not contain “quantum correction” terms.

In the present paper, we derive spin-vector QDDE for the same spin-orbit system
as in [4]. As remarked before, this means that the QDDE that we derive here involve
all the components of the spin vector. The paper is organised as follows. In Sect. 2,
we introduce the Rashba Hamiltonian, describing the spin-orbit interaction of each
electron in the 2DEG. Moreover, some basic concepts of the spinorial Wigner-
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Moyal formalism are recalled. In Sect. 3, we set up the model at the kinetic level,
consisting of an evolution equation for the matrix-valued Wigner function, endowed
with a collisional term that describes the relaxation of the system to an equilibrium
Wigner function obtained by the Q-MEP. The formal diffusive limit of the kinetic
model is analysed in Sect. 3, which leads to the spin-vector QDDE (Egs. (17), (21),
and (24)). In order to test the consistency of the obtained equations, we consider
the semiclassical limit of the QDDE and show that it is in accordance with the
semiclassical equations derived in [10].

2 Physical and Mathematical Background

Let us consider a population of electrons confined in a two-dimensional potential
well, described by the coordinates (x, x2) and subject to a spin-orbit interaction of
Rashba type [25]. The Hamiltonian of each electron has therefore the form

K2 . .
H— —om A —ihopg (8)2(2 + thl)
—ihog (dx, — idx,) - A

where ag is the Rashba constant and m is the (effective) electron mass. In terms of
the Pauli matrices, we can write

h2

H:—zmAO'()—ih(xR (axzol—axlaz), (1)

(1o oy (0= _ (10
"= Vo1) "7 \uo) P \io) P \o-1)

In the following, we will extensively make use of the algebra of the Pauli matrices.
Each 2 x 2 matrix-valued quantity a € C?*? can be decomposed in Pauli
components according to

where

3
a= Zajaj =apop+a-o,
0

where a = (a1, a2, a3), 0 = (01, 02, 03), and the components a; (k = 0, 1,2, 3)
are real if and only if @ is Hermitian. By using the well-known identity

0i0j = i€;jkoy + 800, 1<i,j,k <3,



54 L. Barletti et al.

(where €;j and §;; are, respectively, the Levi-Civita and Kronecker symbols), it is
straightforward to prove the following relations, mapping the matrix algebra on the
Pauli components:

tr(a) = 2ao, (2)
ab = (agbg + a - b)oy + (aph + boa +ia x b) - o, 3)
ab—ba=iaxb-o. “4)

The Hamiltonian (1) can be written more concisely as

hz
H=—_ Aoy—ihagV~* o (5)
2m

with the notation
V = (a)(]a axz’ O)a VJ_ = V X e3 = (axza _a)(]a O)a e3 = (07 Oa 1)-

We now combine the matrix algebra with the Wigner-Moyal calculus. The
following definitions and properties hold for suitably smooth functions. Let us recall
the definition of the Wigner transform, o + a, of a function o = o(x, y), x € R,
y e R4, into a phase-space functiona = a(x, p), x € R4, p € RY:

a(x, p) =W, p) = / 0 (x + S,x - S) e iréihge
R4 2 2

(see also Ref. [22]). We remark that, in our framework, we have d = 2, and the
Wigner transform acts on the matrix-valued functions ¢ and @ componentwise. The
Wigner transformation is closely related to the Weyl quantization, a +— A, that
maps the phase-space function a to an operator A, according to

(AY)(x) = [Op(@¥] (x)

1 x+y i(x—y)-
= Quhyd /Rma< 5 ,p) Y eI P ayap.

In the correspondence A = Op(a), the phase space function a is often called the
“symbol” of A.

The Wigner transform is the inverse of the Weyl quantization if one identifies the
operator A with its integral kernel p4. In fact,

(Aw)(X)=/ QA(x,y)lﬁ(y)dy=/ W @) (x, y) ¥ (y) dy.
R4 R4

The Wigner—Weyl correspondence is summarized in Fig. 1.
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Fig. 1 The Wigner—Weyl A > 04
correspondence: A = Op(a)

is the operator associated to

the phase-space function a, Op W

04 is the integral kernel of A,
and a = W(p,) is the
Wigner transform of 04 a

The operator algebra is transferred to phase-space functions by the Wigner—Weyl
correspondence. In particular, the operator product gives rise to the definition of the
Moyal product a#b = Op~!(AB), where A = Op(a) and B = Op(b). The Moyal
product has an explicit expansion in powers of 7,

o0
a#b = Z ik a# b, (6)
k=0

where

_ 1 D Cags) (vevs
atb= a|+2,3::k Bl (Vpra> (V,,be>.

At the leading order of the expansion, we find the ordinary product a#pb = ab,
while at the first order, it is related to the Poisson bracket,

.2
1
atb= ,2—21 (8x,a 9,6 — 3p,ad;b) .

The operator trace Tr is equivalent to the integral on the phase-space of the matrix
trace tr of its symbol, i.e.

1
Tr(A) = Qrh) /]thf tr(a)(x, p)dxdp.

In particular, if A represents some physical observable and S represents the state of
the system, and if « = Op~!(A) and w = Op~!(S) are the corresponding phase-
space functions (w is called the Wigner function of the system), then the expected
value of the observable A in the state S = Op(w) is

Tr(AS) = tr(aw)(x, p)dx dp.

1
2mh)d /de
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By expressing this identity in terms of Pauli components (by using (2) and (3)), we
obtain the fundamental formula for the expected values:

1 1
5 Tr(AS) = iy /Rm(aowo 4+a-w)(x, p)dxdp.

This relation suggests to define the local density n 4 of the observable A as
1
nalx) = | (aowo+a-w)x,p)dp =, {iraw))(x),
R

where we introduced the notation (f) = fRd f dp. Note that we have omitted the
constant factor 1/(2 /)¢, which is irrelevant to what follows. Since our goal is to
derive a spinorial diffusive model, the local densities we are interested in are the
position density ng (observable %ao) and the spin density n (observable éa), given
by

no(X)=/ wo(x, p)dp, n(X)=/ w(x, p)dp.
RZd RZd

We remark that an operator S representing the state of a quantum system must be a
positive operator with unit trace. In particular, (Sv)(x) is a positive definite matrix
for all two-component wave functions v and for a.e. x. This fact leads to constraints
on the functions ng, k = 0, 1, 2, 3, namely ng > 0 and n1, na, n3 € R with

n% + n% + n% < n(2)
(for a.e. x). If n% + n% + n% = n(z), then S and w = Op_1 (S) represent a pure state
while if n% + n% + n% < n%, then S and w represent a “mixed” (statistical) state.

3 Transport Picture
We shall now derive a mesoscopic-level (kinetic) transport model for our two-
dimensional electron gas.

3.1 Transport Equation

Let S(¢) be the time-dependent density operator, representing the statistical quantum
mechanical state at time ¢, let o(x, y, ) be the associated density matrix (i.e. the
integral kernel of S(¢)) and w(x, p, t) = W(p) the corresponding Wigner function.
The evolution equation for S(¢) is the statistical version of the Schrédinger equation,
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that is the Von Neumann equation
ihd;S=H+V)S-SH+V),

where H is the Rashba Hamiltonian (5) and V = V(x)op represents an external
electrostatic potential (e.g. a gate potential). In terms of the density matrix, this
equation reads as follows:

, n? .
ihoo = (— om (Ax — Ay) + V) — V(y)) 0 — lhotR(Vxl -00 — V)J,'Q . a)

The evolution equation for the Wigner function w is obtained by applying the
Wigner transformation to both sides of the last equation. This results in

ihdw=1{h+V,wl,

where

|p|? n
h(x, p) = om 7 +agp= -0

is the symbol of the Rashba Hamiltonian (as usual p~ = p x e3 = (p2, —p1, 0))
and {-, -}# is the Moyal bracket

{a, b}y = a#b — b#a.

By explicitly computing this bracket and decomposing the matrix equation in the
Pauli components, we obtain the following system for the trace and spin parts of w:

1
dwo == p Vewo = agVi - w + OnlVIwo,
(7N
hw=— p-Vew—oarViwy+ Ox[V]w + i pXw,
m

= [1(+9) =1 (+- 5,)]

> (RN 1
=Z(—1)J(2) > VY, ®)
j=0

le|=2j+1

where

is the usual force term of the Wigner equation [3, 16, 22]. Note that the leading order
term of the last expansion corresponds to the force term in the classical transport
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equation, namely

onlvi =2 v, v v,

In order to study the diffusion asymptotics of our system, the purely Hamiltonian
dynamics described by Eq. (7) must be supplemented with a collisional mechanism.
If we want to remain in a rigorous quantum-mechanical setting, we cannot expect
to adopt a detailed description of collisions. However, since our goal is to obtain the
diffusive limit of our model, only very general properties of the collision dynamics
are needed, such as conservation properties. Therefore, the optimal strategy to insert
a relatively simple collisional mechanism, and to respect at the same time the rules
of quantum mechanics, is to adopt a relaxation-time term making the system relax
to a suitable quantum equilibrium state [1, 8, 9, 16]. We therefore re-write Eq. (7)
with suitable relaxation-time terms:

1 1
3two=—mp-wao—OtRVxl-w+®h[V]w0+ . (80 — wo)
P

hw=— p-Viw—arViwy+ Ox[V]w + pmXw+ (g —w)
m h T

€))

where g = gooo + g - o is the equilibrium Wigner function that will be specified
later on.

Before that, and in view of the diffusion asymptotics, let us rewrite Eq. (9) in a
non-dimensional form. Let Ty be the (given) temperature of the thermal bath with
which our electron population is assumed to be in equilibrium. The reference energy
Ey is taken as the thermal energy, given by

kpTy = Eop,
where kg denotes the Boltzmann constant. The associated thermal momentum is

po = v/mkpT.

Let us also fix a reference length x¢ (e.g., the device size) and take the reference
time fg as

mxo
Io = )
po
which is the time it takes an electron, traveling at the reference thermal velocity, to
cross the reference length. Then, in Eq. (9) we switch to non-dimensional variables
with the substitutions

X — XoX, t — tot, P — pop, V — EgV
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(for the sake of simplicity, the new non-dimensional variables are denoted by the
same symbols as the dimensional ones). We obtain in this way

1
dwo = —p - Vwo — €V w + Oc[Vlwo + _ (g0 — wo),
1 (10)
dw=—p-Viw—eaViwg+ O VIw+2apt xw+  (g—w).
T

Here, two important non-dimensional parameters have been introduced,

h T
="

€ = s .
X0 Po to

The “semi-classical” parameter € is the scaled Planck constant: roughly speaking,
the smaller it is, the further we zoom out from the quantum scale and approach the
classical scale. The diffusive parameter t is the scaled collision time: the smaller
it is, the more collisions occur in the reference time, making the diffusive regime
predominate on the “ballistic” one. Moreover,

MXQOR

o =
h

is the non-dimensional Rashba constant. Since e = mag/po, we see that « is the
coefficient of proportionality between € and the ratio of ag (which has the physical
dimension of a velocity) and the thermal velocity po/m. This choice makes the
Rashba constant scale with € and gives the correct result in the semiclassical limit
€ — 0 (see Sect. 4.3 and Ref. [4]).

3.2 Maximum Entropy Principle

We now come to the description of the quantum equilibrium function appearing
in the transport equation (10). According to the theory developed in Refs. [8, 9]
(see also [3, 16]), we choose the equilibrium Wigner function g = goop + g - 0
as the minimiser of a suitable quantum entropy-like functional, with the constraint
of positivity and fixed densities, which is the quantum version of the well-known
Maximum Entropy Principle. Physically speaking, this means that g is assumed to
be the most probable microscopic state compatible with the observed macroscopic
density. This is rigorously expressed in our case as follows.

Quantum Maximum Entropy Principle (Q-MEP) Let n = noog + n - o be a
given matrix-valued function of x and t, with

no > 0, ni,ny,n3 € R, n%+n%+n§<n%,
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fora.e. x € R* and t > 0. The equilibrium Wigner function g is given by
g = argmin {H(w) | Op(w) > 0, (w) = n},

where H is the quantum free-energy functional given (in non-dimensional vari-
ables) by

H(w) = ; tr (/6 (wLog(w) — w + h#tw) (x, p) dxdp) (11
R

and Log is the “quantum logarithm” defined as
Log(w) =W (log(Op(w)))

(log being the operator logarithm).

Note that the constraints on n are consistent with the requirement that w
represents a quantum mixed state, according to the remark at the end of Sec. 2 (see
also [18, 19]).

Then, g is defined as the Wigner function that minimises the quantum entropy
(or, more precisely, the free energy, which is the energy minus the entropy) under the
constraint of the given density. Note that the condition Op(g) > 0 means that g must
be a genuine Wigner function (i.e. the Wigner transform of a density operator). The
entropy functional (11) is the phase-space equivalent of the Von Neumann entropy
(free energy, more precisely): if § = Op(w) is the density operator, then

H(w) =Tr(Slog(S) — S+ HS).

A formal proof of the following theorem makes use of the mathematical techniques
adopted in similar contexts (see, e.g., Ref. [2]); however the application of these
techniques to the full-spin case is far from being straightforward and a detailed
proof is deferred to a forthcoming paper. Rigorous proofs also exist, but only for the
simpler case of a one-dimensional system of scalar (non-spinorial) particles in an
interval with periodic boundary conditions, see Refs. [18, 19].

Theorem The matrix-valued Wigner function g, satisfying the above constrained
minimisation problem, exists and is given by

g =&xp(—h +a), (g) =n, (12)
where a = agoo + a - ¢ is a matrix of Lagrange multipliers and
&xp(w) = W (exp(Op(w)))

(with exp the operator exponential).
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Our model is now completed by using g given by (12) as the equilibrium function
in the Wigner equation (9). We remark that the quantum equilibrium function g is
quite a complicated object, it is a non-local function of the Lagrange multipliers,
which are implicitly related to the densities n¢ and n by the four integral constraints
(g) = n,i.e. (go) = no and (g) = n. However, it is possible to make the model
more explicit by performing a semiclassical expansion of g, made possible by the
semiclassical expansion (6) of the Moyal product.

4 Diffusion Picture

Let us now formally derive the diffusion asymptotics of the kinetic model introduced
in the previous section.

4.1 Chapman—Enskog Expansion
To shorten the notation, we denote by 7 the transport operator

Tw:= ile (h+V,wl = (—p - Vyiwg — eoth‘ -w + ®€[V]w0) 00
+ (—p Vew — eaViwg + O [VIw + 2apt x w) .o,
so that the scaled Wigner equation (10) is concisely written as
w=1tTw+g—w. (13)

The diffusion asymptotics is obtained by means of the Chapman—Enskog expansion
[6, 16], by expanding the equation for the macroscopic density n = (w),

on = 8t(0)n + rat(l)n + rza}”n 4+,
and the microscopic state,
w=w®+rw? 42?4 (14)
We remark that it is only the equation for n that is expanded, and not  itself, which
is an O(1) quantity with respect to 7.

Integrating (13) with respect to p and recalling that (g — w) = 0 (which follows
from (12) and reflects the conservation of the number of particles and the spin in the
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collisions), we can identify the k-th order time derivative of n by
8{n = (Tw®).

To compute w®, we substitute (14) in (13). This yields, at leading and at first order
int,

w® = g, w = Tg—0g,
respectively. Therefore,
0,"n = (Tg), o'n=(TTg) — (Toug). (15)

The function g depends on time only through its (functional) dependence on n,
according to (12). Then, at the same order of approximation, we can also write

)
o T, (16)

g 8¢ .0
0rg = anoatn% Snoaf 'n = sn

where o denotes the componentwise product, resulting from the chain rule

og 3 og
ohn = 0.
én o om ];)Snk 1tk

Using (15) and (16) and neglecting higher-order terms, we obtain the quantum drift-
diffusion (QDDE) equation for n:

on=(Tg)+t{TTg) — r<7’§i> o (T g). a7

We remark the following:

1. The QDDE (17) is, formally, a closed equation for n, since g depends on n
through (12).

2. The term ©(7 7 g) is the truly diffusive term in the equation, to the extent that
it is the only term that appears in the standard cases (i.e. classical or quantum
scalar particles [8, 9, 16]).

3. The term (7 g), which is equal to zero for standard particles, does not vanish for
spin-orbit electrons (see below). This is the reason why we were forced to use a
hydrodynamic scaling instead of the usual diffusive one. As a consequence, the
Chapman—-Enskog procedure produces the additional terms (7 g) and r(‘i'gﬁ ) o
(7 g) in the diffusive equations.

The last point deserves some additional comments. In the usual situation, the
diffusion asymptotics is derived from the transport, or kinetic, equation in the so-
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called diffusive scaling, i.e. obtained by a further rescaling of time, ¢t +— ¢/t. This
means that the system is observed on a very long time scale, in which the collision
time is 72 (the hydrodynamic scaling being instead the one in which the collision
time is 7). This is because in the standard case, if collisions do not conserve the
momentum, one has (7°g) = 0, which reflects the fact that the equilibrium state
carries no current. Therefore, a purely diffusive current manifests in the longer,
diffusive, time scale. In the present situation, even though the collisions do not
conserve the momentum, g still carries a current, that is due to the peculiar form
of the spin-orbit interaction. This implies that a current, (7 g), already appears at
the hydrodynamic scale. Moreover, at order t the additional term (7~ gﬁ) o (T g)
appears. A formally analogous term appears also in the derivation of the classical
hydrodynamic equation: in that case it contains the viscosity [6]. In the present
context, its interpretation is not so clear. We point out that the two non-standard
terms (7 g) and (7~ gﬁ ) o (T g) are “small” in a semiclassical perspective, because,
as we shall see later, they vanish at leading order in €.

4.2 Quantum Drift-Diffusion Equation

In order to recast (17) in a more explicit form, note that we can write

1 1 1 1
Tg=., {h+V.gly= . th—agh+ . {(V+tagh=_ {V+agly,
i€ i€ i€ i€
where a is the matrix of Lagrange multipliers; see (12). In fact,
{h—a,gly=0, (18)

because g = Exp(—h + a) and therefore, (18) is just the expression in the Wigner-
Moyal formalism of the commutativity of the operator H — A with its exponential
exp(—H + A). Recalling that V and a do not depend on p, we find that

1
Tg= V+agl=(OdV +algo+ Ocla]-g) 0o (19)
+ (OclV + alg + Oclalgo + €' 07 lal x g) -0,

where O is given by (8) and O is defined as follows:

] ' ih
« [f <x + l; vp) iy (x — 12 vp)} (20)

=Y (1) (;)Zj 3 ;!vf;fv;‘j.
j=0

lo|=2

Off]
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We infer from (8) (with € instead of /) and (20) the following properties:
(Oc[fTw) =0, (p;Oclflw) = =y, f (w), (OF[fw) =2 (w).
Then, recalling that (g) = n,
(Tg)=2¢'axn-o. 2n

This represents explicitly the above-mentioned residual spin-orbit current at equi-
librium. We see that a condition for this current to vanish is

axn=0, 22)

which is equivalent to the commutativity of the matrices n and a (see Eq. (4)). This

explains why in Ref. [4], concerning the bipolar case, only the standard diffusion

term (7 7 g) has been found: in that case the matrices n and a are both diagonal.
Now, for a generic w, we have

(Tw) = (—aj(p,-w()) —eaV'. <w>) o0 (23)
+ (=05 (pjw) — eV o) + 2u(p* x w)) o

(where d; = 9y; and summation over j = 1, 2 is assumed). Substituting w = 7°¢g
in (23), where 7 is defined in (19), yields

TTg) = {0 [100;(V +a0) + - 0] = 22V - (@ x )} 0 (24)
+ {aj [n 3;(V + ag) +nodja — 2¢'a x (pjg>]
—2a [vi(v Fag) x 1+ (VE x @)ng — 2¢ e (pt x (a x g))] } 0.

Equations (21) and (24) express the first and the second terms in the quantum
drift-diffusion equations (17) in terms of the Lagrange multipliers (no such explicit
expression has been found for the third term).

We remark that the Lagrange multipliers depend on the densities n via the
constraint (g) = n. Even though this fact makes (17) a closed equation for n,
nevertheless the dependence of a on n is very implicit and non-local, since it comes
from integral constraints on a quantum exponential, involving back and forth Wigner
transforms. Numerical methods to solve QDDE of this kind exist [5, 11]. However,
the optimal use of a QDDE is expanding it semiclassically (i.e. in powers of €), in
order to obtain “quantum corrections” to classical QDD [2, 4, 8, 9, 16]. This will be
the subject of a future work. For the moment, we shall limit ourselves to consider
the semiclassical limit € — 0 of (17), just to check if our model allows us to recover
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the semiclassical drift-diffusion equations for spin-orbit electrons already known in
the literature [10].

4.3 Semiclassical Limit

The semiclassical limit is obtained from the fully quantum model (17), (21), and
(24) by expanding g and a in powers of € and retaining only the terms of order
O(€%). This would require the expansions of g and a up to O(e'), because of the
terms of order € ~! appearing in (21) and (24). So it is easier to compute directly the
right-hand side of (17), neglecting all terms of order € and using the leading-order
approximation of g, that is
glx, p, )~ e P /2eatt) — ! efpz/zn(x, 1).

We remark that this is indeed the semiclassical equilibrium distribution (see, e.g.,
Ref. [10]). Within this approximation, we have (7 g) =~ 0 (and then, of course, also
(Tgﬁ) o (T g) ~ 0) as well as

(TTg) ~ 0; (djno + nod; V) oo

+{0; [9jm +nd,;V +dad ;0] - 22V4V x n — da’B@)| -0,

where
n3 0 ni
Aimy=1 0 |, Ax(n) =1\ n3 |, Bn) = | ny
—ni —ny 2n3

Then, as a leading-order approximation of the quantum drift-diffusion equations
(17), we arrive to

ong = 9; (al'n() + nod; V) ,
dn=29;[3jn+nd;V+4eA;m)] —22VV x n — 4a*B(n).

The semiclassical drift-diffusion equations derived in Ref. [10] coincide with our
equations in the case of constant relaxation time and purely spin-orbit interaction
field. (In Ref. [10] an additional term, even in p, is introduced in the spinorial part
of the Hamiltonian, &, which can be used to model, e.g., an external magnetic field:
this term could also be considered in our framework but we preferred to neglect it
for the sake of simplicity.) We remark that each of the Pauli components diffuses
according to a classical drift-diffusion equation and, moreover, the spin has the
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additional current term 4 A ; (n), coming from spin-orbit interactions, a relaxation
term —4a2B(n), and an interaction with the external potential, —2« V1V xn, which
shows the capability of controlling the spin by means of an applied voltage.

5 Conclusions

In this paper, we have derived quantum drift diffusion equations (QDDE) for a
2DEG with spin-orbit interaction of Rashba type. The derivation is based on the
quantum version of the maximum entropy principle (Q-MEP), as proposed in Refs.
[8, 9]. To our knowledge, this is the first application of the Q-MEP to the full spin
structure and not only to the spin polarization (i.e. the projection of the spin vector
on a given axis).

Our derivation starts with the formulation of a kinetic model which has an
Hamiltonian part (basically, the mixed-state Schrodinger equation in the phase-
space formulation) and a non-conservative, collisional term in the relaxation time
approximation. Here, the quantum equilibrium state given by the Q-MEP appears.

Assuming that the relaxation time is a small parameter in the problem, we apply
the Chapman-Enskog technique to derive the quantum drift-diffusion model (17),
(21), and (24). It forms a system of four equations: one for the charge density ng and
three for the spin-vector components n = (n1, n2, n3). Such equations are non-local
in the components ng, since they are expressed in terms of Lagrange multipliers that
are connected with the densities by the (integral) constraint that the equilibrium
state possesses such densities. This aspect of the model is not different from the
analogous QDDE obtained in the scalar [8, 16] or bipolar [4] cases.

A new feature of the present model is that the application of the Chapman-—
Enskog technique is not the standard one for the diffusive case and resembles more
to the Chapman—Enskog expansion of the hydrodynamic case. This is due to the fact
that, due to the peculiar form of the spin-orbit interaction, the equilibrium state has
no zero current. In the derivation, we have obtained a general condition, Eq. (22),
for such current to vanish.

Typically, the QDDE are expanded semiclassically, i.e. in powers of the scaled
Planck constant €, which allows for an approximation of the QDDE by a local
model consisting in classical diffusive equations with “quantum corrections”. Here,
we just computed the approximation at the leading order, in order to compare the
semiclassical limit of our model with the semiclassical models already existing in
the literature. The semiclassical expansion of our QDDE, which is not an easy task,
goes beyond the aim of the present paper and is deferred to a work in preparation.
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A Kinetic BGK Relaxation Model m)
for a Reacting Mixture of Polyatomic ik
Gases

Marzia Bisi and Romina Travaglini

Abstract We present a kinetic model of BGK-type for a mixture of four polyatomic
gases, each one having its own number of internal energy levels, subject also
to a bimolecular and reversible chemical reaction. A single relaxation operator
is constructed for each gas component, with auxiliary parameters depending on
main macroscopic fields and able to take into account all mechanical and reactive
interactions affecting the considered component. Preservation of correct collision
equilibria, conservation laws, and H-theorem is proved, and some numerical
simulations in space homogeneous conditions are shown.

1 Introduction

Boltzmann kinetic equations for gas mixtures are very complicated to deal with,
since they are integro-differential equations with a collision term provided by a
sum of binary Boltzmann operators, each one describing elastic collisions between
particles of the considered species and particles of only another constituent [10].
The kinetic system becomes even more cumbersome in the presence of polyatomic
molecules or of chemical reactions that change the nature of the colliding particles.
For this reason, simpler kinetic models have been presented in the literature, mainly
in the spirit of the BGK relaxation model proposed by Bhatnagar, Gross, Krook in
1954 for a single gas [3].

The generalization of the BGK model to a gas mixture is not obvious, and several
consistent ways of modelling have been investigated. Some pioneering works for
inert mixtures, that have given rise to several generalizations and applications, are
Ref. [21] by McCormack and Ref. [1] by Andries, Aoki, Perthame. The former
is still used to face fluid-dynamic problems as flows in microchannels [23], and
the latter has been extended also to mixtures of monoatomic gases undergoing
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simple bimolecular and reversible chemical reactions [5, 15]. The BGK model
in [21] has a linearized form, and shows a sum of binary relaxation operators in
each kinetic equation; this idea has been generalized in different ways, constructing
also non-linear BGK models for inert mixtures, see for instance [16, 18] and the
more recent paper [9] where also a comparison among the existing models has
been done. On the other hand, the BGK model proposed in [1] shows a unique
relaxation operator for each species, being thus much simpler to be managed from
the mathematical point of view, and for this reason it turns out to be well suited
to take into account also chemical reactions for monoatomic particles, of course
at the price of more complicated expressions for auxiliary parameters affecting
Maxwellian attractors [5], or of suitable simplifying assumptions in the reactive
contributions [15].

In view of physical applications, for instance the investigation of gas flows in the
atmosphere, even polyatomic gases should be included in the kinetic description.
Boltzmann-type models for polyatomic particles have been built up, modelling the
non-translational degrees of freedom by means of an additional internal energy
variable, that could be discrete [14] or continuous [12]. Macroscopic equations at
different levels of accuracy have been consistently derived owing to an asymptotic
Chapman—Enskog procedure in both cases of discrete [13] or continuous internal
energy [2]. BGK approximations of these Boltzmann models for polyatomic gases
have been recently proposed, with various assumptions. At first, mixtures of only
polyatomic gases having the same number of internal energy levels have been
considered [4], and then a consistent BGK model has been developed also in the
case of continuous internal energy [7]. However, for physical applications, kinetic
descriptions allowing the simultaneous presence of monoatomic and polyatomic
particles are highly desirable. This has been the main motivation of the recent
paper [8], where we have extended the BGK model proposed in [4] to an
inert mixture constituted by both monoatomic and polyatomic species, with each
polyatomic one characterized by its own number of discrete internal energy levels.
In this paper, we aim at generalizing this model to a reacting mixture; specifically,
we consider a mixture of four gas species, G,i=1,...,4, whose particles, besides
elastic collisions and inelastic transitions from one internal energy level to another,
are subject also to the reversible chemical reaction G' + G? = G + G*, where a
pair of reacting particles of species (G!, G?) provides, as products, a pair belonging
to (G3, G4), or vice versa.

The paper will be organized as follows. In Sect.2, we briefly introduce the
physical reacting frame that we are considering, and we present the construction
of our BGK model; we prove that all disposable parameters appearing in the BGK
operators may be determined in terms of the actual species densities, velocities
and temperatures in such a way that correct collision equilibria of the reactive
Boltzmann equations are preserved, as well as conservation laws and the validity of
the H-theorem. Then, in Sect. 3 some numerical simulations of trends to equilibrium
of main macroscopic fields in space homogeneous conditions are shown and
commented on. Finally, Sect. 4 contains some concluding remarks.
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2 Reacting BGK Model for Polyatomic Gases

We take into account a mixture of four polyatomic gas species, G,i=1,...,4
The reversible chemical reaction in which the four gas species are involved is

G'+G* s G*+G*. (1)

As done in [8], each gas species G’ will be characterized by a mass m’ and a
certain number L' of discrete energy levels. Thus, it will be seen as a mixture of
components C}, j=1,..., L' each one corresponding to a different energy level,

denoted by E'. In the frame of the same gas G’ the energy levels are assumed
(without loss of generality) to be increasing with respect to the subindex j, namely
E; < Ej forany j,k =1,...,L" with j < k. As concerns masses, according to

the conservation law, they have to satisfy the relation m! + m? = m> + m*.
The distribution function of the component C ; is denoted by

fiaxy), =14 j=1,.L"

We now consider possible interactions between particles, that will be, as usual,
only binary instantaneous collisions. We may have, besides classical elastic colli-
sions, also inelastic encounters in which particles may change their internal energy
(as those described in [8]), but also their nature, according to chemical reaction (1).

A generic encounter is given by

Cj.+c,’g—>c,’n+c;, 1<ihl,n<4 1— = )

Elastic encounters, where there is no change in the internal energy levels during the
collision, correspond to
; ; l<j=<L
h h : J
C}—G—Ck—)C}—l—Ck, 1<i,h<4 L <k <Lh 3)

IATA
IATA

Inelastic encounters, where there is a change of internal energy levels of compo-
nents, are described by

Ci+Cl—Cp,+Ch 1<ih<4 4)

and they can be endothermic if E!, + E;l, - E; - E,’g > 0 or exothermic if Ei, +

EZ - E; - E,i’ < 0. Chemical encounters, where there is also a change in the gas
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species, are given by

l<j=<L
j i, h) # (I, n), l<k<L"
ciichclpen, U 5
PTG Gt G i U e, ), T=m=rl O
l<p=<lh

that are endothermic if E!, + E} — E; - E,i’ > 0 or exothermic if E, + E} — E; -
E,i’ < 0.

Denoting with (v, w) the molecular velocities of the ingoing particles and with
(v/, w') the corresponding post-collision velocities, we have preservation of mass,
global momentum and total energy:

mt+mh =m +m",

mv+m'w=mv+m"w,

Lo L 2 Lo 11 2

m V" +E. + m"|\w+E/'=_m |V +E,+ m"\wW[+E.

y NP E A mE W B = mE VT By mE W+ E
(6)

We take into account the major moments of each component Cj., that are number

densities nj., drift velocity uj. and kinetic temperature T; . Clearly, the total density
of each gas species, given by

Ll
n’:E n’j, i=1,...,4,
j=1

is not constant in time, but thanks to conservation of total mass we have that three
suitable combinations of them, for instance n' +n3, n! +n*, n2 4+ n*, are conserved,
as well as global momentum and total energy of the mixture.

Collision equilibria in gas mixtures are provided by Maxwellian distributions in
which all species share the same mean velocity u and the same temperature 7 [10,
11]. In particular, for a mixture of polyatomic gases with discrete energies, denoting
by M!(v;u, T/m') the Maxwellian

i T mi 3/2 mi )
M V;ll,mi = 2w T exp —2T|v—u| , 7

the equilibrium state for gas components reads as

fi (v)—niMi<V'u T) i=1 4, j=1 L (8)
jM - / ’ ’mi ’ - 93 e ey Ty J_ ERLIEIE] ’
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where, as proven in [14], number densities of single components n’/ are related to

the total number density n’ of the gas G’ by the following relation depending on the
internal energy levels:

E'—E| E'—E|
— J _
' ' exp T exp T
1 1 1

ET i_Ei) - Z(T) . ®
L~ k1

L,
E

exp | —

ew(-H,

In addition, in the present reactive frame, number densities of the four interacting
gases must fulfill at equilibrium the mass action law of chemistry

nln? (m1m2>3zl(T)22(T) (AE>’ (10)

it = \mdmt ) z3myzAa) P\ T

with AE = E{ + E} — E] — E|.

2.1 BGK Model

We propose a BGK model analogous to [8] by writing a kinetic equation for each
component’s distribution function f /’ i=1,...,4,j=1,..., L") with a collision
operator constituted by a unique relaxation term. In this way, we get a set of L' +
...+ L* BGK equations

afi o . .
at’+v-vxf;=v;(M'j—f;), i=1,...,4, j=1,...,L", 1)

where v;. are macroscopic collision frequencies (independent of molecular veloc-

ity v, but possibly dependent on macroscopic fields). The distributions M’/ are
Maxwellian attractors:

;L 3)/2 ; .
. . m' m - i=1,...,4
M’(v):fz’( ) ex [— ~|V—u|2:|, e (12)
! "\2nT PL7 o7 j=1... L,
depending on auxiliary parameters ﬁ’] i=1,...,4j=1, ..., LY, a, f’, to be

suitably determined in terms of the actual macroscopic fields.
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For any gas species G',i = 1,...,4, fictitious densities /’. are taken bound

J
together as
EL—FE!
J 1
. _exp (— 7 )
i i

= 3 , 1
n; =n 7i(F) (13)

and in addition fictitious total densities 71’ satisfy the constraint

~]~2 1,2 3 1,7 27
nn _(m m )2 ZNT)Z~(T) ex (AE) (14)

st \m3m4 ) 73(T)z4(T) T
In this way, collision equilibria of the BGK model (11) are correctly provided by
Maxwellian distributions sharing a common velocity and a common temperature,
with number densities related to the total density of the gas by (9) and total densities
bounded together by (10). Our aim is to find auxiliary parameters in terms of the
actual ones imposing the preservation of the same (seven) collision invariants of
the Boltzmann equations in the BGK model. These correspond to three suitable
combinations of gas densities, for instance n' +n3, 0! +n* n?+nt,

Ll L3
> vl /R3(M}—fj1)dv+2v]3- fﬂ{s(M;—f;)d":O (15)
j=1 Jj=1
Il L
S [ ohshers ot [ o-shasa
j=1 Jj=1
12 L4
o0} [ = ppav 3ot [ v rav=o, an
j=1 J=1

global momentum

4

Li
S Yovi [ vov = gav=o. as)
X ; R3
i=1 j=1

and total energy

4 L

. 1 . . ' '
22 /R3 <2m’|V|2+E}> M — fdv = 0. (19)

i=1 j=1
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Relations (15)-(17) lead to

L L!

i iy i Toxl
DV =y =AY v (20)
Jj=l1 j=l1
with Al = A2 = —A3 = —A% = 1. A linear combination of previous equations
together with conservation of mass, gives as results

4 L 4 L
DD B @
i=1 j=1 i=1 j=1
and
4 Li 4 L
Zm’ Vit = Zm’ vin'. (22)
i=1  j=1 i=1  j=1
Expression (20) can be written as
l
Zv Zv’n’—i—A’Zv}(fz}— i=1,...,4, (23)
=1
and, from relation (13), we have
/ i 7
= Zi(T) T
L! ~1 E! - E!
i i i n j 1 1
= vin; + A 1 o lexpl = 7 . —-n; ], i=1,...,4
Z 2 <ZI<T>[ p( 7 ﬂ )
(24)

This allows us to write three of the auxiliary total densities (flz, i3
of the remaining one (h):

2, ﬁ4) as function

j=1

Ell -1 Li Ll

i i 1.1
Z’(T) Zv eXp( T ) Zv/n/ —A Zvjnj

j=1 j=1 25)
L! 1 1 -1 (

| Ej - E n
S vlexp(— 7 "
= T Z(T)
that holds fori = 1,

4, since for i = 1 we get a trivial identity
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From momentum conservation (18) we get the equation involving auxiliary mean
velocity

Z thm’ﬁ’hu—Zv;min;u; =0, (26)
j=1

i=1 \h=1
that owing to (22) provides

4 L

i i 0 ..
ZZ”/’"”/“

i=" , 27)

i i1
ZZ”/’"”/

i=1 j=1

hence u is an explicit combination of actual number densities and mean velocities
of single gas components.
Total energy conservation (19) gives the equation

4 L 4 L

ZZV ET 4+ v EL = A (28)

i=1j=1 i=1j=1
with A being a term explicitly depending on actual densities, velocities and energies

4 L 4 L
Z Z 2 @R ZZ I
m Y vind (lul ||) vin ! | + vi Elnl.
i=1 i=1 j=1 i=1 j=1

(29)

By applying expression (13) to the left-hand side of (28) we get an equation of the
form

4 L i E'I_E*l1
ZZU T—G—ZZZ Zv E’exp( /T ):A. (30)

i=1 j=1 i=1 (T)

At this point, we face the main difference with respect to the model without
chemical reaction. Instead of a transcendental equation for 7 having one positive
solution and depending only on the actual parameters of the mixture, we have
Eq. (30) containing both auxiliary parameters 7 and 7i!. Following the procedure
applied in [4], it is possible to show that those two parameters are uniquely
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determined, bearing in mind also the fictitious mass action law (14). At first, we

find it convenient setting

i Lt i i

. nt . E~—E1
Yl — - E Ul- X - J ~ 5
Z1) = p( T )

and Eq. (30) thus becomes

L -

4 L 4 Zvi'E;eXp<_ E}TE11>

ZZU A =
El

i=1 j=1 i=1 kaexp< T 1)

Since from (25) we have
Zv’n’ — A Zvlnl +AYY i=1,....4

we end up with an equation of the form
L
! = Z vink +8(T),

where S(7) is written as

N
(T’

with the numerator N

4 L
- . 3 . =1
N =a=Y (St | (7477 o
i=1 \m=1 . E! — E!
i m Zvllcexp(_ k~ 1)
k=1 T

L El —E!
vi Elexp(— 7 .
> sen(- ")

€1y

(32)

(33)

(34)

(35)

(36)
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and the denominator D

Lt i i
L E' — E
l. El~ _ J N 1
4 Z vj £jeXp ( 7

ody =Y a7 . 37)

o ( El - E{)
Z v exp | — .
k=1 r

We observe that, if we had repeated the previous calculations choosing a different
gas species to express the other three ones, we would have obtained

Ll
Yi=Y "vink +XS8(T)  i=1.....4 (38)
j=1

Putting these expressions in the constraint (14), we obtain a transcendental equation
depending on T

3
5 m1m2 2
G(T) = <m3m4) : (39)
with
G(T) = Gi(T) - Go(T) - G3(T), (40)
being
Lt 7T 12 7]
Zu}n; +S(T) Zu};ﬁ +S(T)
~ =1 =1
GI(T) = :’L3 = :’L4 = (41)
Z vini — S(T) Z ving — S(T)
j=1 | Li=t |
L3 3 3\ L* 4 4
> den (- 42 Doten (- 1)
Go(T) = kj oo k;l e (42)
30l exp (_ Ei iE1> S 2 exp (_ Ei fE1>
k=1 r k=1 r

. AE
G3(T) = exp (— 7 ) (43)
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Our aim is now to show that Eq. (39) admits one positive solution in the range in
which all the densities 7' are positive. More precisely, referring to the quantities Y',
we are looking for a solution in the set

L3 L
A=IT>O:maX( Z”/ n;, Zv )<3(T)<miﬂ(zvj3'”312"?"‘})}'
j=1

j=1

(44)

We will go through the same proof performed in [4], adjusting it to the present frame
of polyatomic gases with a different number of internal energy levels. The first result
that we point out is the following.

Lemmal Ler I = (T, T>) C A be any interval in which the function D(T) given
in (37) is strictly negative (positive), then the function S(T) given in (35) is strictly
monotonically increasing (decreasing) in I.

Proof From the expression of S(T') we easily get

o~ N/(T) - D/(T)
STy=""1_." -8 ) 45
(T) DF) (T )Z)(T) (45)
Then we have that

Ll Lt i i i
vv . o E. .+ E, —2F
4 ZZ ' [( ) —E}Ezi}exp<— T 1)

/ =l k=1 T
D(T) = ZA y 2 ?

, E! — Ei
Zv,iexp(— ke 1)
k=1 r

performing the exchange of indices j <> k, Eq. (46) can be written as

(46)

4
D(T) =Y NFNT) (47)

with

L L i _ Ej+ E, —2E
[E’ Ek] exp -
2T2 T

Fi(T) = = >0 i=1,....4

) 2
Ll . .
Zviex (—E;{_Ei)

x €XP ~
k=1 T



80 M. Bisi and R. Travaglini

Analogously we get

N(T) = — Z Zvjn] B+9ﬂ'(f)}<o. (49)

i=1 =

Eventually, from (45), the expression for S’ (T) is

4 | L

Ll
S(T) = D(IT) [Z (Z v n,) + {Z vl +w‘s<f)} Tf(f)] :
i=1| j=

(50)

We notice that the content of the square brackets in (50) is strictly positive for 7 € A
and so the content of the whole curly brackets is positive too, this means that S(T)
and D(T) have opposite sign. O

We focus now on the behavior of the function S(T). For the numerator N'(T) we
have

Lemma 2 The function N(T) has a unique positive root T*.

Proof First of all we recall that N’ (T) < 0. Moreover we have

L i i
o L E'.—FE
E\vi + E v EY exp (— jf" 1)
) T i

~lim N(T) A— lim Z Z vm m Li : ;
T—0+ ~>0Jr m—1 ; i E;< — Ei
v + Z veexp | — -
k=2 r

As it is shown in [8], the sum involving mean velocities in (51) is non-negative, so
the whole limit is strictly positive. In addition it holds

lim N(T) = —oo. (52)
T — 400

Thus, N(T) has a unique positive root T*. O
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Following the same argument used in [4], we shall omit the situation in which
the choice of initial data, internal energies and collision frequencies is such that also
D(T*) = 0. In this case, T = T* simplifies the function S(T) and we have to deal
with a simple algebraic equation for our unknown ¥'!.

Now we make some considerations about D(T).

Lemma 3 On every interval (Tl, Tz) C A the sign of D(T) does not change.
Proof Since

Ll
A Z v EY
lim D7) =-AE <0, _lim DF) =Y 1" (53)

T—0t T—+00 im1 ]
1
DY)

j=1

and the sign of 9 (T) given in (47) changes in relation to internal energy levels and
collision frequencies, D(T) may have a positive root, call it T*, with T* #* T*. But
in this case we would have

lim S(T) (54
T—>T#*

getting a neighborhood of T# not contained in A. Thus we can conclude that on
every interval (Tl, Tz) C A the sign of D(T') does not change. O

Consequently, from Lemma 1, neither the sign of S'(T') changes. This allows us
to prove the following result.

Lemma 4 The set A given in (44) is a connected set of R,

Proof Let (Ta, Tb) be a connected component of A. If Ta # 0 the function S(T) is
continuous, strictly monotonically increasing or decreasing on it, hence it assumes

3 4
all the values between its upper bound that is min (Z]L 1 v3n3 JL v 4) and

1 2
its lower bound that is max (— Z]L 1vlnl —Z]L v ) If 7, = 0, since

limz_, o+ Z)(T) <0,8 (T) has to be strictly monotomcally increasing on (Ta, Tb),
going from lim;.__ S(T) < 0 to min (25‘3 1 v]3nj, 5‘41 vin ) Thus S(T) has
aroot in (f‘a, Tb), but we know that S (f’) has only one positive root, T*. It follows

that (f},, f‘h> is the only connected component of A, i.e. A is a connected set. O
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Now we are able to give the final result.

Lemma 5 The function G(T) defined in (40) is strictly monotone in the set A,

ranging from 0 to 4+00. More precisely, it is increasing if D(T) < 0 and decreasing
if OD(T) > 0.

Proof We compute the derivative of the function g(T). We have
L3 2 s -2
G\(T) = S/(T) (Z vini — S(T)) (Z vinj — S(T))
1l = 12 ' L3 L4
[(Z vinj + S(T)) + (Z i+ S(T))} (Z vind — S(T)) (Z vind — S(T))

j=l1 =1 j=1 j=1

L3 L* 5 L? y
S ovind —S@) | + [ D] vin - ST) Zv L+ S | Y vind + S
j=1 j=1 j=1

(55)
that can be cast as
i 1
G =aMsMY : (56)
= Zv’n’ +ALS(T)
Proceeding in a similar way we have
Lo Ei — Ei
R NICED P Gy
T - 1 ij=1 d
Gy(T)==GoT) , > & g . 6D

i—1 ) Ei _ Ei
i ZV;{ exp (_ k _ l)
k=1 T

and, finally,

;- - AE
G3(T) = G5(T) 22 (58)
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In this way we can conclude that

4
~ - -~ 1
g =6M1SDY,

i=1 - . ~
Zv;n’j +AILS(T)
j=1

L Ei _Ei (59)
A Zv; (Ej —E’l)exp (— / 7 )
1 ;j=1 AE
) Z)‘ Li . . + o
T =1 . E, — E| T
Z veexp | — .
k=1 T
that can be written, using function D(T) defined in (37), as
! 1 1
G =6M) S| | —- ,D(M) . (60)
L T

=l > vinh + A S(T)
i
j=1

We have that both Q(f’) and the term in square brackets in (60) are positive in the
set A that, as we proved in Lemma 4, is an interval A = (f’m,-,,, Tna x); moreover,
thanks to Lemma 1, S’ (f‘)~and —D(f’) have the same sign, that does not change in
A, and this means that G(T') is strictly monotone. Moreover, recalling the definition
of G(T) given in (40), when S(T) — min (ZLs vjn?, L* vjn‘/‘.) we have

j=1 j=1
G(T) — +oo and when S(T) — max (— 25;1 v}n}., - Z]Lil vjzna) we have
G(T) — 0; also in the case in which T,,;» = 0 it holds lim; __+ G(T) = 0. O

This final result allows us to assert that Eq. (39) has a unique solution, providing
thus the auxiliary temperature 7', and this completes the construction of Maxwellian
attractors M’/ of our BGK model.

The equilibrium states correspond to f]’: = M’] fori = 1,...,4and j =
1,..., L, therefore
v, =ii=u, Ti=T=T, i=1,...,4, j=1,...,L,

J J

and number densities of components n’/ are related to global density of the

corresponding gas n' by the constraint (9), while the densities n' are bound together
by (10).
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2.2 H-Theorem for the Homogeneous Case

We can also prove the asymptotic stability of collision equilibria. Indeed, in space
homogeneous conditions, setting f = ( fll, ey fz4), the physical entropy

HIf] = ZZ / £ Tog(f}) dv (61)

i=1 j=1

is a Lyapunov functional for the present BGK model. Specifically, if f;, denotes the
stationary state corresponding to the initial state f,, we have H[f] > H[f,,] for any
f # £, (this is a classical result, already shown for instance in [14]), and we can
prove the entropy inequality H'[f] < O for any f # f,,, while H'[f;,] = 0.

The derivative of the H-functional (61) reads as

H'[f] = Z Z / ') log(f}) dv. (62)
i=1 j=1
At first we can check that

4 L
PR / 1) log(M}) dv = (63)
i=1 j=1
Indeed, we explicitly compute the logarithm of Maxwellian attractors, leading to
4 L

ZZ / |:logn + 3 log(mi) - ; log(ZnT)} dv

i=1j=1
4 L m
' ' ' 2 s =12
+sz;fRS(M'j—f;) [_ZT(M — 2@ - v+ i )} dv. (64)
Then, owing to conservation laws of momentum and total energy, it simplifies to
S i (=i i ~i Ej 3 i
ZZvj(nj—nj) logn’; + 7 —|—210gm ; (65)
i=1 j=1

bearing in mind (13), the previous equation becomes

ZZ n — n |:logn + E;:l —log (Zi(f")) + ;logmi] . (66)

i=1j=1
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Using the relations (20), the quantity above can be written as

L Ei
Zv}(n —n Z [logn + Tl 10g<Z (T)) 3logm:|

L! 152/ m3m? > LTy 72(T
e 1 m3m ZN(T)Z2(T) AEN]|
=2 ){log {n it <m‘m2> } _log[z%f)z‘*(f) exP( 7 )“ =0
(67)

due to the mass action law (14) for auxiliary parameters. Then, by subtracting (63)
from (62) we easily get that for any f # f,,

4 Li f
H'[f] = — ZZ f f’ M’ log(M>dv

i=1j=1

and the inequality H'[f] < 0 holds owing to usual convexity arguments.

3 Trend to Equilibrium in Space Homogeneous Conditions

Performing the same calculations done in [8], we are able to derive from BGK
model (11) the evolution equations for the main macroscopic fields, i.e. number
densities, mean velocities and temperatures of all components of the four reacting
gases (né., u;, T;, fori =1,...,4and j = 1,..., Li). We obtain the following
system

al

9 ! 4y (n u)_v(n —n)

n' aul—l—u’~Vu’ +1V-P’—viﬁi(ﬁ—ui)
i\ g TW W+ Vs By =y i

3ni 8T;+ui.VTi +P. o Vaul + Ve - g
2 i\ g T VXY jrval T Vxeg;

3 = . 1 . )
=i ’/[Z(T—T;)+2m’|u—u’j|2]
(68)
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where Pj. are pressure tensors and q; heat fluxes for each component defined as

o fR v-uhee-u) fivdy, g =" fR v—u) v fI ) dv.

For illustrative purposes we will show some numerical results for two reacting
mixtures taking into account the space homogeneous and one-dimensional version
of evolution equations (68) that reads as

ant

P ; i=1,...,4,
a0 = Vi =, j=1.....L
u’. i P
J i e i=1,...,4,
=v. J@@—u'), ; (69)
J i J _ i
aazl:l Z{ 1 J 117‘ a‘f‘a
J_ i i i~ i\2 t=1,...,4
ot _v/nj. (T_T/+3m(”_”/)>’ j=1,.... L,

where fz’l is provided by (13) and (25), i is explicitly given in (27), and 7 may
be obtained as the unique solution of the transcendental equation (39). Equations
(69) constitute thus a closed system of 3(LY + ...+ LY equations, having as
unknowns densities, velocities and temperatures of all components of polyatomic
species. Once the initial state (ni.)o, (uj.)o, (T; )o is assigned, the corresponding
equilibrium configuration is unique and may be determined bearing in mind the
conservations of three suitable combinations of total densities, global velocity and
total energy.

The first mixture we model is inspired by the reversible reaction involving
hydrogen H» (with mass 2.02 g/mol), iodine I, (253.8 g/mol) and hydrogen iodide
HI (127.91 g/mol)

H+DL S HI+HI

So we take into account four gases G!,i =1, ..., 4, with mass ratios reproducing the
ones of the gases involved in the reaction: m! =0.1,m? =128, m3 = m* = 6.45.
Notice that in this bimolecular reaction the third and the fourth species coincide,
therefore they are characterized by the same internal structure and by the same initial
data. We suppose that gas species G', G = G* are endowed with two and G? is
endowed with three discrete energy levels, respectively. Specifically, we assume the
following configuration of internal energy levels

El =65, E)=175 E}=7, E3=8, E;=85,

Ei=6, E3=7, E}=6, Ej=T1. (70)



A Kinetic BGK Relaxation Model for a Reacting Mixture of Polyatomic Gases 87

From now on we will consider the components concentrations

. n'
c

_ J
J T 4 Lh p°
Dh=1 2k=1"%
and also velocities and temperatures will be suitably normalized with respect to the

corresponding equilibrium values. Initial data for number concentrations, velocities
and temperatures are given as follows

cl ¢t ¢ c2 ¢t ¢ ¢ ct oo
co 0.130.07 0.08 0.06 0.15 0.14 0.11 0.14 0.11
up 0.3 0 0.1 04 02 0.6 0.1 0.6 0.1
o 2 4 1 25 2 6 15 6 15

(71)

The choice of collision frequencies is done as in [4], setting the sets of indices for
i=1,...,4andj=1,..., L

' h=1,....4,
DY ={m=1,...L, :E,+E.—E —E' <0y,
kapz ) aLh
, h=1,....4,
D ={m=1,....Ll, :E,+E,—E —E'>0¢,
kapz ’ 7Lh

G, h)y#Un), k=1,...,L",
hil,n: G, h), (I, n) m=1,..., L, :E,’,H—E,Z—E}—E,i’ <0;¢,
e{(1,2),3,9}, p=1,...,L"

s,
I

' G,h) #(,n), k=1,..., L"
DY = {hln:  Gh),An) m=1,... L,  E,+E—E'—E! >0},
€{(1,2),3,4}, p=1,...,L"

and taking

m,p_h
Z Vik Mk

h.k.m,peD!’;

3 .
i 2 E. + E" — E. — El
m,p p (M m p J k
LD DR (mlmn) exp (‘ T

h,k,l,m,n,pe@“;

m,p_h
+ ) v
h,k,l,m,n,pei)%

. El, +El—E, - E}
vi= Y Vg exp (— " pT A

hk.m,peD?’;
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with v’}
5 20(m + p)
this setting are reported in the following table

. Equilibrium values for concentrations c’j ) Obtained in

cl ¢l ¢ ¢ ¢ ¢ ¢ cf
ey 0.001 0.001 0.042 0.031 0.027 0.256 0.192 0.256 0.192

while equilibrium global mean velocity is uy = 0.29 and temperature is Ty =
3.47. The evolution in time of species concentrations computed numerically is
depicted in Fig. 1. It is possible to observe that, according to constraint (9), for each
gas species the component corresponding to a higher energy level will have a lower
concentration and vice-versa. Moreover, due to relation (10), the concentrations
of species G' and G? are lower, in particular the one of G! (that has the lowest
mass in the mixture) is the lowest, while concentrations of species G? and G* are
higher. In other words, chemical equilibrium is achieved when species G is almost
completely disappeared, so that almost no reactive collision can occur. We also note
that trend to equilibrium for concentrations may be non monotone, see for instance

c% and c%. In Fig.2 we report the behavior of normalized velocities ﬁ; = ulj Jup

and normalized temperatures 7_"} = T!/Ty. We can observe that the species G'
takes a longer time to reach the equilibrium value for velocity and temperature, its
components keep nearly constant values in the first stage of the evolution.

The second reacting mixture we take into account for our simulations is the
following

CINO+NO S NO2+CINO,

G' - Concentrations G? - Concentrations
0.3 0.3 )
—c! —C1
102 0.2 c?
--c! T2
01 0.1} --c?
0 S~
0 0.05 t 01 O0 0.05 t 0.1
03 G® - Concentrations G* - Concentrations
—C? . 0.3 —C:
4
--c 02 0.2 AR R EEEEEEEEEE --c!
0.1 0.1
0 0
0 0.05 t o1 0 0.05 t 04

Fig. 1 Concentrations for a mixture of four reacting gases with energy levels and initial values as
in (70), (71), considering masses (m', m2, m3, m*) = (0.1, 12.8, 6.45, 6.45)
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Velocities
2%
—_ 1 \
........ 22 ‘Q\e
’0. ™ — e
--g° 1 P
S—— F
0 1 1 1 1 |
0 0.02 0.04 0.06 0.08 t 0.1
5. Temperatures
— 1 \
........ 22 R
— 7.
0 1 1 1 1 |
0 0.02 0.04 0.06 0.08 t 0.1

Fig. 2 Normalized velocities and temperatures for a mixture of four reacting gases with
energy levels and initial values as in (70), (71), considering masses (ml,mz,m3,m4) =
(0.1, 12.8, 6.45, 6.45)

where the chloro nitride CIN O, (81.46g/mol) reacts with nitric oxide NO
(30.01 g/mol) forming nitrosyl chloride CIN O (65.46 g/mol) and nitrogen dioxide
N O3 (46.01 g/mol), and vice-versa in the reverse reaction. As before, we take in
our model four gases having mass ratios similar to the ones involved in the real
reaction: m! = 1, m? =2.72, m3 = 2.18, m* = 1.53. We make the assumption that
the first gas G is composed by two, the second gas G is composed by four, and the
other two gases G and G* are composed by three components, respectively. Each
component corresponds to a different internal energy level as follows

El=6, EI=7, E}=7, E3=8, E;=10, EI=12,
E} =55 E3=6, E;=175 Ef=4, E3=9, Ei=10. (72)

We set initial number concentrations, velocities and temperatures as reported in the
following table

cl ¢ ¢t c3 ¢z c; ¢ ¢ ¢ octocyocf
co 0.12 0.09 0.07 0.08 0.11 0.06 0.07 0.05 0.13 0.03 0.08 0.09

up 03 0 0.1 04 02 06 0.1 04 05 03 0 02
In 2 4 1 25 2 6 1525 3 45 5 1

(73)
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G' - Concentrations G? - Concentrations
0.2 —Cf
—c! 2
01 0.1 o
- - AR 2
C2 B e AN - C3
_________________ ;
o e C4
0 0.02 0.04 t 0.06 0.02 0.04 t 0.06
G® - Concentrations G* - Concentrations
3 02
1
3
-=Cy o1 Mgt
3 [
_._.C3
0
0 0.02 0.04 t 006

Fig. 3 Concentrations for a mixture of four reacting gases with energy levels and initial values as
in (72), (73), considering masses (m!, m?, m3, m*) = (1,2.72, 2.18, 1.53)

In this case, equilibrium values for equilibrium concentrations c’j  are

1 1 2 2 2 2 3 3 3 4 4 4
cl ¢l ¢t 3 ¢ ¢t ¢ ¢ oo
ey 0.09 0.07 0.12 0.08 0.04 0.02 0.13 0.11 0.07 0.2 0.05 0.04

while global mean velocity is u ) = 0.28 and temperature is Tj = 3.59. Numerical
results for behavior in time of concentrations for all the components are showed in
Fig. 3. In this case, since there is less difference among masses than in the previous
case, final values of number densities are more similar; we only have a significantly
higher concentration of component C f that corresponds to the lowest energy level.
Trends for normalized mean velocities and temperatures of the species are reported
in Fig. 4 and also in this case we can observe that the lighter gas G takes a longer
time to reach the equilibrium value.

4 Conclusions

We have generalized the BGK model proposed in [8] to a mixture of four polyatomic
gases undergoing a bimolecular and reversible chemical reaction. The additional
difficulties with respect to the inert frame are essentially due to two reasons. At first,
single number densities are no more preserved during the evolution, since particles
involved in a reactive collision change their nature; consequently, proper auxiliary
number densities affect the Maxwellian attractors of the BGK collision operators,
and they are related in a non-trivial way to species masses and concentrations,
to global (auxiliary) temperature and to the chemical energy gap. Then, the mass
action law of chemistry that characterizes chemical collision equilibrium, and that
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Velocities
O L L L L I}
0 0.01 0.02 0.03 0.04 005 t 0.06
9 Temperatures
O L L L L L I}
0 0.01 0.02 0.03 0.04 0.05 t 0.06

Fig. 4 Normalized velocities and temperatures for a mixture of four reacting gases with
energy levels and initial values as in (72), (73), considering masses (ml,mz,m3,m4) =
(1,2.72,2.18,1.53)

is assumed to be valid also for auxiliary parameters, constitutes an additional
transcendental equation to be combined to the energy conservation requirement
(that is a transcendental law by itself) in order to prove well-posedness of auxiliary
number densities and temperature. We have also performed some numerical simula-
tions of evolution equations for species concentrations, velocities and temperatures
corresponding to our BGK model. Specifically, we have considered two different
mixtures, with particle mass ratios corresponding to real cases, namely to the ones
of two real bimolecular and reversible chemical reactions. The trend to equilibrium
turns out to be much slower for the species much lighter than the others, and this is in
agreement with the separation of species with disparate masses observed in several
physical problems [17]. Of course it will be interesting to test our BGK model
and corresponding macroscopic equations also in space dependent problems, as for
instance the shock wave structure, comparing our results with the ones obtained
for inert mixtures in the frame of extended thermodynamics [20], or from kinetic
systems for reactive monoatomic gases [6] or for a single polyatomic gas [19, 22].
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On Some Recent Progress )
in the Vlasov—Poisson—Boltzmann System i
with Diffuse Reflection Boundary

Yunbai Cao and Chanwoo Kim

Abstract We discuss some recent development on the Vlasov—Poisson—Boltzmann
system in bounded domains with diffuse reflection boundary condition. In addition
we present a new regularity result when the particles are surrounded by conductor
boundary.

1 Background

The object of kinetic theory is the modeling of particles by a distribution function
in the phase space, which is denoted by F(t, x, v) for (¢, x, v) € [0, 00) X © X R3
where € is an open bounded subset of R3. Dynamics and collision processes of
dilute charged particles with an electric field E can be modeled by the (two-species)
Vlasov—Poisson—-Boltzmann equation

Fy+v-ViFL + E-VyF, = Q(Fy, Fy) + Q(Fy, FO),
WF_ +v-ViF- —E-VyF_ = Q(F_, F1) + O(F_, F_).

ey

Here Fy (¢, x,v) > 0 are the density functions for the ions (+) and electrons (—)
respectively. The collision operator measures “the change rate” in binary hard sphere
collisions and takes the form of ([14])

O(F1, F2)(v) := Qgain(F1, F2) — Qloss(F1, F2)

(2)
= / / (v —u) - o|[F1u)F(v") — F1(u) F>(v)]dedu,
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where v’ = u — [(u — v) - w]w and v/ = v + [(u — v) - w]w. The collision operator
enjoys a collision invariance: for any measurable G, [p; [1 v ‘“‘22_3] 0(G, G)dv =

[O 0 O] . Itis well-known that a global Maxwellian u satisfies Q(-, -) = 0, where

1 Jol? \
,LL(‘U) = (27_[)3/2 exp(_ 2 ) ( )

The electric field E is given by
E(t,x) == —=Vio (1, x), “

where an electrostatic potential is determined by the Poisson equation:

— Axp(t,x) = / (Fy(t,x,v) — F_(t,x,v))dv in Q. (®)]
R3

A simplified one-species Vlasov—Poisson—-Boltzmann equation is often consid-
ered to reduce the complexity. Where we let F'(¢, x, v) takes the role of F. (¢, x, v),
and assume F_ = pou where the constant pg = fQXR3 F4(0, x,v)dvdx. Then we
get the system

oF+v-VyF+E -V,F =Q(F, F), (6)
—Ax¢(t,x)=/ F(t,x,v)dv — po in Q. @)
R3

Here the background charge density pg is assumed to be a constant.
Throughout this paper, we use the notation

— L ifi=
t=4or—, and — (= o=+ (8)
+ L, ift=-—.

And for the one-species case, F, = F.

In many physical applications, e.g. semiconductor and tokamak, the charged
dilute gas is confined within a container, and its interaction with the boundary,
which can be described by suitable boundary conditions, often plays a crucial role
in global dynamics. In this paper we consider one of the physical conditions, a so-
called diffuse boundary condition:

F(t,x,v) = \/ZJT/,L(U) F (¢, x,u){n(x) - u}du for (x,v) € y_. )

n(x)-u>0

Here y_ := {(x,v) € 92 x R3:n(x) v < 0}, and n(x) is the outward unit normal
at a boundary point x.
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Due to its importance, there have been many research activities in mathematical
study of the Boltzmann equation. In [11], global strong solution of Boltzmann
equation coupled with the Poisson equation has been established through the
nonlinear energy method, when the initial data are close to the Maxwellian w. In
the large-amplitude regime, an almost exponential decay for Boltzmann solutions is
established in [8], provided certain a priori strong Sobolev estimates can be verified.
Such high regularity insures an L°°-control of solutions which is crucial to handle
the quadratic nonlinearity. Even though these estimates can be verified in periodic
domains, their validity in general bounded domains have been doubted.

Despite its importance, mathematical theory on boundary problems of VPB,
especially for strong solutions, hasn’t been developed up to satisfactory (cf.
renormalized solutions of VPB were constructed in [18]). One of the fundamental
difficulties for the system in bounded domains is the lack of higher regularity,
which originates from the characteristic nature of boundary conditions in the kinetic
theory, and the nonlocal property of the collision term Q. This nonlocal term
indicates that the local behavior of the solution could be affected globally by x
and v, and thus prevents the localization of the solution. From that a seemingly
inevitable singularity of the spatial normal derivative at the boundary x € 9
arises 9, F,(t, x,v) ~ n(j)_v ¢ Llloc‘ Such singularity towards the grazing set
vo = {(x,v) € 92 x R} : n(x) - v = 0} has been studied thoroughly in
[13] for the Boltzmann equation in convex domain. For recent development of the
boundary theory of the Boltzmann equation, we refer to [9, 12, 15-17] and the
references therein. Here we clarify that a C* domain means that for any p € 9,
there exists sufficiently small §; > 0,82 > 0, and an one-to-one and onto C“-
map, 1, : {(x),1,X),2, %) € R3 : x, > 0} N B(0;61) — KN B(p; &)
with np(x\l,la X|[,25 Xp) = np(xl\,la X|[,25 0) + x,,[—n(n,,(x”,l, X|[,25 0))], such that
np(-, -, 0) € 92 ([10]). A convex domain means that there exists Cq > 0 such that
forall p € 92 and 1), and for all x|,

2

Z 5i8j0:0mp(x)) - n(xy)) < —Cql¢|* forall ¢ € R, (10)
ij=1

Construction of a unique global solution and proving its asymptotic stability of
VPB in general domains has been a challenging open problem for any boundary
condition. In [4] the authors give the first construction of a unique global strong
solution of the one-species VPB system with the diffuse boundary condition when
the domain is C3 and convex. Moreover an asymptotic stability of the global
Maxwellian p is studied. The result was then extended to the two-species case in [6].
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2 Global Strong Solution of VPB

In [4, 6], the authors take the first step toward comprehensive understanding of VPB
in bounded domains. They consider the zero Neumann boundary condition for the
. . _ 3¢ _ . .
potential ¢: n - Elyq = 3 lae = 0, which corresponds to a so-called insulator
boundary condition. In such setting (F,, E) = (u, 0) is a stationary solution.
The characteristics (trajectory) is determined by the Hamilton ODEs for f and
f— separately

d | x/(si1.x,v) v/ (551, x,v)
f = f for— o0 < 5,1 < 00,
ds | V' (sit,x,v) —1Vir(s, X[ (551, x,0))
(11)

with (le (t;t,x,v), Vlf (t;t,x,v)) = (x,v). Where the potential is extended to
negative time as ¢ (¢, x) = e’|’|¢f0(x) fort < 0. For (f,x,v) € R x Q x R3,

define the backward exit time tl{[(t, X, V) as
i) (t,x,v) ;== supls > 0: X/ (z:1,x,v) € Q forall T € (t —s,0)}. (12)

Furthermore, define xl‘fll(t, X, V) = le(t —tp,.(t,x,v); ¢, x,v) and vlfl(t, X, V) =
V[f(t — tp,(¢,x,v);t,x,v). In order to handle the boundary singularity, they
introduce the following notion

Definition 1 (Kinetic Weight) Fore > 0

In(xy) (6, x,v) - v, (¢, x, )]

f
t—1t (t,x,v)+e¢
b,
afsS,L(ta xa U) = X( ' )

f (13)
t—1ty (&, x,v) +¢
MO )
€
Here they use a smooth function y : R — [0, 1] satisfying
d
x(t)=0,7<0,and x(zr) =1, T > 1. J x(t) €10,4] forall T € R.
T
(14)
Also, denote
afe4(t,x,v) 0
t,x,v) = "~ . 15
afe(t, x,v) [ 0 oo (1 x, v)} 15)
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Note that oy (0, x,v) = oy ..(0,x,v) is determined by fy. For the sake

of simplicity, the superscription / in le , V[f , tlf . xl{ w vlf , is dropped unless they

could cause any confusion. One of the crucial properties of the kinetic weight in (13)
is an invariance under the Vlasov operator: [8, +v-V,—V, ¢f-Vv]ozf,5J (t,x,v) =0.
This is due to the fact that the characteristics solves a deterministic system (11). This
crucial invariant property under the Vlasov operator is one of the key points in their
approach in [4, 6].

Theorem 1 ([4, 6]) Let wy (v) = e’”“‘ Assume a bounded open C3 domain Q C
R? is convex (10). Let 0 < 0 < O <« 1. Assume the compatibility condition:
(9) holds at t = 0. There exists a small constant 0 < g9 <K 1 such that for all
0 < & < g if an initial datum Fo, = pu + /u fo,, satisfies

lwy fo,ll Loo(@xr3y < & llws Vo follp3@xrs) < 00, (16)
2 2
||w1§Ol§OJ’€Vx,UfO,L||LP(Q><]R3) <efor3<p<6, 1— » <B< 3 (17)

then there exists a unique global-in-time solution F,(t) = + /u fi(t) > 0to (1),
(4), (5), (9). Moreover there exists hoo > 0 such that

sup " wy £, (1) || oo (@) +SUP€A°° lgrDllc2ey < 1. (18)
t>0

and, for some C > 0, and, for 0 < § = §(p, B),

||w;,afi’g’[vx,vﬁ(t)||Lp(ng3) < e forallt > 0, (19)
190 £ 3y sy i 1 forall 1 0. 20)

Furthermore, if F, nad G, are both solutions to (1), (4), (5), (9), then
I1£:@) — &l p1+s@xr3y St 1£:0) — 8Ol 145 umrsy forall t > 0. (21)
Remark 1 The second author and his collaborators constructs a local-in-time
solution for given general large datum in [7] for the generalized diffuse reflection
boundary condition. By introducing a scattering kernel R(#z — v; x, t), representing

the probability of a molecule striking in the boundary at x € 9$2 with velocity u to
be bounced back to the domain with velocity v, they consider

F(,x,v)n(x)-v| =/ Ru — v;x,t)F(t,x,u){n(x) -u}du, ony_.
7+(x)
’ 22)
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In [7] they study a model proposed by Cercignani and Lampis in [2, 3]. With two
accommodation coefficients 0 < r; <1, 0 < rj < 2, the Cercignani-Lampis
boundary condition (C-L boundary condition) can be written as

R(u — vy x,1t)

._ 1 In(x) - vl P ( 1 2(1—u)1/2v¢u)
TR Q= r)m/2 QTe(x))2 C \ 2Ty (x) r

( : [WLV+(1—KDWLV W|—(1—rﬂmp})
xexp| — + .
2T, (x) ri r@—ry

(23)

Here T,,(x) is a wall temperature on the boundary and Io(y) := 7! [ e?<*?d¢.
In this formula, v and v denote the normal and tangential components of the
velocity respectively: v = v-n(x), vy =v —vin(x).

In [4, 6] a global L>-bound is proven by L?> — L™ framework. The idea is to
use Duhamel’s principle to estimate the solution f along the characteristics (11) to
reach

t
1O ooy ~ e~ follpmworms) + f I fu() | 2 e ds.
0

And then use the decay of £, in L% norm to conclude the decay in L>. The key of
this process is to verify

aXL(S; ta-xa U)

aXl(s”; ta xa U)d
v

Jdv

t t
(t — )dss + / f V2p(s") Jds"
s Js’
~ O(|t — s|)Id3xs3.
(24)

For which the C2-bound of ¢ seems necessary. Unfortunately such C? estimate for
¢ falls short of the boarder line case of the Schauder elliptic regularity theory when
the source term of the Poisson equation fR3 (F+ — F_)dv in (5) is merely continuous
or bounded. They overcome such difficulty by interpolating the C> norm into a sum
of a C>%* normand a C!-!~ norm:

Lemma 1 Assume Q C R witha C? boundary 0Q2. For0 < D1 < 1,0 < D < 1,
and Ao > 0,

IV2p )l L) Sa.py.py €™ Dl cra-0y ) + €M D)l 205 -
(25)
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While an exponential decay of the weaker C!*!~ norm can be derived from the
exponential decay of £, in L, the C%%* norm is controlled by Morrey’s inequality

el 2o S DI f fidudvl oo S| f Vi fi/udv] o, for p > 3.
: 1=t R3 : =% R3
(26)

Now the spatial derivative of f, needs to be controlled. They develop an
o,-weighted W7 estimate by energy-type estimate of o,V ,f,, where the «-
multiplication com{)ensates the boundary singularity. This allows us to bound (26)

for 72 <p <Pl
p p

[ /R Veli/ndvliy SN e el Ve fi/illpr, S el Ve fod iy

as long as

_ Bp
p—1 1
o, ~

ot 5. vy € L! uniformly for all x. (27)

A difficulty of the proof of (27) arises form lack of local representation
of «,(t, x,v). o, is only defined at some boundary point along (possibly very
complicated) characteristics. They employ a geometric change of variables v
(xp, (t, x,v), tp,.(t, x, v)) to exam (27). By computing the Jacobian there is an extra
«-factor from dv ~ \::\3 dty, . dxp,,, which cancels the singularity of (27). Then they

|Xb,¢_x

| —xif )n(xi) )
max | V| f

use a lower bound of 1y, , 2 | and a bound o < to have

th,t

Bp

1—
_ Bp (x —xp,) -n(xp)| P!
/ a r1dv < / | ! Wl dxp,, + good terms < oo,
w|<1 boundary |x — xp [|3_p—1

(28)

which turns to be bounded as long as b P < L
From the above estimates and the interpolation, they derive an exponential decay

of ¢(¢) in Cf as long as ||oz[ﬂ fo(t)”L)’fv grows at most exponentially. With the

C%-bound of ¢ in hand, they control ||a[ﬂ Vi fOI LP UVia Gronwall’s inequality and
close the estimate by proving its (at most) exponential growth.

For the uniqueness and stability of approximating sequence they prove L!-
stability. The key observation is that v-derivatives of the diffuse BC (9) has no
boundary singularity, thus is bounded. The equation of V,, f; has a singular forcing
term V, f,. For which they control [[Vy fill 3,1 as e ” | 2 lel Vi fill o, and

3 L T,

this term is bounded from (27).
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3 Improved Regularity Under the Sign Condition

One interesting question is to improve the regularity estimate beyond a weighted
WLP for p < 6 0of f,in [4, 6]. Some work in this direction has been done in [5].

In [5] the author consider the one-species VPB system (4), (6), where the
potential consists of a self-generated electrostatic potential and an external potential.
That is E = V¢, where

b1, %) = pr(t, x) + de(t, x), with 851;1; > Cg > 0ondQ, (29)

and ¢F satisfies (7) and the zero Neumann boundary condition aan = 0 on 0%2.
Under such setting, the field E satisfies a crucial sign condition on the boundary

E(t,x) -n(x) > Cg > 0forall ¢t and all x € 0L2. (30)

With the help of the external potential ¢ with the crucial sign condition (29),
they construct a short time weighted W1 solution to the VPB system, which
improves the regularity estimate of such system in Theorem 1. The key idea of
the result is to incorporate a different distance function &:

1/2

@~ [|v SVEQPP £ = 2(v - VZE() - 0)E(x) — 2(E(t, X) - vs(x»s(x)} ,
(1)

where & : R3 — R is a smooth function such that @ = {x € R3 : £&(x) < 0}, and
the closest boundary point x := {x € Q2 : d(x, x) = d(x, 92)} is uniquely defined
for x closed to the boundary. Note that &|,_ ~ |n(x) - v|. A version of a distance
function without the potential was used in [13]. One of the key contribution in [5]
is to incorporate this different distance function (31) in the presence of an external
field.

Theorem 2 ([S]) Let ¢pg(t, x) be a given external potential with Vy¢g satisfying
(30), and ||Vx¢E(t,x)||Ct1 RyxQ) < OO Assume that, for some 0 < ¥ < }‘,
||w,9&Vx’Uf0||LOO(QXR3) + ||w17f0”L°°(Q><R3) < 00. Then there exists a unique
solution F(t,x,v) = /uf(t,x,v) t0(6),(4),(9),(29)fort € [0, T]with0 < T K
1, such that for some 0 < ¢ < 9, @ > 1, SUPg<;<T ”U)ﬂ/f(t)”Loo(QXR}) < 00,
and

sup [lwyre™ ™ W@V, £t X, V)| oo @y < 00 (32)
0<t<T
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One of the crucial property @ enjoys, under the assumption of the sign condition
(30), is the invariance along the characteristics:

Lemma 2 (Velocity Lemma Near Boundary) Suppose E(t, x) satisfies the sign
condition (30). Then for any 0 < s < t and trajectory X (), V(t) solving (11), if
X(t) e Qforalls <t <t then

e~ CHWVEHDAT (6 X (5), V(s)) < @, X (1), V(1))
(33)
< CRWVEHDITg (5 X (5), V(5)),

forany C 2 (IVx$£(t, Ot @, v + D/CE.

The key ingredient in the @-weighted regularity estimate is a dynamical non-local
to local estimate which can be stated as

Lemma 3 Ler (t,x,v) € [0,T] x Q x R3 1 < B < 3,0 <k < 1. Suppose

E satisfies the sign condition (30). Then for w > 1 large enough, and for any
0<Cp<i0<skl,

Cy ) 2
' ~G vl
/ f oS gV € 2T duds
max{0,¢—tp) JR3 [V (s) —ul>=* (a(s, X(s),u))P

2
IVEloo+IENZ 00 +1EI 0 3
20 Lox e 82
<e @ CE
~Y

WR(Ce+ 1) @ x )P 2NER . + 1D
(IEI7 + D
+ Cﬂ_15ﬂ71 v~ ﬂfl ’
5 @, x, v))f1 @
(34)
where (X (s5), V(s)) = (X (s; t,x,v), V(s;t,x,v)) asin (11).

The same estimate without the external field had been established by the second
author and his collaborators in [13]. The proof of (34) is obtained by first making
use of a series of change of variables to get the precise estimate of the velocity
integration, which is bounded by,

e—ﬁ\V(s)—u\z 1
[ 2k pdu S p-1>
R [V(s) —ul**la(s, X(s), u)] (IV($)PE(X (s)) — CEE(X(5))) 2
(35)
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then followed by relating the time integration back to &~ For the later part of the
proof, the velocity lemma (33) and the boundedness of the external field to ensure
the monotonicity of |£(X (s))| near the boundary, where the change of variable dt ~
| uflvgv can be performed and recovers a power of & in the &-integration. On the
other hand, the sign condition (29) is crucially used to establish a lower bound for
|£(X (s))| when it’s away from the boundary, which helps to recover a power of &
as wanted.

4 On the Vlasov-Poisson-Boltzmann System Surrounded
by Conductor Boundary

In the second part of the paper, we consider the one-species VPB system surrounded
by conductor boundary. More specifically, we consider the system (6), (4), where the
electrostatic potential ¢ is obtained by

— Axp(t,x) :/ F(t,x,v)dv, x € 2, ¢ =0, x 0. (36)
R3

An important benefit in the conductor boundary setting (36) is that E = —V,¢
enjoys the sign condition (30) from a quantitative Hopf lemma, without the need of
an external potential.

Lemma 4 (Lemma 3.2 in [1]) Suppose h > 0, and h € L*(Q2). Let v be the
solution of

—Av=hinQ, v=00n09dRQ. 37

Then for any x € 0%,
d
v c/ h(x)d(x, 3Q)dx, (38)
on Q

for some ¢ > 0 depending only on Q2. Here d(x, 02) is the distance from x to the
boundary 0L2.

Our goal is to prove a local existence and regularity theorem for the system (6),
4), (9), (36). Let’s first define our distance function ¢.

Letd(x, 0Q2) :=infyepq [|x — y||. Forany 6 > 0, let Q={xeQ:dx, Q) <
8}. For 8 « 1 is small enough, we have for any x € Q? there exists a unique X € 9
such that d(x, X) = d(x, 9€2) (cf. (2.44) in [5]).
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Definition 2 First we define for all (x, v) € Q° x R3,

1/2
B(t, x,v) = [|vW(x)|2+s(x)2—2(v-v25(x)~v)s(x)+2(w)<z, x)-vs(x»ax)] :

Forany € > 0, let x¢ : [0, 00) — [0, co) be a smooth function satisfying y.(x) = x
for0 < x < §, xe(x) = Cc forx > §, xe(x) is increasing for § < x < §, and
x.(x) < 1.Letd := min{|&(x)| : x € Q,d(x, 3Q) = 3}, then we define our weight

function to be:

5
a(t, x,v) = :(X‘S’('B(t’x» v))) x € Q°, )
Cy xeQ\ Q.

Theorem 3 (Weighted W!-> Estimate for the VPB Surrounded by Conductor)
Assume Fy = /1 fo satisfies

||wz9&Vx,vf0||Loo(§zXR3) + ||w19f0||L00(Q><R3) + ||wﬂvvf0||L3(g'sz3) < 00, (40)
for some 0 < ¥ < i.Then there exists a unique solution F(t, x,v) = /uf(t,x,v)

to (6), (4), (9), (36) fort € [0, T]with0 < T < 1, such that for some 0 < ' < ¥,
o > 1,

sup [lwyr f()ll oo @xr3) < 00, (41)
0<t<T
sup [lwgre™ ™M@V, f (1, %, )l e @xp3) < 00 (42)
0<t<T
sup ||e—W<">’v,,f(t)||L3(Q)LI+S(R3) < oo for0 <8< 1. (43)
0<t<T x v
The corresponding equation for f = ju is
v
O +v-Vx—Veo- -V, + 5 Vo +v(/ufNf = Lain(f, f), (44)
— Ao (t, x) =[ Jufdv, ¢ =0ondeQ, (45)
R3
ft,x,0) = cuy/1(v) / A2 VY 1) (n(x) - u)du. (46)
n-u>
Here v(/uf)(®) = [p feolv — ulqo(,)7t - w)V/r@)fw)dwdu, and

Peain(f1, f2)(V) := [ps [o2 [v — ul“qo( ;5 - w)v/@) fi(w)) f2(v)dwdu.
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Let 9 € {Vy, Vy}. Let E = —V,¢. Denote
by = V(\/Mf)~|—;-E—|—w(v)—l-tw (Z} E—a (a4 Via+E-Vyd@). (47)
Then by direct computation we get
{at +v-Vi+E-V,+ vw}(e_w(”>’&8f)

=e~ 701G (A gain (£, ) = 00 Vo f =0E - Vof =0( - E)f =00(Jnf)f)

=N(t, x,v).
(48)

In order to deal with the diffuse boundary condition (9), we define the stochastic
(diffuse) cycles as (19, x%,v%) = (7, x, v),

=1 — 1yt x,v), x' = xp(t, x,v) = X(t — tp(t, x, v); 1, X, V),

(49)
V) = V(t — (1, x,0); 1, %, 0) = vp(t, X, V),
and v! € R3 with n(x!) - v! > 0. For/ > 1, define
M =1 (x0T = (X0,
vy, = op(e', x!, 01,
and v/t € R3 with n(x!*1) - v/*! > 0. Also, define
X'(s) = X(s; ¢, x1, 00, Vi) = Viss ', x! o,
so X(s) = Xo(s), V(s) = Vo(s). We have the following lemma.
Lemma 5 (Lemma 12 in [5])
Ift! <0, then
e TVGlaf (2, x, V)|
(50)

t
< a0, X°(0), v°0))ar 0, x°(0), VO(O))—i—/ N(s, X°(s), VO(s))ds.
0
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Ift' > 0, then
Wa19f (1, x, V)

1
Se—glvglzp(”wﬁfouw) + /1 N(s, X°(s), VO(s))ds
t

-1
+ \/,u(vb) (vD) f D Ly gy |@3 (0. X7 (0), VIO)|dZ] !

le

+\/u<vg)<vg>2fn” Zl,,+l<0<ﬂ f N(s, X' (5), Vis)ds dx!™!
j=1

711

+ e /n

-1
_ 912 _
+ /D) / D pige 2 T P(lwy folloo) A5

112

Zl{t,+1>0}/ N(s, X' (s), Vi(s))ds d=! ™"

lltl

— [=1yl o _
+\/“(”g)<”g>2/nf—w Loiogre ™ 0a(! v hIaf e, x, oy Hids],
j=1"

(51)
where V; = {v/ € R : n(x/) - v/ > 0}, and

-1
daxl™' =( ] neheun@ly - vl dvlje” " @) )av'y
j=i+1

{]_[\/M(vb) W4Ty ol e 0 gy,

where ¢, is the constant that ng M(vj)cﬂln(xj) . vjldv/ =1
The following lemma is necessary for us to establish Theorem 3.

Lemma 6 If (F, ¢) solves (36), write = jﬂ, then

I¢F (Dl cri-5) Ss. llws f (Ol Lo @xr3ys forany0 <8 <1, (52)

and

w (v)t

IV2pr @)l < lwy f (Ol oo (@xm3y T lle™ aVi f(Oll L= @xry)-  (53)
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Proof 1t is obvious to have (52) from the Morrey inequality and elliptic estimate.
Next we show (53). By Schauder estimate, we have, for p > 3 and Q C R3,

v? 1) g0 < ; < t dv 3 .
IVpr®)llLe < ||¢F||C2,1,;(Q) Spa /]R3 QNI ”c‘“*;(m

3
Then by Morrey inequality, W!-» ¢ C 0175 with p > 3 for a domain @ C R3 with
a smooth boundary 9€2, we derive

I / fouavl o, 5 < / F@O/ndvllyrp
R3 C P R3
_ - 1
< lwg FOlloo + lle™ @V, £ (1)l /R . ew<“>’w&dv||mm-

It suffices to show that for some 8 > 1,

12 1
I /We gVl &ﬂdl}”LP(Q) < Q. 54)

Since @ is bounded from below when x is away from the boundary of €2, it suffices
to only consider the case when x is close enough to d2. From direct computation
(see [5]), we get

/Be*élvlzélﬂdvg b s ey
R (E(x)? —2E(1,X) - VE(X)E (X)) 2 1§ 2

And since & is C2, we have

®-p dx.

1 1
-y 4% S
dxa<1 [E(x)| 2 A0l |x — |

Now from (10),

1 dx < 1 d
_e-np PR (5—1)p Gxn < 00,
QnB(p:s) |x — x| 2 peal <81 x| 2

if we pick 8 < 2 4 1. And since 92 is compact, we can cover 92 with finitely
many such balls, and therefore we get (54). O

Proof of Theorem 3 For the sake of simplicity we only show the a priori estimate.
See [7] for the construction of the sequences of solutions and passing a limit.

The proof of (41) for f satisfying (44), (45), and (46) is standard. We refer to
Theorem 4 in [5].
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First from (45) and the fact that ng i fdv > 0, we apply Lemma 4 to get

IRCICEN

an 2 / . S f (i, x, v)8(x)dvdx, (56)

for some ¢ depending only on 2.
Denote

// Fo(x,v)é(x)dvdx = cg,.
QxR3

Then [ [fo, g3 8(x) x (6) dvdxdt gives

// F(T, x,v)é(x)dvdx
QxR3

T
= // Fo(x, v)d(x)dvdx + / // Fv-V,§(x)dvdxdt.
QxR3 0 QxR3

Together with (41) and (56) we deduce

t
_9tx) c// F(t. x,v)8(x)dvdx > * Fo, (57)
on QxR3 2

< ko
aslongas T < ,p-

Next, we investigate (48). Since

e—Cﬁ/\u—v\z

wy Ceain@f, 1) S 12 fllo / 1?1 f (2, x, w)ldu,
R

3 |lu—v|2x
and

e—Cﬁ/\u—v\z

wov(Judf) f < 1621 fllog /

R3 |M — vlz—/( |8f(t, X, I/l)ldu.

Thus from (41) we have the following bound for N:

IN(, x, )| SA+ V2Bl [P(lwy folloo) + lwsre™ ™ PaGdf (1, x, v)|]

_ _ 2
e Cylu—v|

1?48 £ (1, x, u)|du.
(58)

+ g follce ™™ Vatr,x,v) [ .
R3 U —v[F*
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Recall the definition of vy in (47), note that from the velocity lemma (33), and
(57) we have

a1 3a+v- Vi@ — Vo - V&)
SUIVlloo + IV Plloc) (v)
SUwy fOlloe + e @V, £()llo0) ()

SP(lwy folloo) + ladfolleo) (v).-

Therefore we have

(v), (59)

w
VZUZZ

once we choose @ >> 1 large enough.
Fort!' <0, using the Duhamel’s formulation we have from (48)

wyre” T NGAf (1, x, )]

<o o @X@ V@A 0 IVOP 5570, X (0), V(0)) (60)

t 't
+ / e s v @X@V@ATN (5 X (5), V (5))ds.
0

Thus by (58) we have
sup 111 _gpe™ ™ wy&df (1, x, v) oo
0<t<T
< sup fle ho e @X@V@ATIVOL 5570, X(0), V(0))

0<t<T

t
n / el Ve (0. X (@0, V@A Nr(s X (5), V(5))ds |l oo
0

<lwy@dfollec + P(lwy folloo) sup lwgre™ ™ a@df (¢, x, v) oo
0<t<T

+ T+ 1V?@llo)[P(lws folloo) + sup [lwyre™ ™ Gaf (2, x, v) o]

0<t<T

/t / — 1 T V(e x0T emmlitas o=ColV—ul® G(s, X (s), V(S))d d
X e s i
o Jr3 e~@ s |V(s) —ul>* a(s, X(s),u)
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e—w((s:t.x.v))s

e~ (u)s

Now since (u) — (V(s;t,x,v)) < 2{(u — V(s;t,x,v)), we have

CylV(s)—ul®
e=ColV@—ul < o= TP g

. — _ul2 ~
/ / T Ve, v))dr @ ((s;1,x,0))s e CylV(s)—u| a(s, X(s), V(s)) dnds
R3 em @ V() —ulP als, X (), u)

// 7 Weesnepar € 2 1VOTE a5 X6 VG
s |V(s)—u|H G (s, X (5), ) ‘

(61)

Note that, for any g > 1, &(x’xl(s)’u) < (&(x,Xl(s),u))ﬁ + 1. So from (57) we can let
1 < B < 2, and apply the nonlocal-to-local estimate (34)—(61) to have

. — _ul2 ~
/ / 7 Ve, v))dr @ ((s;1,x,0))s e CylV(s)—u| a(s, X(s), V(s)) nd
R3 e~ V() —ulP als, X (), u)

3-g _ 1~ _
< CUVSIZHIV2llo0) (5 2 (a(t,x,z;»: P (bl + 1P lfa(t,x,v»z ﬂ)
(P +1)" o)

1
< CUVSIZ+IV3Ploo) [ 5757
~¢ 07 i)

(62)

where we used &(s, X (s), V(s)) < eCUVOIFIV Bl G (1, x, v).
Similarly, for £!(z, x, v) > 0, we again apply the nonlocal-to-local estimate (34)
to get

L gyware™ ™ W'adf (1, x, v)|
e (57 L) Pllwg foll) max eCOVORAIT 1)
Sﬁ_lw 0<i<l—1

x sup [lwye” TV @If(t, x, v)|loo
0<t<T

+T(1+ IVlloo) sup llwyre™ ™ @df (1, x, v)lloo
0<t<T

FTICETY (1 + 1V2llo) sup lwyre ™ P &I (£, x, V)l
0<t<T

FTICEE”Y (1 + V2B lloo) P (1w folloo) + LCE™Y @0 0ll0o + P(lws folloo)

1 I
+C( ) sup [lwyre P NGIf (1, x, V)]l o
2) o<i<t
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Finally from (53), we can choose a large / then large C then small § then large
@ and finally small T to conclude

_ - Ci -
sup lle” N Gdf (t, x, v)lloo < ) (lwsadfolleo + P(llwy folloo))

0<t<T

This proves (42).
Next we prove (43). Consider taking V,, derivative of (44) and adding the weight
function e~ V) we get

[0 +v-Vy — Vi -V, + ; Vi + @ (v) — <Z> @t - Ved + v/ )le” "V, f)

1
=~ W) (—vvvwmf = Vaf = ) Vadf + ViTgin(f. f)) :
(63)

with the boundary bound

Vof| < Ivl«/u/ O|f|¢u{n-u}du on y_. (64)

n-u

And

v v w
Ve Fw(v) - <U>wt-Vx¢+V(\/Mf) > 5 (),

form > 1.
Using the Duhamel’s formulation, from (63) we obtain the following bound
along the characteristics

le=™ MY, (1, x, v)]

< 1y amsne 00 =2 V@OMTg £0, X (051, x,v), V(0; 1, x, v))]| (65)
_ 1
+ Lgyry<rje” 7 P (vp) 4 / | £t — ty, xpy, w)|/pe{n(xp) - u}du (66)
n(xp)-u>0
t " .
+ / e s T2 VMo VO 1y, f(5, X (5), V(s)Ids (67)
max{t—t,,0}
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t
" / (1+ g fllsg)e™ =5 V(Mg (Viws (68)

max{t—,,0}

—Cyr|V (s)—ul?
* /]R3 [V (s) —ul>* Vo f (s, X(s), u)|duds

t

+ ||w,9/f||oo/ e*fy 5 (V@) ,—w (V(s))s 719\V(5)|2 (69)
max{r—tp,0}
x|V (s, X(s; ¢, x,v))|ds.
We first have

16513145

2-8
< / (/ |€Z9/|V(0)|2va(0, X(0), V(O))|3) (/ e—(1+6)23519/|v(0)|2dv) 1438
Q R3 R3

) 1/3
< (// 1e”1VOPY, £0, X(0: 1, x, v), V(0; 1, x, v))Pdvdx)
QxR3

S lwp Vo Ol -

1/3

(70)

where we have used a change of variables (x, v) — (X (0; t, x, v), V(0; £, x, v)).
Clearly

16O 5,1+0 S sup Jwyr f(8)lloo- (71)

0<s<t

From ||V oll;3 S ||¢>||sz for a bounded Q C R3, and the change of variables
(x,v) = (X(s;1,x,v), V(s;t, x,v)) for fixed s € (max{r — tp, 0}, 1),

t
1695106 Sl floo / 16l 22
* max{t—1ty,0} X
t
< ||wﬂff||oo/ ||/ SIS ©dvla. < 1wy Fllsolwy floe.
max{r—ty,0} R3

(72)
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Next we have from (55), for 2(13i5) < 1, equivalently 0 < § < 2,

t
IO 3148 < ‘/ Vi f(s, X(s), V(s))ds
x max{t—t,0} L11)+5(]R3) L)Sc
‘ eV WVOPemm VgV, f(s, X(s), V(5)
— 9 9 d
/max{,_tb,o} VR g—m (Vs s

L ®Y | 3

< sup Hwﬁre_m”)’&vxfﬂ
0<t<T 0

/r e—z?’\V(s)|zem(V(s))s
X

- ds
max{t—t,0} a(s, X(s), V(s))

LiP®) | 3

< CUTRIcHIVOIZHIT o) o Hw”’fmv)t&V’CfH
0<t<T o0

o v
Xl/ / B | 8dv
o\ Jrs (@@, x,v)!*

0<t<T 0

3
1+6

(73)

Next, we consider (68). From the computations in (55), and using the fact that

1 1
H < a6 We have

I (68)” L)S(Llfra

t
/ o= i =3 (V@)dt = (V(s)s

max{t—ty,0}

<|

o= Co IV(s)—ul?
X /3 V() — ul?—* Vo f(s, X(s), u)|duds
R _

L@ | 13

<ClIV8l gup Hwﬂ,e—ww)z&vxfu
0<t<T o0

X

' —Cyr |V (s)—ul? — 0
/ e*f.ffﬁz’(‘/(f))tif/ e o duds
max{t—tp,0} R3 () —ul==* (a(s, X(s),u))

LyP@®HIp3

(74)
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And then applying the nonlocal-to-local estimate (34) to (74) , we conclude

2
I(68) 11,3145 SeCUVE0tIV2Rlo0) gy Hw”’e_w(v)t&vaH
Xy 0<t<T 00

57" (o] + 1)1

) @, x, o)B2(2+ 1) @ x, v)pf!

Ly ®) | 3

2 ~
<eCUVEIocHIVll) gy wae‘m“”avfo
0<t<T 0

1

(V)2=B(a(t, x, v)P~1 (75)

06’2 !
x |06+,

1 ‘
w H Lll)+8(R3) L%

<ci’? 4 1 )eCUVHIAIT) g Hwﬂ/e*m“)’&vfo ,
~ Sﬂ_lw 0<t<T o]

(B-D(A+8-1 3
2 1+

for B satisfies s < 1, which is equivalent to 8 < g + 1}r5. Therefore

any 1l < 8 < g would work.
Collecting terms from (65)—(69), and (70), (71), (72), (73), (75), we derive

sup [le TV, £(5)l] 3 1o

0<s<t
Slwy Vo FO)lIs 4 lw Flloo) + 1wy flloo (76)
<0o0.
This proves (43) and conclude Theorem 3. |
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The Vlasov Equation with Infinite Mass )

Check for
updates

Guido Cavallaro

Abstract We discuss about the initial value problem for the Vlasov equation in
case of unbounded total mass. The problem strongly depends on the dimension d of
the physical space and on the singularity of the interaction. In particular, for d = 3,
the more singular the interaction, the faster must be the spatial decay at infinity of
the initial distribution. We describe also an application which gives rise to a viscous
friction model.

1 Introduction

We want to review some known results, and to address some open problems,
related to the initial value problem for the Vlasov equation when it describes the
time evolution of a plasma in an unbounded domain with an unbounded mass
distribution. The problem is not trivial, since it is not easy in this case to exclude a
priori a blow-up of the mass distribution in a finite time. We summarize some results
on the Vlasov equation, starting from finite mass systems.

A Vlasov system is described by a function f (X, v, ) which gives the density of
mass at time ¢ in the point (X, v) of the one-particle phase space. A general way to
write the equation governing its time evolution is based on the characteristics. More
precisely, we look for a pairs of functions,

(x,v) = (X(x,v; 1), V(x, v; 1)) , Jox,v) — f(x,v;1), (D
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where (X, V) € RY x R4, 1 € R, are solution to

X(x, v;t) =V, v;t),
Vx,v:t) = FX(x,v: 1), 1),

2
(X(x,v;0), V(x,v; 0)) = (x, V),
fF XX, v;1), VX, v; 1) 1) = fo(x, V),
where
Fx. 1) = ‘fR,,dy Vo (x—¥) py.1) | 3)
px.1) = / dv £(x,vi 1) 4
Rd

is the density of mass, and @ is the interaction potential between two particles.
In the case of smooth initial data, the condition (2)4 implies that f(x, V;?)
satisfies the (transport) differential equation,

0 +v-Vx+ Fx,t)-Vy) fx,v;1) =0. 5)

As the phase space velocity (V,F(X,)) has zero divergence, by Liouville’s
Theorem the Jacobian |J (X, V|x, v)| is equal one and the Lebesgue measure dx dv
is thus conserved along the motion. This implies that (2)4 (i.e., (5) for smooth initial
data) corresponds to the conservation of mass.

The total mass of the gas is defined as the integral in the whole space of the
density of mass,

Miotal = / dx p(x,1) .
R4

For finite total mass and smooth mutual interaction @, the existence and uniqueness
of the solution is simple and follows from standard methods. Singular interactions
are more delicate to deal, especially the physically relevant case of Coulomb
interaction, where (5) is known as the Vlasov-Poisson equation. The problem has
been solved both for the attractive (gravitational) case and for the repulsive (plasma)
case [22, 23, 26, 27, 32-34, 38-40]. (See also [17, 28-30]).

However we deal with unbounded masses, and on this topic there are fewer
results. The case of smooth interaction in three dimensions is discussed in [4],
where the authors assume positive interaction, but with some technical effort it can
be extended to superstable interactions, as done in the case of the point particles
dynamics [5]. In dimension d = 2, the Coulomb interaction gives rise to the so
called Vlasov-Helmholtz equation, which is discussed in [19]. More recently, the
case in which in dimension d = 2 a point body interacts via a Coulomb potential
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with a plasma with a charge of the same sign has been treated in [17]. Perhaps, it is
possible to study also the three dimensional case, but with a cylindrical symmetry
and the body moving along the symmetry axis. The general problem in dimension
d = 3 with singular interaction is open (and we believe very hard).

All these results, at least in dimension d > 1, concern the well-posedness of the
problems but give no information on the long time behavior of the solutions. For the
case of unbounded plasma see also [24, 31, 35-37], and when an external magnetic
field acting on the plasma is present see [6-8, 10, 12, 13, 15].

We remark that in [4] the authors assume an initial distribution of the form

0 < fo(x,v) < Coe M’

in the whole space R3. This means that it is sufficient to take an exponential decay
in the velocities, and a spatial distribution simply bounded by a constant, to obtain
existence and uniqueness of the solution. Whenever the mutual interaction potential
is singular at the origin, it is necessary to introduce a suitable spatial decay in the
initial datum to obtain an analogous result [9, 14, 16]. This holds in the whole space
RR3. In special unbounded domains contained in IR? it is possible to consider an initial
spatial density simply bounded by a constant: in [7] it is considered the evolution in
an infinite cylinder when the potential has a coulomb singularity. A singularity of the
form 1/r%, o > 0, and a spatial density p(x, 0) < const in the whole space R3isan
open problem. It would be also interesting (but not explicitly done) to investigate, in
IR3, the relation between the exponent o of the singularity of the potential, and the
exponent B of the decay of the spatial density at infinity

p(x.0) < const
(14 |x)p

which is necessary for the well posedness of the problem.

An interesting application which takes inspiration from the previous results is
the motion of a heavy body immersed in a Vlasov gas and interacting with it. The
resulting coupled dynamics of the gas and the body is very hard to be studied
in general, as mentioned before, and some assumptions and approximations are
necessary in order to tackle the problem (see for instance [1]). In Sect.3 we deal
with this model. In the next one we give some hints on the initial value problem for
the Vlasov equation with infinite mass.

2 Initial Value Problem

We give here an overview of the initial value problem for the Vlasov equation
when it describes the time evolution of a plasma distributed in the whole space
R¢ and with infinite total mass. As for point particle systems [5], this problem is not
trivial since it is not easy to exclude a priori the blow-up of the mass distribution
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in a finite time. There are many studies on the Vlasov equations, here we focus
our attention on the difficulty related to the assumption of infinite total mass. In
order to separate the difficulties, we assume the interaction is positive, smooth,
and short-range. In analogy to the case of point particle systems, we believe that
the positiveness and short-range assumptions can be relaxed by assuming that the
interaction is superstable and satisfies some decaying property at large distance. But
this task needs a not trivial effort and it has not been done. The case of singular
interaction (the Coulomb interaction being the most interesting one) is discussed
later on.

The difficulty of the problem grows with the dimension of the physical space. We
start with an heuristic consideration, which shows the importance of the physical
space dimension in this framework.

Consider the Vlasov equation (2) and assume ¢ = @ (|x|) to be a non-negative
function such that

¢eC2(R), P0)>0, @(x)=0 if |x|>r (r>0). (6)
Moreover, we assume that the initial distribution fj satisfies
0< fox,v) < Coe ™" (Co, 1> 0). 7

We remark that we really need to postulate some decay in the velocity variable as
shown by the following example. Consider the free evolution in one dimension of
an initial datum fp(x, v) which is the characteristic function of the set {(x, v): x >
0, —(x +1) < v < —x}. Therefore, the initial density of mass is equal to zero for
x < 0 and to one for x > 0. It is clear that for # = 1 we have a blow-up of the
density.

The main issue in proving the existence of solutions is to show that the force
F(x, #) acting on the element of fluid located in x € R? is bounded. By (3) and (4)
we have,

IF(x,1)| = IIV‘PIIOO/B( )dy Py, 1) = VPl m(B(X,r),1) , ®)

where B(x,r) in an open ball around x of radius r, m(B(X,r),t) is the mass
contained in such a ball at time ¢ and r is defined in (6). To simplify the situation
we first assume that

fox,v) < Co x (vl < Vo) )
where yx (-) is the characteristic function. Letting

V()= sup sup|V(x,v,s),

0<s<t X,V
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we have, for any a € RY,

m(B(a,r),t) = /dx dv fo(x,v) x(X(x,v;t) € B(a,r))
< folles V§ Ir + V)11 .

The last inequality follows from the fact that x (X(x, v; ¢) € B(a,r)) = 0if |x — a|
is larger than r + V (¢)z. On the other hand,

t
Vx,v;t) =v —i—/ ds F(X(x,v;s),s),
0
which gives
t
V() <Vo+ VPl Il folloo vg/ ds [r + V(s)s19 . (10)
0

The above inequality is solvable globally in time only if d = 1. We remark that,
as for the particle systems, a rigorous proof where the assumption (9) is relaxed
requires some care. In dimension d > 1, other tools are needed besides the naive
use of mass conservation. More precisely, to control the maximal velocity Va deep
use of energy conservation is needed in d = 2, while for d = 3 suitable time
averages have to been used. We discuss directly the more difficult case, i.e., the
three dimensional one.

For a given function f (x, v) and any couple (i, R) € (R? x R*) we introduce a
sort of “smoothed energy” of a ball of center i and radius R,

1
W5 Ry = /dX g f ) [/dv VI £ (x, V) ~I-p(X)/dy p(y) @(|x — YI)} ;

where g’ R is a smoothing function defined as

R _ [x — pl
g" (X)—g< R )

with g € C*°(R™) such that
gy =1 if nel0,1], g =0 if ne[2,00), —-2=<g'(m=<0.

For the positivity of the potential @, W is a well-defined positive functional for any
f satisfying (7). Moreover, it is straightforward to see that there exists a positive
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constant C; such that

Wi Ry _

R <Cp.

sup
(u, R)ER3I xR+

The following theorem is proved in [4].

Theorem 1 Let fy satisfy (7). Then, there exists a pair of functions
x,v) —> Xx,v;0), VX, v;0) , fox,v) > f(x,v;1),
(x,v,1) € R* x R?* x R,

satisfying the Vlasov equations (2). This is the unique solution in the class of
functions f(t) = f(-, -; t) such that

W(f(©); . R)

VT >0.
R3

sup sup
1€[0,T] (u,R)eRIx R+

Moreover, for each A1 < A and T > 0 there exists C3 > 0 such that
Fxvit) < Cre M vrefo,T].
The proof is obtained in analogy with the case of point particle systems in three

dimensions [5]. First, we introduce a partial dynamics with a cut-of on the positions
and the velocities, i.e., we introduce the sequence of problems,

X"V xovin =V v VIV v = FYY X(x, v, 0.0
XMNx v,00=x, VMNxv,0)=v, |x{<M, |v<N,

where M, N are positive integers,
YV x, 1) = /dy Vo (x—y) /dv N v

FUNEMN vy 0, VN v, 0,0 = £ v
and
Sl M vy = fooxv) x (Xl = M) x (VI = N) .
The above problem is a well posed Vlasov evolution with finite mass, which admits

an unique positive solution f M.N (x, v; t) (see for instance [20] and the references
quoted in).
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We next investigate the limit M, N — oo. We introduce the quantity,

VMN )y = sup sup [V (x, v, 5)] .
0<s<t X,V

We can prove, after many efforts, that for each T > 0 there exists a positive constant
C such that

yMN(Ty < CN.

The last step is to remove the cut-off by means of an iterative procedure, under the
hypothesis that M = N%, with « > 1 to be fixed conveniently. This is the idea
of the proof, that develops through complicated steps. We forward to the original
paper [4].

In the proof the smoothness of the interaction plays an essential role. In fact,
in this case the only way to obtain a large growth of the velocity in a point is to
crowd a lot of mass in a point. In this case, the superstability condition imposes
a large energy, that in its turn controls the maximal velocity. This proof fails in
three dimensions. In two dimensions indeed it is possible to do it if the interaction
is not too singular [19], while in a three dimensional domain which is unbounded
in one direction only the Vlasov equation can be studied for interactions with a
singularity almost Coulomb-like [11] (and Coulomb-like when the initial velocities
are bounded by a constant [7]). Another direction of (not trivial) generalization is to
consider also long range interactions.

Some results have been obtained in this direction in the physically relevant case
of the so-called Vlasov-Helmholtz equation, where the interaction at short distance
behaves as the Coulomb one and decays exponentially at large distances by a
screening effect [19].

It is interesting to consider also situations where point particles coexists with a
Vlasov fluid. Of course, the Coulomb interaction plays a privileged role because of
its physical importance. Some results have been obtained for localized Vlasov fluid
that we do not quote here, but only one: a two-dimensional system composed by a
point charge particle that interacts with an unbounded Vlasov fluid with charges of
the same sign. The interaction behaves at short distance as the Coulomb one and it
is exponentially decreasing at large distances [18].

‘We mention that in this direction it would be interesting the study of the following
case: a Vlasov gas in three dimensions with a cylindrical symmetry and a point
particle moving along the symmetry axis. Of course, it would be a model of viscous
friction. We will talk about this model in the next section. A study of the long
time behavior is too hard, but at least the existence of the infinite dynamics, or
the existence of stationary states, seem to be approachable issues.
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3 A Viscous Friction Model

An interesting application of the previous ideas and results consists in considering
the motion of a heavy point body in a Vlasov fluid, experiencing a drag force which
slows down its motion. Such force should derive by the interaction between the
body and the fluid particles. The stronger is this interaction, the stronger we expect
the drag force exerted by the fluid over the body. We analyse a simple schematic
model in which such conjecture can be supported rigorously, and which can give
some hints on more realistic models. The more drastic assumption is to consider a
non self-interacting Vlasov fluid.

We consider a point body of mass M = 1 under the action of a constant force
E of intensity E and directed along the xj-axis, i.e., E = (E, 0, 0). The body is
immersed in a gas of free particles (see below), which interacts with the body via a
force of pair potential ¥ (|r|), r € R3. We assume that ¥ (r) is a twice differentiable
function for » > 0, and that there exist two positive constants 7; < ryp < 0o such
that ¥ (r) = gr=* forr < ry, with g, > 0, ¥(r) is a decreasing function for
r1 <r <rg,and ¥(r) = 0 for r > ro. Here, we assume ¥ singular at the origin,
but of course we can also consider the case in which ¥ is bounded everywhere. The
analysis of this case is simpler and it is essentially contained in the present one.

We assume the medium to be a three-dimensional Vlasov system of free particles
in the mean field approximation (Knudsen gas), namely the pairs of functions

(x,v) > (X(x,v; 1), V(X,v; 1)), Jox,v) = f(x,v;1),
where (x,v) € R3 x R3,t € R, solution to

X(x, v;t) =V, v;1),

Vx, vi1) = =Vx¥ (IX(x,v: ) = r(@)])
X(x,v;0),V(x,v;0)) = (x, V),

X, v;0), VX, v; 1) 1) = fo(x,v),

(1)

where r(r) € R? is the trajectory of the point body.
In the case of smooth initial data f (x, v; ¢) satisfies the differential equation

(8;+V~VX—VX'J/ (x—r(®]) - V) f(x,v;1) =0, (12)
which is coupled to the equation of motion of the body,
r() =E — /dx dv Vil (Ir(t) — x|) f(x,v;1), 13)
with initial conditions

r(0)=rp, r(0)=r1p . (14)
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This model, in which the medium is coupled with a massive body, has been
introduced in connection with the so-called piston problem, see [21, 25] and
references therein. In our problem, the medium is unbounded and so in principle the
existence of the solution is not obvious. In fact, it is easy to exhibit initial conditions
for which the time evolution produces singularity in the motion after a finite time.
This happens because very far away particles could arrive very fastly close to the
body. These situations are pathological from a physical point of view, and they are
removed by the assumption that, initially,

B

3/2 )
n) e M g=xT)', p>0, (15)

fox,v) <p (

where T is the temperature and k the Boltzmann constant. Hence, f is bounded by
a homogeneous Maxwellian distribution.

We now look for a particular steady state. We assume that the body has a constant
velocity V' > 0, and by a Galilean transformation we consider a reference system in
which the body is at rest. Then, in this reference system we assume fy(x, v) = f ,
given by a scattering state with incoming particles having velocity (—V, 0, 0) and
constant density, which produce a friction force on the body. By construction this

state (if it exists) is stationary. In this set up it can be proved the following theorem.

Theorem 2 Fix E > 0. In the limit V — oo, the friction force tends to —oo for
o > 2, to a constant for « = 2, to zero for 0 < o < 2 and for any bounded
interaction.

As a consequence, whatever intensity E > 0 is considered, in the case o > 2
large enough values of the velocity V produce a friction force opposite to E with an
intensity larger than E, and so for some value of V there is a stationary state f

On the contrary, if o < 2 or if the interaction is bounded, for sufficiently large
value of E and any value of V, the friction force has an intensity smaller than E,
and hence a stationary state f cannot exist.

Proof The proof is elementary and we only sketch it. We assume spherical
coordinates (r, 8, ¢) with the axis corresponding to & = 0 in the xj-direction. The
problem has an axial symmetry and, for the moment, we put ¢ = 0. We study
the motion of a particle starting at time —oo from the point (r, 8) = (0o, 0), with
velocity —V directed along the x;-axis and an impact parameter s. After a scattering
the particle escapes at r = oo with an angle 6 = 0y and the same absolute value
of the velocity. The energy and angular momentum conservations determine the
motion of the particle,

6r* = sV = const , (16)

1 : 1
(P +0) v wiy = V2. (17
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Performing the explicit calculation (for ¢ > 0) we have,

& 2sdr . (s
sz/ +2arcsm( )
Fmin rz\/l - 2V—2gr—0l - (S/r)2 ro

18
n / o 2sdr (18)
no P21 =2V220(r) — (s/r)?
where rpin is the value of r for which the square root in the first integral vanishes.
The momentum transferred from the particle to the body is equal to the difference
of the x1-component of the initial and final velocities,

Ap = [lost momentum by particle] = V(1 + cosfy) . (19)

The flux is proportional to the incoming velocity, [Flux] = CV, C < 0. Hence, by
integration over all particles with impact parameter s < ry,

Vro

F = [total friction force] = 27 C / dz z(1+cosby), (20)
0

where z = V.

Our aim is to show that fora > 2, |F| — oo for V. — oo, whereas for o € [0, 2]
| F'| converges to zero or remains bounded in the same limit. Since the interaction
is repulsive, 0 € [0, 7], range in which the cosine is decreasing with respect to its
argument, so that for @ > 2 we must increase 0 ¢ to decrease | F'|, and, viceversa, for
a € [0, 2] we must decrease 0 to increase | F|.

We start with the case @ = 2, and by it we study the other cases.

(o =2

We can do an explicit calculation and we obtain:

2z T . S 2g . s
Or = — arcsin 1+ - ]|+ 2arcsin
V2 +2g |2 r z ro

(21)
+2/’0 sdr
i 21 =2V=2U(r) — (s/r)?
and hence
(o)
lim |F| =271|C|/ dzz (14 cosfy) < oo (22)
V—o0 0 X

(We remark that the integral in the previous formula is bounded since the integrand
for large values of z behaves like z73).



The Vlasov Equation with Infinite Mass 125

Since the friction force vanishes for V = 0, is bounded at infinity and it is
continuous, it is always bounded. It is enough to take E larger than the maximum
of | F| to forbid a stationary state f.

(D)0 <a<?2

We want to obtain integrals similar to those of the previous case. For this purpose
we change the term 2gV ~2r~% in the first integral of Eq. (18) into as’r ~2, where a
is determined by the relation:

a=2gV 2572 (rmin)> "% . (23)

By this operation we decrease 6y and we have

n 2sdr . (s
O > + 2 arcsin
T

min rz\/l —as?r=2 — (s/r)? ro
(24)
n /’0 2s dr
i A1 =2V2w () — (s/r)?
We neglect a positive term, perform the integral and obtain:
O > 2 [71 — arcsin (sril«/l —l—a)] +2arcsin(s ) . (25)
\/1 +a 2 1 ro

We fix z; in the limit V — oo, we have s — 0, rmin — 0, a — 0, and hence
0y — m. This fact implies that |FF| — 0, by using the Dominated Convergence
Theorem and observing that in Eq. (20) the integrand is bounded by an L; function.
(A rough but simple choice of this function can be made considering the scattering
process with interaction at short distance ¥ = g; 2, which produces a larger
friction force and, as proved in i), gives a bounded force).

(iii) Bounded interaction.

We can prove that the friction force vanishes for V. — oo in a similar (but simpler)
way to that of point (ii).

(iv)a >2

We must show that F — —oo for V. — oo0. It is enough to investigate a quantity
smaller than | F|.

First we restrict the set of integration in Eq.(20) to z = sV < b, where b is a
fixed constant. Second we decrease | F| by increasing 0 y. We proceed like (ii). We
change the term 2gV =2~ into as’r~2, where a = 2gV 252 (rmin)>~%. By this
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operation we increase 6 ¢ and we have

P /" 2sdr 42 ) ( s )
< arcsin
! rmin 721 — as2r=2 — (s/r)? 0

(26)
+/’0 2sdr
i A1 =2V20 () — (s/r)?

Performing the integral and neglecting a negative term, we obtain

0 T N /ro 2s dr ey . ( s ) 7
- < arcsin .
= Viva 21— av2w) — s/2 ro

For V. — oo, for 7 fixed, s — 0, rpin = (2g/ Vz)l/“, and so a — oo. Hence in
this limit 6y — 0 and cos 6@y — 1. Now we allow b — oo and we have proved that
|F| — oo.

We have proved that for large V the friction force is larger than E. On the
contrary for V. = 0 the friction force vanishes. Since it is a continuous function
of V, there exists at least a velocity of the body for which the friction force balances
exactly the external force E, and this value gives a stationary state f . O

The stationary state f corresponds to a scattering state with particles of the
medium at rest (in the original reference system in which the body moves at speed
V), and hence at zero temperature. A similar study can be made for a scattering
state with temperature 7 > 0, corresponding to a distribution which is of the form
f = pB/m)’ 2e=BMP for incoming particles at a distance from the body larger
than the range of the interaction. The analysis could be performed in strict analogy
to the one previously discussed, with some geometrical complications. We also
remark that, although we have assumed the potential to be a decreasing function
on [0, rp], this assumption can be relaxed, by choosing ¥ (r) a bounded but possibly
attractive potential in the interval [rq, ro]. The analysis of the scattering process
leads to similar conclusions.

To summarize, we have shown that, in the framework of a fully Hamiltonian
system, the motion of a body in a medium can represent a good model of viscous
friction if the interaction between the body and the medium particles is sufficiently
strong at short distances, i.e., if the potential has a singularity at the origin stronger
than »~%, with ¢ > 2. In fact, this condition assures that the force exerted by the
medium on the body during its motion increases to infinity when the velocity of the
body diverges, relation that we expect to occur in any reasonable model of viscous
friction. On the contrary, if the potential at short distances is of the form » =%, with
0 < a < 2, the force exerted by the medium remains finite, then in this case the
model cannot be considered as a model of viscous friction.

This analysis is preliminary to the much more complicated case of a nonsta-
tionary motion of the body, that is the study of the Cauchy problem with arbitrary
initial data, as expressed in (11)—(13), proving the reaching of an asymptotic velocity
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(for @ > 2), or an unbounded growth of it (for 0 < o < 2), finding the rate of
convergence of the velocity of the body towards the asymptotic velocity, or towards

a 3

‘uniformly accelerated motion”. The latter case corresponds to the runaway

particle effect, as discussed in [2, 3]. Another level of difficulty would consist to
assume a real, self-interacting, Vlasov fluid, which is an open problem.
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Mathematical and Numerical Study m)
of a Dusty Knudsen Gas Mixture: e
Extension to Non-spherical Dust Particles

Frédérique Charles

Abstract In this work, we consider the model introduced in Charles and Salvarani
(Acta Appl Math 168:17-31, 2020) describing the movement of dust particles in
a very rarefied atmosphere. The gas is treated as a Knudsen gas, whereas the
interaction between dust particles and gas molecules is modeled by considering a
moving domain free transport equation (including the boundary with the particles
and the boundary of the domain). We here precise the proof of existence of solutions
to the initial-boundary value problem announced in Charles and Salvarani (Acta
Appl Math 168:17-31, 2020). Moreover, we introduce a new numerical strategy,
based on a splitting between the transport of the gas molecules and the movement
of the boundary. This strategy allow to perform 2d-numerical simulations with
elliptical-shaped particles.

1 Introduction

We consider here a mixture of a rarefied gas and macroscopic particles (such as
dust particles). A typical example of such a situation is the study of the dynamics
of gases inside a microelectromechanical system (MEMS). More precisely, we
place ourselves in the physical situation described by the order of magnitude of
the physical constants in Table 1. Under these assumptions, the mean free path of
the gas is equal to A, = 2 - 1073 m, and the Knudsen number of the gas (that is,
the ratio between the mean free path and the characteristic length of the domain)
inside the container is K,, = 10. In this context, a kinetic description of the gas is
more suitable than a description with fluid models. Moreover, one of the advantages
of kinetic models is that they depend much less on phenomenological laws than
most models of continuum mechanics. We therefore consider a mesoscopic scale
and describe the gas thanks to a density function defined in the phase space (no
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Table 1 Order of magnitude

. e Temperature of the gas T, 293K
of physical quantities in the

L Mach number Ma 0.1
situation under study Gas P P sp
as Pressure 2
Size of the Container L 2-10*m
Radius of particles r 105 m

distinction is made here between the different types of molecules constituting the
gas). Without any particles, ararefied gas inside a vessel could typically be described
by the Boltzmann equation (see [4]) with suitable boundary conditions. A kinetic
description of a gas-particle mixture was introduced in [5], where the flow of
particles is described thanks to another density function, and interactions between
particles and molecules are modeled by integral collisions operators. We can also
mention [11], where the movement of spherical particles is described through
equations on their momentum and velocity, and where the gas is described by a
Boltzmann equation with an integral operator describing gas-particles interactions.
In [13], the motion of a rigid body immersed in a gas is governed by the Newton-
Euler equations, where the force and the torque on this body are computed from
the momentum transfer of the gas molecules colliding with the body; the gas is
described by a Boltzmann equation without any effect of the body on the gas.

The point of view adopted in [7] is rather different. The interaction between the
gas and the particles (in finite number) is modeled by considering the evolution of
the gas in a moving domain, where the boundary of the domain include the surface of
the particles. This approach has already been introduced in [9] and [12]. However,
in the later works, authors use an Eulerian numerical method (Finite-Difference
and Semi-Lagrangien method respectively) which makes the treatment of boundary
conditions rather complicated; the numerical study is therefore only carried out in
dimension 1.

Moreover, for large Knudsen number (typically larger to 10), it is generally
admitted [10] that the gas can be considered as a Knudsen gas (or molecular flow),
and we therefore neglect here collisions between molecules. Theoritical studies of
the convergence to equilibrium of a particle in a Knudsen gas have been carried
out in [2] and [3], but no numerical simulation has been performed. The study of a
Knudsen system in a moving domain, both at the theoretical and at the numerical
level, has been the subject of [8], but in the context of a gas in a vessel with absorbing
boundary conditions.

The paper is organised as follows. We first recall the model introduced in [7] for
spherical particles, that we extend to any shape of particle. We then precise the proof
of the existence of solutions announced in [7]. Finally we present a new numerical
strategy that allows to perform numerical simulations with non-spherical particles,
and some scenarios of numerical simulations.
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2 Description of the Model

We briefly recall the model introduced in [7] and generalize it to non-spherical
particles. We consider a free transport equation in a open bounded and regular
spatial domain D C R9, d e N*, which describes the evolution of the molecules
density f := f(t,x,v), with (¢, x,v) € Rt x D x R?, The motion of particles
is supposed to be known, and we denote B;(¢) the closed set corresponding to the
region occupied by the particle indexed by i at time 7. We assume that the domain
D and the particles are smooth enough (C' for example) to define a normal vector
on the boundaries. We introduce the time 777 which guarantees the non-overlapping
of particles

T1=sup{t >0:Vs €[0,¢[, Bj(s)NBi(s)=90 forallj, i=1,...,Ng, j #1i}
(H

and the time 77 which guarantee the non-exit of particles out of the domain
Tor=sup{t >0:Vs €[0,¢[, Bi(s)yNaD =@ foralli=1,..., Ng}. 2)

We do not consider here collisions of a particle with another particle or with the
boundary of the domain, and therefore consider the problem for ¢ € [0, 7), with
7 < min(71, 72). For t € [0, 7) we denote Q' the domain occupied by the gas at
time ¢

Na
Q' =D\ JB:®.

i=1

and 3R’ = 9D U T its boundary, with

(see Fig. 1). The motion of the domain is described through the velocity law of each
point of the boundary at a given time 7. We define a field ¢ : Rt x RY — R?
which gives the local velocity of each point x € 3<', for any ¢t € [0, 7[. We
note that for any x € 9D, we have c(t, x) = 0. We assume that the interaction
between molecules and particles is described by a diffuse reflection on the surface
of the particle, and that all particles have the same temperature 7, > 0, uniform
on the surface. Following this assumption, the boundary condition on the surface of
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Fig. 1 Graphical description Tnx

of the problem oD

rf

particles, that is for x € I'?, writes

/ kd,Tp(x,v —c(t,x),w—c(t,x)f@, x,wydw
{(w—c(t,x))-ny>0}
ft,x,v) =

forx e, (v—c(t,x))-ne <0

0 forxeTl?, (v—c(t,x)) -ny>0

3

where i, € S?~! is the outward normal originated in x, and kd,Tp a kernel modeling
a diffuse reflection at temperature T),, defined by (see [14])

2
ka1, (%, v, w) = \/ 1 Mz, (0w ). @)
P

where My, is the centered Maxwellian at temperature 7):

1 P

— 2Tp
M, @)= e, yar®

This kernel verifies the following property

f ka1, (x, v, w) Mz, (w)dw = M7, (v). )
{w-ny>0}
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For x € 9D, that is on the boundary of the external domain, which is assumed to
be still (c(#, x) = 0 for x € dD), the boundary condition writes

k(x,v,w)f, x, wydw forx € dD,v-n, <0

ft,x,v) = /{wsz}

0 forx e 0D, v-n, >0
(6)

In (6), k is a kernel modeling an accommodation reflection on d D at temperature T,
k(x, v, w) = yks(x, v, w) + (I — y)ka.1,(x, v, w)

where y € [0, 1] is the accommodation coefficient, and k; a kernel modeling a
specular reflection

ks(x,v,w) =86(w — v+ 2 - ny)ny).

The kernel k, verifies, for all function ¢ defined on R
/ kst v, w) @(whdw = p(1) T jym o). ™)
{w-nyx>0}
One can summarize the boundary conditions by

f, x,v) =/ K(t,x, v, w) f(t, x, w)dw Liy—c@.x))yn, <0y forx € 9,
R3

(®)
with
kd,Tp(X, v—c(t,x),w —c(t, x)) Ljy—c(r,x)n, >0} ifx er!
K(t,x,v,w)=
(]/ks(X, v, w) + (1= yka,1,(x, v, w)) Ljyyn, >0} if x € dD.
©))
We end-up with the following model
of _ + oy of x RY
at~|—v~fo_0 (t,x,v) e RT x @' x RY, (10)
with the initial condition
£0,x,v) = f™(x, v)1 g0, gay (x, V) (11)

and the boundary conditions (8)—(9).
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3 Existence

We slightly modify and precise the Theorem 3.3 in [7].

Theorem 1 Let 7 € (0, min(7Ty, T2)), where Ty and T are defined by (1) and (2).
We assume that c € L®((0, T) x D). Let fi" € L®(Q°xR?, ¢l"F/Trdy dx ), fin >
Ofora.e. (x,v) € QOxR4. Then there exists at least one non-negative weak solution
f e L®(0, T); L®(Q, RY)) of the initial-boundary value problem (10)—(11)—

Jo—c(t,x)?

(8)—(9). Moreover (t, x,v) — f(t,x,v)e 2» e L®((0,T); L®(Q, RY)).

Proof We follow and adapt the proof for a fixed domain made in [1]. We first
consider the auxiliary problem for the function g : Rt x Q/ x RY - R

9
af +v-Veg=0,  (t,x,v) e RT x Q' x RY, (12)

with initial data

(0, x,v) = f"(x, V)10, pay (x, V) (13)

and boundary conditions
gt x,v) = @, x, V)N {w—c(t,x))n, <0} (14)
fora.e. (x,v) € 3Q x RY, where ® € L®((0, T) x 32" x R?) is a given function.

The problem (12)-(13)—(14) has a unique weak solution, given by the method of
characteristics

g(t,x,v) = f(x — v, V) Ljrg, vy} + P X — Tor (X, V)V, V)L (2 (x0) <11
where
+o0  if{>0:x—06vel'?UaD}=0
th(x, U) =

infld0 >0: x—0vel"?U D} otherwise.

Tt (x, v) correspond to the arrival time on the boundary when we follow backward
the characteristic starting from x € Q' at velocity v € RY. We deduce that

||g||L00((o,T)XQr xRd)y = maX{”fm”Lw(QOX]Rd) ) ||q)||L00((0,T)><aQt><Rd}- (15)
We now consider the sequence ( f;,),en of functions, such that

fot,x,v) =0 forae. (r,x,v) €[0,T) x Q' x R?
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and, foralln € N, n > 1, f; is the solution of the following initial-boundary value
problems:

a
;tn +v-Vif =0, (t,x,v) e RT x Q" x RY, (16)

with initial data
£20,x,0) = f(x, )10 ey (x, V) (17)

and boundary conditions
fu(t,x,v) = /% K@, x,v,w)fr1, x, w)dwl{y—_c x))n,<0) (18)
R,

for (x,v) € Q! x R?, where K is defined in (9). Thanks to properties (5) and (7),
the boundary condition (18) leads to the estimate on the boundary

fnfl

Jn
Mz, (v —c(t, x))

My, (v —c(t, x))

Lo0((0,T)x 32 xRd) ' Lo0((0,T) x99 xRd)

19)

Then the estimate (15) allow to prove by induction that

fin

2 3
—|[Mr, (v — ez, x))

H Mz, (v —c(t, x))

Lo°((0,T)x Q! xR4) Lo0((0,T) x 20 xRd)

(20)

Moreover, an immediate induction argument prove that f;, > 0 for all n > 0. We
obtain

el

e Tr 1)

Ivf?

fo—c(t. )2 .
fme Tp

Offn(t,x,v)ffn(t,x,v)e 2Tp <

L®(QOxR4)

forae. (t,x,v) € [0,T) x Q' x RY. We then can prove that the sequence is non
decreasing by considering the sequence 4, := f,+1 — fu, forall n > 0. By linearity,
for all n > 0, h,, satisfy the free transport equation (12) with the initial condition

ho(0,x,v) = f™(x, V)1 g0, pay(x, v)

V(x,v) € Q¥ x R,
h,(0,x,v) =0 forn>1;
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and the boundary condition
ot x.0) = [ K0 w1 (5 wdulocmn (22)
R

for (x,v) € 99 x RY. We deduce that h,(z,x,v) > 0 for ae. (r,x,v) €
[0, T) x ' x R?. We have hence built a monotone non-decreasing sequence ( f;;)neN
composed by non-negative and uniformly bounded functions a.e. in the domain
of definition of the problem. By consequence, the sequence (f,;),eN pointwise
converges to a limit f, which is by construction a non-negative solution of the
initial-boundary value problem (10)—(11)-(8), and we can pass to the limit in
estimate (21). |

4 Numerical Simulations

4.1 Numerical Method

We describe here a new strategy for the numerical study of the model (10)—(11)—(8),
which is a modification of the particle method proposed in [7]. The initial density
fim of the gas is discretized by mean of a collection of weighted smooth shape
functions centered on the particle positions, that is

N

Fi @) = ok e (x — x) (v — v)), (23)
k=1

where N, represents the number of numerical particles, wy is the weight of
the k-th numerical particle (which represents w; molecules). In (23), the shape
function ¢, (x) = @(¢~'x)/e? is a smooth function with compact support. The term
“numerical particles” is here used for avoiding any confusion with the (real) number
of dust particles. Once the number N,, of numerical particles has been chosen, the
initial positions (x;?)lsks N,, and velocities (U;?)lsks N,, are sampled according to
the initial density f™™ (either in a deterministic way, either thanks to a Monte-Carlo
procedure). Then, the positions and velocities of the numerical particles evolve in
time by taking into account the different phenomena listed below:

(i) the free flow of the numerical particles in the absence of any interaction,
mathematically represented by the transport operator v - V;

(ii) the boundary condition on dD; we can consider here specular reflection or
accommodation reflection, but also a periodic condition in order to hide the
effects of the boundary.
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(iii) the diffuse reflection between gas molecules and dust particles;
(iv) the time evolution of the set of dust particles.

We introduce a time discretization of step At and we set t" = nAt. The density of
gaseous molecules at time t"—i.e. f(¢", -, -) where f is the solution of (10)—(11)—
(8) is then approximated by

Nin

FIn, o 0) = ok e (x — x1) @e (v — v}, (24)
k=1

where (x})1<k<ny and (v;)i<k<y are the positions and the velocities of the
numerical particles at time 7”.

In [7], our strategy was to compute simultaneously the steps (i), (iii), (iv)
previously described. For that purpose, we compute for each numerical particle the
position of the possible intersection of its trajectory with the dust particle during the
time At. To do that, we compute if the condition

min ~ min || () —x Ol <7,
1<i<N, tel[", 1 +Af]

is verified or not, where &;(¢) is the position of the center of the i-th spherical
particle, r its radius, and x7 (t) = x;/ +(t — ") v} the trajectory of the k-th numerical
particle between time 1" and 1" !. However, this strategy is hardy adaptable to non-
spherical particles.

We consider here a splitting between the advection stage of the dust particles
(iv) and the evolution of gas molecules, corresponding to stages (i)—(ii)—(iii). In
other word, we first transport dust particles independently of molecules during the
time Af, and we then transport numerical particles and perform the treatment of
the boundary conditions. We thus come back to dealing with conditions at the
boundaries of a fixed domain instead of a mobile domain. We first test on every
numerical particle if x"*! € Q, and otherwise we compute the boundary condition.
To do so, we only need a Cartesian equation of the surface of dust particles, in order
to calculate the intersection of this surface with a straight line as well as the normal
vector at each point of the surface.

The latter strategy, which gives graphically similar results to the first one for
spherical particles, allows to consider easily some ellipse-shaped particles. For such
particles, our objective is in particular to observe the effect of the rotational velocity
of the particle on the gas. This effect was not visible for spherical particles because
the gas has no viscosity.
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4.2 Numerical Results

We describe here a series of numerical experiments in dimensiond = 2. We suppose
that the initial density is uniform in space and that it is described by a Maxwellian
function in velocity, that is

m\vfug\z

TR L (25)

m mn
= e =) 0
where m is the mass of a gas molecule, '™ and 7™ are respectively the initial
macroscopic velocity and the temperature of the gas (in K), and n¢ correspond to
||fi“||L1(QoxR3)/|QO|. In this case, each component (v,?),-, for1 < k < N of the
initial velocities of the gas particles is sampled according a Gaussian law of mean
(ui“),- and variance kg T /m (see [6] for details). The weights of the particles are
identical, and are tuned in order to reproduce the mass of the initial condition:

wp = L@y ol
Np Np
The initial positions of the numerical particles have been fixed on a regular grid,
except inside the dust particles. In some scenarios, the gas has a macroscopic
velocity along the first axis equal u™ = V. M,, where M, is the Mach number
and Vj is the sound velocity in air at temperature Tin We take here M, = 0.1 and
T™™ = 293K; then u™ = 34.41 m/s. The temperature of the surface of particles is
500 K. The value ng has been normalized to 1. Indeed, the values of ng have no
impact, neither on the transport of molecules and of dust particles (since these ones
are no influenced by the surrounding gas) nor on the collisions between molecules
and dust particles (the number of collisions is not computed as in DSMC methods).
The domain D is the square [—1, 1] x [—1, 1] (in 1073 m), with specular reflection
at the top and bottom boundary. We use a periodic boundary condition at the left
and at the right sides of 9 D, in order to mimic an infinite domain in the x direction.
We use B3-splines (see [6]) as shape functions ¢, with a shape size ¢ = 193, where
h is the initial distance between two numerical gas particles in each direction (and
which is obviously linked to N,,).

4.2.1 Scenarios 1 and 2

The first simulations presents the rotation of a particle with no translational velocity.
The particle is an ellipse, with axes equal to ¢ = 2.5- 10> and b = 1-107>. In
the first scenario, the macroscopic velocity of the gas is ug = (0, 0), whereas in the
second one the macroscopic velocity of the gas is u, = (—u'™, 0). The rotational
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Fig. 2 Time history of the gas density in Scenario 1, from left to right and from top to bottom, at
times 8-1078,2.4-1077s,4-10775,5.6-1077s,7.2-10"7 s, 8 - 10~ s. The axis are scaled
according to the length scale L° = 10~*m

velocity of the particle is equal to € = 27 - 10° rad/s in both scenarios. Figures 2
and 3 show the time evolution of the number density p(f, x) = f(, x,v)dv
3

R
of scenario 1 and 2 respectively. In particular, we can observe the effect of the
macroscopic velocity of the gas, which acts as a side wind. Figure 4 show the
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Fig. 3 Time history of the gas density in Scenario 2, from left to right and from top to bottom, at
times 8-10785,2.4-1077s,4-10775,5.6-1077s,7.2-10"7 s, 8 - 10~ s. The axis are scaled
according to the length scale L° = 10~* m



Mathematical and Numerical Study of a Dusty Knudsen Gas Mixture 141

600 B00
500 500
400 400
300 300
200 200
==
100 3 o 100
o9
0.8 5 a 'S
0 L [ (2] 0
08 -06 -04 -0.2 1] 02 04 06 08

Fig. 4 Temperature (in K) at times 8 - 10~7 s for scenario 1 (left) and for scenario 2 (right). The
axis are scaled according to the length scale L° = 10~% m

comparison at a given time between the kinetic temperature of the gas

(t ) 2
T(t,x)=
2k3,0(l‘, x)

/ f(t,x,U)Usz—‘ ! f(t,x,v)vdv
R3 p(t, x) Jgr3

in scenarios 1 and 2. Here the macroscopic speed of the gas (which is much
smaller than the kinetic velocity of molecules) does not have much influence on
the temperature.

4.2.2 Scenarios 3 and 4

In scenarios 3 and 4, two particles are crossing each other with opposite velocities:
u; = (0,2u™), and ui = (0, —2u'™). The gas has a macroscopic velocity equal
to (—u™, 0). In scenario 3 the dust particles have no rotational velocity, whereas
in scenario 4 they have rotational velocities equal to Q! = 27 - 10° rad/s and
Q? = —x - 10° rad/s. Figures 5 and 6 show the evolution of the number density

p(t,x) = / f(t, x, v)dv of scenario 3 and 4 respectively, and Figure 7 shows the
3

time evolution of the kinetic temperature of the gas in scenario 4.
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Fig. 5 Time history of the gas density, from left to right and from top to bottom, in Scenario 3 at
times 8-10785,1.6-10775,3.6-1077'5,5.6-10775,7.2-107" 5, 1.32- 10~ 5. The axis are scaled
according to the length scale L° = 10~* m
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Fig. 6 Time history of the gas density, from left to right and from top to bottom, in Scenario 4 at
times 8-10785,1.6-10775,3.6-1077'5,5.6-10775,7.2-107" 5, 1.32- 10~ 5. The axis are scaled
according to the length scale L° = 10~* m
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Fig. 7 Time history of the temperature ( in K) in Scenario 4, from left to right and from top to
bottom, at times 8 - 10755, 1.6 - 10775, 3.6 - 10775, 5.6 - 10775, 7.2 - 10775, 1.32 - 107°s. The
axis are scaled according to the length scale L° = 10~*m
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Abstract We present a simple model of alignment of a large number of rigid
bodies (modeled by rotation matrices) subject to internal rotational noise. The
numerical simulations exhibit a phenomenon of first order phase transition with
respect the alignment intensity, with abrupt transition at two thresholds. Below
the first threshold, the system is disordered in large time: the rotation matrices
are uniformly distributed. Above the second threshold, the long time behaviour of
the system is to concentrate around a given rotation matrix. When the intensity
is between the two thresholds, both situations may occur. We then study the
mean-field limit of this model, as the number of particles tends to infinity, which
takes the form of a nonlinear Fokker—Planck equation. We describe the complete
classification of the steady states of this equation, which fits with numerical
experiments. This classification was obtained in a previous work by Degond, Diez,
Merino-Aceituno and the author, thanks to the link between this model and a four-
dimensional generalization of the Doi—Onsager equation for suspensions of rodlike
polymers interacting through Maier—Saupe potential. This previous study concerned
a similar equation of BGK type for which the steady-states were the same. We take
advantage of the stability results obtained in this framework, and are able to prove
the exponential stability of two families of steady-states: the disordered uniform
distribution when the intensity of alignment is less than the second threshold,
and a family of non-isotropic steady states (one for each possible rotation matrix,
concentrated around it), when the intensity is greater than the first threshold. We
also show that the other families of steady-states are unstable, in agreement with the
numerical observations.
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1 Introduction

The mathematical study of active matter, such as aligning self-propelled particles,
is now a well established field of research, inspired for instance by phase transition
phenomena that appear in the Vicsek model [4, 25]. Following the kinetic approach
introduced in [13], a simple model of alignment of unit vectors subject to internal
rotational noise gives rise to a continuous phase transition at the kinetic level [17].
When the alignment intensity (that we call p, since it is related to the local density p
of particles in the inhomogeneous version [8], where the unit vectors represent the
velocities of self-propelled particles) is below a threshold p., the only stable steady-
state is the uniform distribution on the unit sphere. On the other hand, when p > p.,
this isotropic equilibria becomes unstable and a family of stable equilibria arises:
von Mises distributions with concentration parameter depending on p, around a
given unit vector. When setting the intensity of alignment as a nonlinear function
of the order parameter of the system [9], this continuous phase transition may
become a discontinuous one (or first order), with hysteresis phenomenon: a second
threshold p* < p. appears, the uniform equilibrium distribution being stable
for p < p. and the concentrated distributions being stable for p > p,. Around
those thresholds, the order parameter cannot vary continuously from a family of
equilibria to the other.

Recently, in a work with Degond and Merino-Aceituno [10] we extended the
model of self-propelled particles of Degond and Motsch [13] to the case where
the orientation of particles are not only given by their velocity (a unit vector) but
by their whole body attitude (an orthonormal frame, given by a rotation matrix).
Then, still with Degond and Merino-Aceituno, together with Trescases [11] we
proposed a similar model based on quaternion representation for rotation matrices,
and the models appeared to be equivalent. In these models, the interaction was
normalized and no phenomenon of phase transition could occur, but we remarked
that the non-normalized version may lead to such a phenomena. Finally, with
Degond, Diez and Merino-Aceituno [7] we managed to treat this phenomenon
of phase transition in a homogeneous Bhatnagar—Gross—Krook (BGK) model,
thanks to this link with unit quaternions and an analogy with a four-dimensional
generalization of the Doi—Onsager equation for suspensions of rodlike polymers
interacting through Maier—Saupe potential. Indeed, the compatibility equation we
need to solve to determine the possible steady-states can be reformulated in this
quaternionic formulation, and leads to a compatibility equation for the Maier—Saupe
potential in dimension 4, which was solved in [27]. We obtain a discontinuous phase
transition with two thresholds p* < p., still with the same two types of stable
equilibria: the uniform distribution for p < p., and a family of generalized von
Mises distributions, concentrated around a given rotation matrix when p > p*.

The aim of this paper is twofold. We first want to introduce the model of
alignment of rigid bodies through numerical simulations of the particle system, in
order to present the first order phase transition that we observe numerically. And
then we want to provide a rigorous mathematical description of this phase transition
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phenomenon, at the kinetic level: the mean-field limit of the particle system when
the number of particles is large is given by a nonlinear Fokker—Planck equation,
for which the steady states are the same as those characterized in [7] for the BGK
equation. The main result of this article is that we have a fine description of the
long-time behaviour of the solution to the Fokker—Planck equation: we classify
all the families of equilibria regarding their stability, and prove the exponential
stability of the uniform equilibrium when p < p. and of the concentrated von Mises
distributions when p > p*.

In Sect. 2, we present the framework of our model: a system of coupled stochastic
differential equations for N matrices in SO3(R). We present a time discretization
scheme of Euler—Naruyama type, and provide numerical simulations which illus-
trate the phenomenon of first order phase transition. In Sect.3, we describe the
mean-field limit of this system, which takes the form of a nonlinear Fokker—Planck
equation. We give general results on the behaviour of the solution of this evolution
equation, and we show that the determination of its steady states amounts to solve a
matrix compatibility equation. Thanks to the free energy associated to the Fokker—
Planck equation, the uniform equilibria is shown to be unstable for p > p. = 6,
proving that in that case there are others solutions than 0 for the compatibility
equation. Section 4 is a summary of the results of [7] to solve this compatibility
equation: we present the link between rotation matrices and unit quaternions, and the
fact that the compatibility equation can be transformed to a compatibility equation
for Q-tensors which was solved in [27]. We therefore get a precise description of
all the steady-states of the equation, and a way to obtain the second threshold p*
(as the minimum of a one-dimensional function) such that for p > p* there exists
non-trivial steady-states. In Sect. 5, we summarize the results of [7] regarding the
stability of these equilibria in the framework a BGK equation (which shares the
same steady-states), and we are able to use these results to obtain the classification
of the steady-states, as critical points of the free energy. In particular we show that
three families of equilibria are unstable, and the remaining two other types are
local minimizers of the free energy: the uniform distribution when p < p. and
the concentrated von Mises distributions for p > p*. Finally, Sect. 6 is devoted to
the main new result of this paper: the exponential stability of these two types of
steady-states. In Theorem 3, we prove that if a function fj is sufficiently close to
the set of equilibria (in relative entropy), then there exist such an equilibrium fo
such that the solution of the Fokker—Planck equation converges exponentially fast
towards fo (still in relative entropy). We finish this last section by some comments
and perspectives.
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2 Numerical Evidence of a First-Order Phase Transition in a
System of Interacting Particles

2.1 A Simple SDE on S O3(R) and Its Time-Discretization

First of all let us recall some basic facts about S O3 (R).

Ui 0 —u3 up
Definition 1 For any u = |y, | € R3 we denote by [ulx = | u35 0 —uy
us —uy u;y O

the (antisymmetric) matrix associated to the linear map v € R® + u x v in the
canonical basis.

Proposition 1 (Rodrigues’ Formula) Any special orthogonal matrix A € SO3(R)
can be written as a rotation around an axis in R3. More precisely, there exists a
unique angle 6 € [0, ] and a unit vector n € Sy such that A is the rotation R(6, n)
of angle 0 around the axis directed by n, given by the following formula:

R(0,n) = exp(@[n]x) =cosO I3 +sinf[n]x + (1 — cos@)nnT. (1)

where I3 is the identity matrix. When 6 € (0, ), the unit vector n is unique.
When 6 = m there are two such vectors m, opposite one to the other. And
when 6 = 0, any unit vector n can be used.

To introduce the model and some important notations, we first start with a simple
stochastic differential equation (SDE) modeling a rotation matrix A(t) € SO3(R)
trying to align with another fixed rotation matrix Ag € SO3(R), with strength of
alignment v > 0, and subject to angular noise of intensity T > 0:

dA = —vVA(LIA — AolI)dt +24/T P, 0 dB;. )

To give a meaning to the previous equation, let us describe the terms one by
one, from left to right. We need to define a metric on S O3(R) in order to define the
gradient V4. As it is usually the case in SO3(R), we will take the metric induced by
the scalar product in M3(R) given by

1 T
A-B= T(AB). 3)

One of the reasons to take this metric is that the geodesic distance between a
matrix A € SO3(R) and its composition by a rotation of angle 6 € [0, 7] is
exactly 6. Said differently, if n € S,, then the curve & € R +— R(#,n)A given
by the formula (1) is a geodesic travelled at unit speed. The other reason is that
the map u € R? > [u], given by Definition 1 is an isometry from R3 to the
antisymmetric matrices (which is the Lie algebra of SO3(R)). The norm ||A — Ao||
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in the SDE (2) is the one associated to this scalar product. The operator Pr, is
the orthogonal projection on the tangent space of SO3(R) at A, given by Pr, H =
;(H — AHT A). The notation o in the SDE (2) means that it must be understood
in the Stratonovich sense, and the Brownian motion B; is a 3 x 3 matrix whose
entries are independent real standard Brownian motions.! This ensures that the
matrix A stays on SO3(R) for all time, and this is the usual way of defining SDEs
on manifolds (we refer to [20] for a reference on this topic). Therefore the first
term in the right-hand side of (2) may be written vV4(A - Ap) since IA2 = ;
whenever A € SO3(R). Finally, the law ¢ — u(t, -) (with values in P(SO3(R)),
the set of probability measures on S O3(R)) of such a process satisfies the following
Fokker—Planck equation:

O +vVa - (Va(A- Agp) = tAapu, “)

where V4- and A4 are the divergence and Laplace-Beltrami operators on S O3(R).
Up to a time rescaling, we see that the important parameter is k = , and we can
then without loss of generality study the following PDE, obtained by replacing t
by 1 and v by « in (4):

dip = —kVa-(Va(A-Ag)u) + Aap

=Va- [exp(/c A AO)VA(exp(Kljl . AO))]' ©

In view of the above formulation, we now define the generalized von Mises
distribution (a probability measure) on S O3(R) of parameter J € M3(R) by

My(A) = Z(lj) exp(J - A), where Z(J) = fso ® exp(J - A)dA, (©6)
3

the normalized volume form on SO3(R) being its Haar probability measure (this
comes from invariance of the metric with respect to left or right multiplication by
a given rotation matrix). Therefore it is for instance easy to see that Z(k Ag) only
depends on k¥ when Ag € SO3(R). With this notation, we can multiply the PDE (5)
by M’:AO , integrate by parts and take advantage of the fact that the integral of u

on SO3(R) remains constant in time, to obtain

¥ _1|MAdA=_/ IVa(,”  — DII*Mea,dA. (7)
2dr Jsoym) Mo o sos®) et o

! Note that this does not give a standard Brownian motion on the Euclidean space M3(R), equipped
with this scalar product, but B, = /2B, is such a standard Brownian motion. The SDE f0£ a
standard Brownian motion on the manifold, with generator éA A, would be dA = Pr, o dB,
which explain the choice of 2,/ instead of the usual +/27 in the SDE (2) so that the Fokker—
Planck equation (4) has the simplest coefficients.
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Together with a weighted Poincaré inequality on SO3(R), this shows that the
solution to the PDE (5) converges exponentially fast to the von Mises distribu-
tion M, 4,. Let us remark that when « is small (strong noise, or weak alignment), this
distribution tends to be uniform on S O3(R), and when « is large (strong alignment
or low level of noise), it is concentrated around the maximizer of A — A-Ag, which
is exactly Ao, as expected.

Let us finish this subsection by describing a numerical discretization of the
SDE (2). By using the fact that V4(A - Ag) = Pr, Ao, and denoting by [T the
orthogonal projection on S O3 (R) (well-defined in a neighborhood of the manifold),
a naive projected Euler-Naruyama scheme would read as follows:

A(t + A1) ~ IT(A(t) + vAt P, Ao+~ At 2T Pr, , No), ®)

where Ny is a three by three matrix whose 9 entries are independent samples
of standard Gaussian distribution. One could even remove the projections on the
tangent plane and use this model, easy to describe as a starting point: “Start
from A € SO3(R), move with step vA? in the direction of the target Ag, add some
noise of intensity 24/t At and project the result back on SO3(R)”. However, there
is a way to avoid sampling 9 entries per step and to take advantage of the Lie group
structure of SO3(R) instead of computing the projection on S O3(R) (which is the
polar decomposition of matrices and may have some cost). Indeed, the right-hand
side of the scheme (8) can be written

(I3 + YAt [AgA(D) T — AW A1+ VT ALING A1) T — AN TDA().

Since a rotation of a standard Gaussian vector is still a standard Gaussian vector, one
can see that the matrix J\/gA(t)T is also a matrix whose 9 entries are independent
samples of standard Gaussian distribution. Therefore NgA(l‘)T — A(t)NgT is an
antisymmetric matrix whose independent entries are samples of centered Gaussian
distribution of variance 2. It is then a matrix of the form v/’ 2[n]x (see Definition 1),
where 7 is a standard Gaussian vector in R®>. When H is a small antisymmetric
matrix, a consistent approximation to I7(/3 + H) is given by exp(H) and can
be computed thanks to Rodrigues’ formula (1). Therefore a numerical scheme
consistent with the naive scheme (8) is given by

At + A1) ~ exp(Qv At [AgA(D) T — AW A1+ V2T Atln) ) A®), )

where 7 is a standard Gaussian vector in R3.

2.2 A System of SDEs and Its Numerical Simulations

We are now ready to introduce our model. In the article [10], we considered N
individuals located at positions X; € R3 for 1 < i < N and with body
orientations A; € SO3(R), moving at unit speed in the direction of their first
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vector A;e; and aligning their orientations with their neighbours, as in the simple
SDE (2). This could take the following form:>

dX; = Aredt

N (10)
dAr = — Y vjxVa, GllAx — AjI)dr +2/7 Pr, 0 dB;x,

j=1

where v; ¢ is the intensity at which particle k aligns with particle j, and which may
depend for instance on the distance || X; — Xi|| between the particles. We consider
here a much simpler model, homogeneous in space, so we only look at N rotation
matrices (A;)1<i<n € SO3(R), with the same intensity ]‘\’, of alignment between
any pair of particles. We are therefore interested in the following system of SDEs:

N
Vkel...N, dA;= If,ZPTAkAjdeJrPTAk o dBy 1.
j=1

where we used the fact that VA(é A — Apll?) = —=Va(A - Ag) = —Pr, Ao.

In this model, when all the rotation matrices are close to a given one Ao, the
behaviour of the system can be expected to be similar to the one of the simple
SDE (2), and we may expect the matrices to concentrate if the alignment intensity o
is high (or t is low). Conversely, if they are not concentrated around some target, the
average of the alignment forces is small and the noise level may prevent the matrices
to align if p is low (or 7 is high). From now on, up to rescaling time (and dividing p
by 7), we consider the case T = 1 and we denote by J the average “flux”, so our
system has the following form:

dAc = Pr, Jdt +2Pr, 0dB i, (1<k<N)

N 11
I =g ZlAj(f)- (a
j=

We are then interested in the different behaviours of the system (11) for different
values of p. One way to measure how much matrices are concentrated is to

compute the variance (||A — (A) %) (where for any function &, we write (h(A)) =

};ZL h(A})). This nonnegative quantity is equal to (| A[%) — [{A)|?> = 3 —

Il /J) |2, which implies that if we define the order parameter ¢(¢) by

c(t) =

V2
J|, 12
S (RG] (12)

2 Actually, the model studied in [10] (which does not present the phenomenon of phase transition
we are studying here) is a little bit more involved: each particle first chose an average target and
aligns with it, instead of averaging the “forces of alignment” as it is the case in the system of
SDEs (10).
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Fig. 1 Time evolution of the order parameter in four situations

we obtain a quantity between 0 (when the variance is maximal) and 1 (the variance
is 0, all matrices are the same). To give a numerical illustration of the phenomenon
we are interested in, we use a scheme similar to the scheme (9) of the previous
subsection: we take N matrices Ay € SO3(R) for 1 < k < N), a time step Az,
and at each time iteration, we compute J = ]‘\’, Zyzl Aj and we update each Ay
for 1 < k < N with the matrix

exp(y At [JA] — Axd 1+ V2At[n]0) A,

where (17;) 1<k are independent samples of a standard Gaussian vector in R3.
Figure 1 depicts the time evolution of the order parameter c(¢) given by the
formula (12) for two realisations of this numerical scheme. In both cases the number
of particles is N = 500, the time step is A+ = 0.04 and we run the simulation
for 100 time iterations. In the top-left part of Fig. 1 where we took p = 1, even
if we started with all the particles in the same position (order parameter equal
to 1), as time evolves, the order parameter becomes very small. In the top-right
part, with p = 10, even if the particles were uniformly sampled on S O3(R) (order
parameter close to 0), as time evolves, the order parameter stabilizes around a quite
high value, indicating that the matrices are concentrated around a given rotation
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Fig. 2 Numerical illustration of a first-order phase transition

matrix. This indicates that a phase transition phenomenon is occurring with respect
to the parameter p. However, for some intermediate values of p, as in the bottom
part of Fig. 1 where p = 5, two different behaviours may happen: starting with
concentrated particles lead to an order parameter stabilizing around a non-zero
value, while the configuration starting with particles uniformly sampled on S O3 (R)
stays with an order parameter close to 0 as time evolves.

In order to obtain a more precise illustration of this phenomenon, we ran 500 such
simulations with various values of the parameter p and different initial conditions,’
still with N = 500 and At = 0.04, for 500 time iterations. Figure 2 depicts the
initial order parameters ¢ and strengths p, and their value after 500 iterations (t =
20). We clearly see two thresholds for p. The first threshold that we will denote p*,
is such that for all simulations with p < p*, the order parameter seems to be close
to O for large times. The second threshold, that we will denote p. (with p* < p.),
is such that for all simulations with p > p., the order parameter does not stay close
to O for large times, and stabilizes around a quite high value. In the intermediate
regime p* < p < p., both behaviours occur. This is what is called first-order
(or discontinuous) phase transition: the order parameter does not vary continuously
when going from one behaviour to the other.

The aim of the next sections is to present a rigorous mathematical description
of this phenomenon in the framework of a kinetic equation corresponding to the
limiting behaviour of the system of SDEs (11) when N — oc.

3 For a better illustration, the parameter p and the initial order parameter ¢ are not uniformly
sampled, in order to see more points in the region of interest.
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3 Mean-Field Limit and Compatibility Equation

Let us first consider the first part of the system (11), as if # — J(¢) was a prescribed
regular function from R to M3(R):

dA = Pr,Jdt +2Pr, o dB;. (13)

As before for the simple SDE (2), the law ¢ — (¢, -) of such a stochastic process
would satisfy the following (linear) Fokker—Planck equation:

Bt =—Va (WPr,J)+ Asp=Va- [MAA)VA(M;‘(A))], (14)

where the definition of the generalized von Mises distribution M is given by
the formula (6). Let us now suppose that several such processes Ay satisfying
the SDE (13) were independently drawn, with different independent Brownian
motions B; x, and independent initial conditions following a probability measure 1o
on SO3. Their law at time ¢ would be given by (¢, -), solution of the Fokker—
Planck equation (14) with initial condition o by the law of large numbers the
average ]1, 2112]:1 Ay (t) would converge to the expectation of one of this process,
that we call J[u(z, -)]. More generally, we define J[f] for any finite measure f
on S O3(R) (not necessarily a probability measure, it may also be a signed measure):

JLf] =/ A f(A)dA. (15)
SO3(®)

To deal with the system (11), where J(¢) = 1’\), 2112]:1 A (t) is not prescribed
but depends on all the particles, we cannot expect the particles Ay to behave
independently. However one can show that in the limit N — oo, their behaviour
is close to independent particles. This is called the propagation of chaos property,
and we refer to [24] for an introduction on this subject. One of the typical results
in this theory is that the empirical measure of the particle system converges to
a solution to the (now nonlinear) Fokker—Planck equation corresponding to (14)
with J (1) = p T [u(t, )]

Proposition 2 If Ay are independent random rotation matrices distributed
according to the probability measure g, then the empirical measure associated
to the solution of the system of SDEs (11), given by uN(t) = 1{,2,1{\,:1 SA (1)
converges (in Wasserstein distance) to the solution | of the following nonlinear
Fokker—Planck equation, with initial condition jLo:

O =—pVa-(uPr, Tl + Asp. (16)

The convergence is uniform on [0, T] for all T > 0.
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Proof We will not provide the proof in detail here, as it follows the classical theory
of propagation of chaos for coupled drift-diffusion processes, but we will recall
some important steps. It has to be adapted to the framework of SDEs on a manifold,
but this is not a real problem in this compact case (see for instance [3] in the case of
the Vicsek model on the sphere). Let us recall the coupling argument such as the one
in [24]. We start by proving the well-posedness of this following SDE (the coupling
process):

dA = p Pr,Juldt +2Pr, o dB;,
u(t, ) is the law of A(z).

7)

The proof of this well-posedness, seen as a fixed point problem (either for the
function J () = pJ[u] or directly on the law 1) is done thanks to a Picard iteration
which leads to a contraction in the appropriate Wasserstein metric.

We then construct independent solutions to this coupling process Ay with
independent Brownian motions B; ; and initial conditions A ¢: the same as the
Brownian motions and initial conditions used for the original system of SDEs (11).
All these processes Ay have the same law, which is the solution p of the Fokker—
Planck equation (16) starting with po. By the law of large numbers, the empirical
distribution 1"V of the coupling processes converges to i, and therefore it is enough
to estimate the distance between u” and u". This can be done by obtaining
estimates of the form

exp(CT)

E[||Ax — Ag]?] <
Ak — Arll] N

, (18)

forall 1 < k < N, which gives control on the 2-Wasserstein distance between ,uN
and MN on the time interval [0, T']. |

We now want to study the long time behaviour of the nonlinear Fokker—Planck
equation (16), that we will rewrite in function of f = p u (in that case, p represents
the total “mass” of f). Since pJ[u] = J[f], it therefore has the following form,
without any parameter on the equation:

O f =—=Va-(f Pr,JLfD+ Aaf. (19)

This is an equation of the form d; f = C[ f] where C[ f] can also be written, using
the definition (6) of the von Mises distribution M, under the following factorized
form:

Clfl1=Va- [Mjlfl(A)VA<MJ[£](A))]'

In order to understand the long time behaviour of the solution, let us first look at
stationary solutions.
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Proposition 3 A measure f on SO3(R) is a stationary solution of the Fokker—
Planck equation (19) if and only if it is of the form f = pMj, where J satisfies
the following compatibility equation

J=pJM;] 20)

Proof Since we have, by integration by parts,

f f 2
/503(R) Maipca 14 =7 /503(JR) | VA(MJ[f](A)) | Maipara,

we immediately get thatif C[ f] = O then f has to be proportional to M 7 7}, and the
total mass of f, denoted by p, gives the coefficient of proportionality. Then, taking
the average on SO3(R) against A, thanks to the definition (15) of .7, we obtain,
denoting J = J[f]:

J=Jlf1=TleMg 5] = pT[My],

which is the compatibility equation for J. Conversely, if J is a fixed point of this
map J — pJ[M;], then setting f = pMj, we get J[f] = J, and then C[ f] = 0.
O

Before obtaining a simple characterization of the solutions of the compatibility
equation (20), which is the object of the next section, let us give some more results
on the solutions to the Fokker—Planck equation (19).

Proposition 4 For all nonnegative measure fy on S O3(R), with a total mass p > 0,
there exists a unique weak solution f to the nonlinear Fokker—Planck equation (19)
such that f(t,-) converges to fo (in Wasserstein distance) as t — 0. This
solution belongs to C*°((0, +00), SO3(R)) and is positive for any positive time.
Furthermore, we have the following uniform estimates in time: for all ty > O,
and s € R, the solution f is uniformly bounded on [ty, +00) in the Sobolev
space H*(SO3(R)).

The proof of this proposition can be obtained through simple energy estimates
in H*(SO3(R)), using Poincaré inequalities for high modes and the fact that the
low modes are uniformly bounded in time. Indeed, the nonlinearity in the Fokker—
Planck equation (19) is only through J[ f], which is uniformly bounded thanks to
its definition (15) and the fact that SO3(R) is compact, together with the fact that
the total mass p is preserved. The positivity comes from the maximum principle. We
refer to [17] to a detailed proof of such results on the unit sphere instead of S O3(R),
for which all the arguments may be used similarly.

Let us now describe the free energy associated to this Fokker—Planck equation,
which may be rewritten

O f=Va-(fValnf—A-TfD).
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Multiplying by In f —A-J[ f] and integrating over S O3 (R), the left-hand side of the
equality can be seen as a time derivative, and the right-hand side can be integrated
by parts, to obtain the following dissipation relation:

d

dt]:[f] +D[f]=0, 2D
where
1
Flf] =/ f(A)In f(A)dA — 2|IJ[f]|I2, (22)
S03(R)

DL f] =/ FA)IValn f — A~ JLfDI*dA. (23)

S03(R)

We can then prove, as in [17] that being a stationary state of the Fokker—Planck
equation (see Proposition 3) is equivalent to be a critical point of F under
the constraint of mass p, and that is also equivalent to be a function with no
dissipation (D[ f] = 0).

We then have a decreasing free energy F[ f], and thanks to a kind of LaSalle’s
principle, we obtain that the solution converges to a set of equilibria:

Proposition 5 Let fo be a nonnegative measure on S O3(R) with mass p > 0. We
denote by Foo the limit of F[f(t,-)] ast — +o0o, where f is the solution to the
Fokker—Planck equation (19) with initial condition fo. Then the set of equilibria Ex,
given by

Eso = {pMj suchthat J = pJ[M;] and FlpM;] = Fool,

is not empty. Furthermore, the solution f converges in any Sobolev space H® to this
set of equilibria in the following sense:

lim inf || f(t,) — gllgs = O.
—00 gegoo

Once more, the proof of this proposition follows exactly the one given in [17]. The
important point of this proposition is that once the structure of the solutions of the
compatibility equation (20) is known (which is the aim of the next section), it gives a
lot of information on the large time behaviour of the solutions to the Fokker—Planck
equation.

Before giving a precise description of these solutions, let us remark that J =
0 is always a solution to the compatibility equation, since J[p] = 0, therefore
the uniform distribution with mass p is a steady-state. We want to expand the free
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energy J around this steady-state. We will need the following lemma (Lemma 3.3
of [7]):

Lemma 1 Forall J € M3(R),
1
/ (J-AAdA = J. (24)
SO3(R) 6

Consequently, if f is a finite measure, the orthogonal projection of f on the space
of functions of the form A +— J - A for J € M3(R) is A — 6J[f]- A. Now, let
us take a nonnegative measure f with mass p, we write J = J[f] and g(A) =
6 J - A. We suppose that ||J|| is sufficiently small, so that p + g > 0 on SO3(R).
We write h = f — p — g, so h is a finite measure with zero average and J[h] = 0.
Then we obtain, by convexity of x > x Inx on R:

FIf1> / [)(p + g(A) In(p + g(A)) + h(A)(In(p + g(A)) + D1dA — ||/ |?

SO3(R

g(A)

>f[p+g]+f h(A)(l—an—i— ) )dA

SO3(R)

- 0(||g||§o>/ IR(A)]dA.
SO3(R)

> Fip+g1- 0P [

S03(

. If(A)—pIdA+0(||JII))- (25)
)
Next we compute

1
f[p+g]:p1np+2/ (6A - 1)*dA + O(lglid) — AT |17
14 SO3(R)
_ 6—p 2 3
=Flol+ ", "I+ 001, (26)

thanks to Lemma 24. We therefore see that the sign of 6 — p plays a role to study
the nature, as a critical point of F, of the uniform distribution of mass p:

Proposition 6 We set p. = 6.

e If p < pc, then the uniform distribution with mass p is a local strict minimizer of
the free energy F under the constraint of total mass p.

e If p > pc, the uniform distribution with mass p is not a local minimizer of the
free energy F under the constraint of total mass p.
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Proof When p > 6, it is clear thanks to (25) and (26) that when J # 0, if ||J||
and fS03(R) | f — p| are sufficiently small, then F[f] > F[p]. If J = 0but f # p,
then by strict convexity of x > x Inx on R, we get

]:[f]=/ f(A)lnf(A)dA>/
SO3(R)

SO3(R

)(P Inp+(f(A)—p)Inp)dA = Flp].

The second point follows directly from (26). O

This last proposition gives an insight on the stability of the uniform steady-state
(we will indeed see later that this uniform steady-state is isolated). In summary, we
have shown that there is a phenomenon of phase transition at the threshold p = p,,
and we know thanks to Proposition 5 that there must exist other types of steady-
states, at least when p > p.. We are now ready to give a precise description of those
non-isotropic equilibria.

4 Link with Higher Dimensional Polymers, Solutions
to the Compatibility Equation

This section is the summary of the results we obtained in [7] to solve the
compatibility equation (20) (in a slightly different context, see Sect.5), therefore
we will omit the proofs.

Let us first recall some definitions. We denote by H the set of quaternions: objects
of the form ¢ = a + bi + cj + dk, where (a, b, c,d) € R* and the imaginary
quaternions satisfy i* = j> = k? = ijk = —1. For such a quaternion ¢, we denote
by ¢* = a — bi — cj — dk its conjugate. If we identify the Euclidean space R*
with H, it satisfies |¢|> = a® + b + ¢? + d* = qq* = q*q. We denote then by H;
the set of units quaternions: those for which |g 2=1.

We say that a quaternion g of the previous form is purely imaginary if its
real part a is zero. It allows now to identify R3 with the set of purely imaginary
quaternions. We will use boldface letters when using this identification.

The first proposition is a link between SO3(R) and H; /{%1}.

Proposition 7 For any q € M, the linear map w +— quqg™* sends purely
imaginary quaternions on purely imaginary quaternions of the same norm. It is
therefore identified as a rotation of R, and the corresponding rotation matrix is
denoted ®(q). Conversely for any rotation matrix A € SO3(R), there exists a
unit quaternion q such that A = ®(q) (this quaternion is not unique, the only
other possibility being —q). The map @ can then be seen as a group isomorphism
between SO3(R) and H (this is actually a local isometry between the manifolds).
In practice, the matrix R(6,n) given by Rodrigues’ formula (1) corresponds to the
quaternion q = cos(g) + sin(g)n (remember that vectors in R are seen as purely
imaginary quaternions, and remark that if we replace 6 by 0 4 2w, we get the same
rotation matrix, but the opposite quaternion).
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This allows to represent a rotation matrix by a unit quaternion up to multiplica-
tion by 1. This is reminiscent of describing rodlike polymers as unit vectors up to
multiplication by %1, but generalized in dimension 4. This analogy was the starting
point of our work [11], where we used those unit quaternions for the modeling
of alignment of rigid bodies. In the present case, we will see that this analogy
will actually be very helpful, by transforming the compatibility equation (20) into
another one which has already been solved in [27], in the context of suspensions of
diluted polymers.

We denote by 82 (R) the space of symmetric and trace-free matrices of dimen-
sion 4, which are called Q-tensors. To a unit quaternion ¢, we can associate
the Q-tensor given by g ® g — }‘14. Remark that two unit quaternions ¢ and ¢
are associated to the same Q-tensor if and only if ¢ = =g (this is a unit
vector in the eigenspace of this Q-tensor associated to the eigenvalue 2, which
is one-dimensional). So we have another way to represent unit quaternions up
to multiplication by +1 in this space. The important fact to notice is that those
two embeddings are actually the same, up to a linear isomorphism between the
spaces M3(R) and 82 (R), which has nice properties.

Proposition 8 There exists a linear isomorphism between the spaces M3(R)
and 82 (R) (both of dimension 9), denoted ¢, with the following properties:

Vg eHi, ¢(@(@)=q®q— yL, 27)

1
J-@(@q)=q-¢(J)q, (28)

VJ € M3(R), Vg € Hj, )

where the map @ is given by Proposition 7. The dot product in the left-hand side
of (28) is the metric in the space M3(R) given in (3), while the one in the right-
hand side is the canonical scalar product of R*. Furthermore, the isomorphism ¢
preserves the diagonal structure: J € M3(R) is diagonal if and only if ¢(J) is
diagonal in Sg (R).

The proof of this proposition is done in [7]. The expression (28) is actually the
definition of ¢: the left-hand side is a quadratic form in ¢ (seen as an element of R*),
defined for any unit quaternion, which defines a symmetric bilinear form on all
quaternions, the matrix of which is ¢ (J). The expression of ¢ (J) is given in the
appendix of [7], which gives the fact that it is bijective and with values in trace-free
matrices, and the provides the property (27). With this isomorphism, we can rewrite
the compatibility equation in the framework of Q-tensors. For a finite measure f
on H, we define its averaged Q-tensor by

oL/l = /H F@)g®q— L Indg.
1
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Therefore, thanks to the definition (15) of J and the fact that @ is a local isometry,
we obtain, for a finite measure f on SO3(R)

¢(J[f])=f

SO3(

® ¢(A) f(A)dA =/H o(P(q) f(P(g))dg = Q[f o P].
1
Finally, we also define the generalized von Mises associated to Q € Sg (R) by

Mo(@) = _ ' exp(q - Qq). where Z(Q) = f exp(q - 09)dg.

1
2(0) H,
where we use the same notation as in (6) for the generalized von Mises on S O3 (R),
but it will always be clear following the context which definition is concerned. Using
the property (28), it gives Mj(®(q)) = M2¢y)(q). Therefore, the compatibility
equation (20) becomes, writing Q = 2¢(J):

0 =2¢(J)=2p¢(T[My]) =2p QMp].

It happens that this equation is exactly the compatibility equation that we obtain
when we try to obtain the steady states of the following Fokker—Planck equation,
for a probability measure p on Hj:

dpm=—2pVy - (uVq(q - Qlulg)) — Aqp.

This corresponds to the Smoluchowski (or Doi-Onsager) equation for suspensions
of dilute rodlike polymers with Maier—Saupe potential of strength 2p, and is nothing
else than our Fokker-Planck equation (14), up to a change of variable thanks to
the map @. It happens that this compatibility equation has been studied a lot in
dimension 3 (instead of 4 here), with the independent works [5, 15, 21]. And in the
work [27], a unified approach has been proposed, which allows to treat the case
of higher dimensional space. The main result is that a solution Q € S,? (R) of the
compatibility equation Q = o Q[Mg] can have at most two different eigenvalues.
In dimension 4, it means that if Q is different from zero, there are only two cases:
either one eigenvalue is simple and the other one is triple, or both are double. In the
first case, if we take ¢ a unit quaternion in the eigenspace of dimension one, we get
that Q is proportionalto g ® g — 41‘14, which means that J = ¢~!(Q) is proportional
to the rotation matrix @ (g). And indeed it is possible to see that if Ag is a rotation
matrix and o € R, then J[M4,] is proportional to Ag, with a coefficient ¢ (o) (that
can be expressed using an appropriate volume form on SO3(R) and will be given
later on). Therefore the compatibility equation (20) becomes the one-dimensional
equation @« = pcj(e). For the second case, it is a little bit more subtle, but it
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still leads to a one-dimensional equation of the form o = pca(«). The results are
summarized in the following proposition (corresponding to Theorem 5 of [7]):

Proposition 9 The solutions to the compatibility equation (20) are:

e The matrix J = 0,
* the matrices of the form J = aAg with Ag € SO3(R) and where o € R\ {0}
satisfies the scalar compatibility equation

o = pci(a), (29)

* the matrices of the form J = a3 ag ® bg where ag and bg are two unit vectors
of R and a > 0 satisfies the scalar compatibility equation

o = per(a), (30)
with the functions c| and c; given by

J7 1(2cosd + 1) sin® (%) exp(a cos §)do

ci1la) =
" g sin? (%) exp(a cos 0)do

@ 1 fon cos ¢ sin @ exp( *?cx cos ¢)dp
(o) = .
V3 Jo sin @ exp( ‘? a cos p)de

Compared to the convention taken in [7], we chose to add the constant /3 in the last
type of solutions (changing accordingly the expression of ¢2(«)). The reason is that
if J is a solution to the compatibility equation (20), where « satisfies (29) or (30),
then ||J||> = ;cxz. The order parameter ¢ associated to the steady state pM; by
the formula (12) is then equal to ‘Zl which is |c1(«)| or |c2(«)|. These functions ¢
and ¢, then provide the values of the order parameter of the considered steady-state.
The study of these functions (and more precisely the behaviour of CI?CU) and cz%a)) is
the key to provide a complete description of the possible steady-states. Once more,

the following proposition is taken from [7].

Proposition 10 The functions c1 and ¢y are both strictly increasing on R having
value 0 at 0. Therefore O is always a solution to the scalar compatibility Egs. (29)
and (30). If we set p, = 6, then the functions py : « +— 5 & and py : o >

o
.. c1(@) ()
both have a limit equal to p. when o — 0,. Furthermore:

o There exists «* > 0 such that py is decreasing on (—oo, a*] and increasing
on [a*, +00), converging to +00 at £oo. We set p* = p1(a*) (which is less
than p.). For all p > p*, we define oclT(,o) (resp. ocli(,o)) to be the unique value
of a = oF (resp a < ) such that p1(a) = p. Finally, we define FlT(p) =

cl(alT(,o)) and ’cvli(,o) = cl(ali(,o)). Setting ¢* = c1(a*), the function FIT
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Fig. 3 Behaviors of the functions ?lT (solid line), Zf (dashed line) and ¢, (dashed-dot line)

(resp. ’c‘ll) is increasing (resp. decreasing) on [p*, +00), with value c* at p*,
and converging to 1 (resp. — é ) at +o0.
Numerically, we obtain a* ~ 1.9395, p* =~ 4.5832, and c* ~ 0.4232.

e The function p; is (even and) increasing on [0, +00), converging to +00 at 4+00.
For all p > p:, we define ay(p) to be the unique value of @ > «* such
that p2(o) = p. Finally, we define ¢3(p) = ca(aa(p)). The function T, is
increasing on [p., +00), with value 0 at p. and converging to 7 at +oo0.

Figure 3 depicts a plot of these functions ElT (solid), 'c”li (dashed), and ¢, (dashed-
dot line), in log-scale for p € [2, 40]. They represent the order parameters (up to
sign) of the different families of steady-states. We also drew a solid line at level 0
for p < p. and a dotted line at level O for p > p., corresponding to the order
parameter of the uniform steady-state (and illustrating the result of Proposition 6
regarding its stability).

We can therefore describe more precisely the long time behaviour of the solution
to the Fokker—Planck equation according to the value of p, thanks to Proposition 5.

Theorem 1 Let fy be a nonnegative measure with mass p > 0, and f the solution
to the Fokker—Planck equation (19) with initial condition fo. For the following
statements, the notion of convergence is with respect to any H® norm on S 03 (R).

o If p < p*, the only steady-state is the uniform distribution on S O3(R), and the
solution f(t,-) converges to this steady state ast — +00.

o If p* < p < pe, there are three families of steady-states (two of which are equal
when p = p* or p = p), and f (¢, -) converges to one of these families:

— either there exists Ag(t) € SO3(R) such that f(t,-)— ,oMa¢(p)A0(t) converges
1
to zero,
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— either f(t,-) converges to the uniform distribution on S O3(R),
— orthere exists Ag(t) € SO3(R) such that f(t, -)

zero, ast — +0Q.

— pMa%(p)Aom converges to

e If p > pe, there is an additional family of steady-states, and f (t, -) converges to
one of these four families:

— either there exists Ag(t) € SO3(R) such that f(t, ) — pMaI(p)AO(” converges
to zero,

— either f(t,-) converges to the uniform distribution on S O3(R),

— either there exists Ag(t) € SO3(R) such that f(t,-)— pMa#(p)Aom converges
to zero,

— or there exist unit vectors ay(t), bo(t), with f(t,-) — 'OMozz(p)\/3a0(l)®b0(t)
converging to zero, ast — +0oQ.

Proof This result is a summary of the possible steady-states according to Proposi-
tion 3 and 9. The convergence of f to one of this families comes from Proposition 5
and from the fact that, even if the limit set £ of equilibria may consist of several
distinct such families, they would belong to different connected components of Ex.

O

Let us now try to understand the stability of each of these families of equilibria.

Figure 4 is a zoom on the region p € [3, 8] of the plots of the functions Eflr, |51l|
and ¢, (remember that these functions are the order parameters of the corresponding

500 simulations with 500 particles at time t=20.00
1.0

0.8 1

0.6 1

0.4

Order parameter c

Strength of alignment p

Fig. 4 Behaviors of the functions EIT |E‘f| and ¢, and final order parameters of the numerical
simulations
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steady-states), on top of the final values of the order parameters of the numerical
simulations which were given in the right part of Fig. 2. It suggests the only stable
equilibria, apart from the uniform one when p < p., are those corresponding to the
curve EIT. This is indeed what we will show in the next section.

5 Stability Results Thanks to a BGK Model

Instead of the Fokker—Planck equation (19), let us consider the following BGK
equation:

o f = pMgip — f (31)

This is still an equation where the total mass is preserved and for which the steady
states satisfy the same compatibility equation: if f is a steady-state, it has to be of the
form pMj where J = J[f] = pJ[M,]. Therefore these two evolution equations
share the same steady-states, which were determined in [7] and summarized in
the previous section. Let us now give a summary of the results of stability of
these equilibria which were obtained in [7]. It happens that these two evolution
equations (BGK and Fokker—Planck) also share the same property of dissipation of
the free energy F: if f is a positive solution to (31), then by multiplying both sides
by In f(A) — A - J[f] and integrating on S O3(R), we obtain

d ~
g W1+ D=0,

where F[ f] is given by (22) and

Difl= (f = pMzip)(In f —In(oMgs)))dA > 0.
505(R)

Then, by writing J (¢t) = J[ f (¢, -)] where f is a solution of the BGK equation (31),
we obtain that J satisfies an ordinary differential equation:

d

gt =PIIM— . (32)

The long-time behaviour of the solution of the BGK equation is much simpler to
study, since it can be reduced to the study of a finite dimensional ODE.

A further reduction can be done through the special singular value decomposi-
tion, for which we state a result which will be useful in the following.

Proposition 11 If J € M3(R), we call Special Singular Value Decomposition
(SSVD) of J a decomposition of the form J = PDQ where P, Q € SO3(R)
and D = diag(dy, da, d3) is a diagonal matrix satisfying di > dp > |d3|.
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Such a SSVD always exists, and the matrix D is unique (the rotations P and Q
may not be unique). Furthermore, we have

in 17— Al =7 — POl =D —kl. 33
\min 17— Al= 17 = PO = |1D ~ I (33)

Proof The existence and uniqueness can be obtained through the singular value
decomposition, and modifying the orthogonal matrices if necessary to change the
sign of the last entry of the diagonal part and get special orthogonal matrices, see [7].
We now compute

3
IJ —AlI*=ID—-PTAQ"|*=|D|I*-2B-D+ 2

where B = PTAQT. Therefore minimizing ||J — A| for A € SO3(R) amounts to
maximizing B - D, for B € SO3(R). The set of diagonal parts of rotation matrices
(seen as vectors of R3) is given by Horn’s tetrahedron [19]: this is the convex hull 7~
of the points (£1, £1, 1) with an even number of minus signs. Therefore we want
to maximize X - d for x € 7 and d = (dy, d2, d3). This convex function reaches it
maximum on extremal points of 7, that is to say on one of the vertices of 7. Since
we have

di+dr+dz>2di—dry—d3s > —dy+dr—d3 > —d — dr — ds,

we see that the maximum is reached for x = (1,1, 1). Therefore the maximum
of B - D for B € SO3(R) is reached for B = I3, which ends the proof.4 |

With this definition of the SSVD, the reduction that can be done is that
the flow of the ODE (32) preserves the SSVD: if a SSVD of the initial con-
dition is given by J(0) = PDyQ, then for all time ¢, we have the follow-
ing SSVD: J(t) = PD(t)Q, with the same rotation matrices P and Q, and
where D(t) = (di(t),da(t),d3(t)) is a diagonal matrix satisfying the same
ODE (32) as J, with initial condition Dy (the fact that the matrix is diagonal and
the inequalities d1(¢) > da>(t) > |d3(t)| are preserved by the flow of this ODE). We
therefore only have to study a three-dimensional ODE. Finally, the last observation

4Let us remark that if d» > —ds, the maximum of x - d is unique on 7 and since the only
rotation matrix for which the diagonal part is (1, 1, 1) is the identity matrix /3, we get that the
minimizer P Q of (33) is unique. So even if P and Q may not be unique, in that case the matrix P Q
is unique, and could be seen as a Special Polar Decomposition of J (with the analogy with the fact
that if det J > 0, then J = P DQ is the singular value decomposition of J and P Q is the polar
decomposition of J [10]).
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we can do is that the flow of the ODE (32) is actually a gradient flow of a potential:
if we write

1
V()= _|IIJII* = pIn Z(J), where Z(J) = / exp(J - A)dA, (34)
2 SO3(R)

as in the definition (6) of the generalized von Mises distribution, we obtain
V() =J—pJ[Myl, (35)

where the gradient is taken with respect to the inner product of M3(R) given by (3).

Therefore the ODE (32) is simply (ft J = —VV(J), and one can prove that any
solution will converge to a critical point of V, which corresponds to a solution of
the compatibility equation (20). We then obtain the same type of convergence as in
Theorem 1. The main difference is that we have convergence to a unique steady-
state (and not to a set of steady-states), that can be determined by knowing a special
singular value decomposition of J[ fo]. The other difference is that the convergence
does not takes place in any Sobolev space H*: the BGK equation is not regularizing
in time. The following proposition is a summary of results in [7]:

Proposition 12 Let fy be a finite nonnegative measure with mass p > 0, and f the
solution to the BGK equation (31) with initial condition fy. We write the decompo-
sition J [ fol = PoDoQo, where Py, Qo € SO3(R) and Dy = diag(d, .o, d2,0, d3.0),
withdy,0 = d2,0 = |d3,0| (special singular value decomposition). Then for allt € R,
we have J[f(t,-)] = PyD(t)Qo, where D(t) = diag(d;(t), d2(t), d3(t)) is the
solution to the ODE (32) with initial condition Dy, satisfying di(t) > da(t) >
|d3(t)|. In the following statements, the notion of convergence of f(t,-) is in the
space of measures (or any normed space for which fy is an element and for which
the map f +— JLf]1is continuous).

e If p < p* then D(t) — 0 and f(t,-) converges to the uniform distribution
ast — —+o0.

o If p* < p < pe, there are three families of steady-states (two of which are equal
when p = p* or p = p¢), and f(t,-) converges to one of these steady-states,
ast — +00:

— either D(t) — 0, and f(t, -) converges to the uniform distribution,
— either D(t) — oclT(,o)I3, and f(t,-) — 'OMozT(p)Ao where Ag = PyQo,
1

\: . _
- orD(@t) — aj(p)I3, and f(t,) — ,()Mall(p)A0 where Ag = PyQo.

e If p > pe, there is an additional family of steady-state, and f(t, -) converges to
one of these steady-states, as t — +00:

— either D(t) — 0, and f(t, -) converges to the uniform distribution,
— either D(t) — OtlT(p)I3, and f(t,) — pMaT(p)Ao where Ag = PyQo,
1
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— either D(t) — otll(,o) diag(—1, —1, 1), and f(t,-) converges to pMalL(p)Ao’
where Ag = Ppdiag(—1, —1,1)Qp

— or D(t) — ay(p)diag(~/3,0,0), and f(t,-) converges to PM e, () V320b0
with ag = Pyej andbg = Q(—')—el (where e is the first element of the canonical
basis of R3).

We now turn to stability results. For convenience, we will denote V' the restriction
of V to the space of diagonal matrices. Its Hessian Hess V is then a symmetric
bilinear form on a space of dimension 3. Thanks to the study of the signature of this
Hessian, we obtained in [7] the characterization of the stability of all steady-states.
The next proposition is a summary of these results (without details on the domains
of convergence):

Proposition 13 The uniform steady-state for the BGK equation (31) corresponds
to the critical point 0 of the potential V (and V).

* If0 < p < pg, the Hessian Hess V (0) has signature (+ + +) (and so 0 is a local
minimizer of V). Therefore the uniform steady-state is locally asymptotically
stable (with exponential rate of convergence).

e If p > pc, the signature is (— — —) (therefore O is not a local minimizer of V),
and the uniform steady-state is unstable.

* _ .
When p > p*, the steady-states of the form ’OMalT(p)Ao (resp. pMalL(p)Ao) with Ag

in SO3(R) (see Theorem 1) correspond to the critical points of the form oclT(,o)Ao

(resp. ocli(,o)Ao) of V. Their nature can be reduced to the study of the critical

point Dgo = oclT(,o)I3 (resp. Dio = ocli(,o)l3) of V.

e Ifp > p* the Hessian Hess V(Dgo) has signature (+ + +) (and so ole(,o)Ao is
a local minimizer of V). Thus the steady-states of the form pMole(p)Ao are locally
asymptotically stable (with exponential rate of convergence).

e If p* < p < pc (resp. p > p¢), then Hess V(Dio) has signature (— + +)
(resp. (+——)) (therefore otll (p)Ao is not a local minimizer of V ), and the steady-
states of the form pMalT (o)A 4T€ unstable.

When p > p., the steady-states of the form pM 2 (p)v/320®bo with ag, by € S? (see

Theorem 1) correspond to the critical points of the form a2 (p)v/3a0 ® bg of V,
which reduces to the study of the critical point D, = a2 (p)diag(1, 0, 0) of V.

e The Hessian Hess V(Do) has signature (+ + —) (so aa2(p)~/3a9 ® by is not
a local minimizer of V), and the steady-states of the form pM s (p)v/3a0@by AT€
unstable.

Furthermore, the critical cases are unstable: the uniform steady-state is unstable
for p = p¢, and the steady-states of the form pMyxa, are unstable when p = p*
(the corresponding matrices J = 0 or J = a™*Ag are not local minimizers of V).
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The main object of this section is to show, as it was claimed in Remark 5.5 of [7],
that we can directly use these results of (in)stability for the BGK equation (and
more precisely for the potential V') to obtain (in)stability results for the Fokker—
Planck equation, in order to complete the results around the uniform distribution
given by Proposition 6. We provide a proposition and a theorem which give details
on this statement. The first proposition allows to compare the behaviours of V and
of J = FlpMy].

Proposition 14 Let us define for J € M3(R)
W({J) = FlpM,],

Then, we have that VW (J) = 0 if and only if VV(J) = 0, that is to say J is
a solution to the compatibility equation (20). Furthermore, if J is such a critical
point, the Hessian Hess W has the same signature as Hess V (and more precisely,
if W is the restriction of W to the diagonal matrices, then Hess W and Hess V have
the same signature).

Proof We first compute

2
W) = fp(lanrA - —InZ(J))M;(A)dA — ,02 Malk

1 1
=plnp—InZ()+ II* =, IJ = pTIM]I?
1
= V() =, IVV)I* + plnp,
thanks to (35). Therefore we obtain
VW(J) =VV(J)—Hess V(J)(VV(J])). (36)
We want to compute the Hessian of V, seen as a linear mapping from M;3(R)
to M3(R), symmetric with respect to the inner product of M3(R). For a small H €
M3(R), we first have Z(J + H) = (1 + J[M,] - H)Z(J) + O(| H|?). Thus we
get My (A =(1+A-H—J[M;]- HYM;(A) + O(||H||?). Finally we obtain
TJMyrul=TIMy]1—(TIMy]-H)T[My]

+/ A(A - HYM;(A)dA+ O(|H ).
SO3;(R)

Now, using the expression (35) of VV, we get

Hess V(J)(H) = H — p[(j[MJ] CH)TIM,] - /

A(A - H)MJ(A)dA].
SO3(R)
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Said differently, seeing now Hess V' as a symmetric bilinear form on M3(R):

Hess V() (. H) = I1HIP = p[ (71021 1 = [

(A H)ZMJ(A)dA]
SO03(R)

= |H|*-p / [(A— JIM,])- H*M;(A)dA, (37)

and we see that all the eigenvalues of Hess V' are strictly less than 1. Therefore the
(symmetric) linear mapping Id — Hess V' from M3(R) to M3(R) has only strictly
positive eigenvalues, and is therefore an isomorphism. The expression (36) of VW
then provides the equivalence between critical points for V and for W.

Finally, at a point J for which VV (J) = 0, we obtain

Hess W(J) = Hess V(J) — [Hess V (J)]>.

Therefore, the eigenvalues of Hess W(J) are given by A(1 — 1), where A are the
eigenvalues of Hess W(J), which all satisfy A < 1. Therefore their signs are the
same. And this is also true when restricted to the space of diagonal matrices. O

‘We can now state the final theorem of this section.

Theorem 2 The nature of all the critical points of the free energy F is given by the
following statements.

e For p < p, the uniform equilibrium of mass p is a local strict minimizer of the
free energy F.

e Forp > p* the set £ = {pMaI(p)Ao’ Ao € SO3(R)} is a local strict minimizer
of the free energy F, in the sense that there exists a neighborhoodV of £ (in the
space of nonnegative measures of mass p) such that if f € V\ &, then F[f] >
Foo, Where Fo is the common value of F on E.

e For p = pe, the uniform equilibrium of mass p is not a local minimizer of the
free energy F.

e For p = p* (and p # p.), any steady-state of the form pMa}(p)Ao for Ag
in SO3(R) is not a local minimizer of the free energy F.

* For p > p., any steady-state of the form ,()M()Q(p)«/m()@b0 for Ag in SO3(R) is
not a local minimizer of the free energy F.

Therefore, the last three families of steady-states are unstable for the Fokker—Planck
equation (19): there exist initial conditions arbitrarily close to these families (in
any H® norm), such that the solution to the Fokker—Planck equation converges in
long time towards another family of equilibria (see Theorem 1 ).

Proof The first point has been proven in Proposition 6. For the second one, if it was
not true, there would exist fo as close as we want from &£ such that F(fp) < Foo,
and fo ¢ £. Since the different families of steady-states are isolated, fp cannot
be a steady-state. By letting f be the solution of the BGK equation with initial
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condition fy, we would have é[ fol > 0 and therefore F[f(t,:)] < Fxo for
all + > 0. Combined with the fact that F[f(¢, -)] is nonincreasing in time, this
would be in contradiction with the fact that f(z,-) converges towards the set &,
thanks to the asymptotic stability of those steady-states for the BGK equation given
by Proposition 13. Let us remark that the first point of the theorem could be proven
in the same way, without having to expand the free energy, but only using the known
results for the BGK equation and the fact that F is nonincreasing.

To prove the last three points, let us take such a steady state, of the form pM,.
We want to prove that Jy is not a local minimizer of W, therefore pM, is not a
local minimizer of F. We write a SSVD of the form Jyo = P DoQ where Dy is a
diagonal matrix and P, Q € SO3(R). If J = PDQ where D is a diagonal matrix
close to Dy, then W(J) = W(D). Therefore we only need to prove that Dy is not
a local minimizer of W. In the case where p # p. and p # p*, since the signature
of Hess W(Dy) has negative components (thanks to Propositions 13 and 14), we
directly get the results. In the critical cases we will use a mountain-pass lemma
argument. In the case where p = p., suppose that O is a local minimizer of W.
Then it is a local strict minimizer, since this critical point is isolated. Therefore by
looking at the other local strict minimizer ole (pc) I3 of W (for which the signature
of the Hessian is (+ + +), thanks again to Propositions 13 and 14), we would
obtain, by the mountain-pass lemma, a third critical point D of W, which would
satisfy W(D) > max(W (0), W(alT(pc)I3)). This is in contradiction with the fact
that we only have two families of equilibria for this value of p. The same argument
can be used to show that when p = p*, the point * I3 is not a local minimizer of W,
using as other local strict minimizer the point 0.

The conclusion of the statement of the theorem comes from the fact that we
actually proved that the critical points were not local minimizers of W, which is the
evaluation of F on smooth functions of the form pM, so the H® norm of pM; —
oM, is small when J is close to Jp. O

For the first two points of Theorem 2, we did not provide the corresponding
stability results. Indeed, in the next section, a more detailed study will show that
they are exponentially stable.

6 Exponential Convergence for the Stable Steady-States

We will now show that the two families of steady-states that correspond to what
we observe in the numerical simulations are locally exponentially attracting. In
particular, when f is a solution to the Fokker—Planck equation in the neighborhood
of those steady-states, we will show that J[ f (¢, -)] will converge to a solution Ju
of the compatibility equation (20). However, since this J, (if it is non-zero) is not
known from the initial condition (contrary to the case of the BGK equation), it is
not easy to control directly the distance between f and pM_ , but we will see that
controlling the distance from f and pM 7|y, even if this last one is not a steady-
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state, will be the key to our analysis. A convenient framework is to use the relative
entropy, for which we will need the following results.

Proposition 15 Let p > 0. If f, g are two measurable nonnegative functions
on S O3(R) with total mass p and with g > 0, we define the relative entropy H(f|g)
and Fisher information Z(f|g):

f(A)
g(A)

I(flg) = /sog(R)f(A)va(f( )[Fas.

Then, for two such functions, we have the Csiszdr—Kullback—Pinsker inequality:

sl = [ g (? o aa,
SO3(R)

/ |£(A) = (A dA < V2o H([ ). (38)
SO3(R)

Finally, we have the following families of (weighted) logarithmic Sobolev inequali-
ties: there exists a constant A > 0 such that for all J € M3(R) with | J| < jg 0,

and all measurable nonnegative function f with total mass p, we have

1
HflpMy) < ) Z(f1pMy). (39)

Proof The Csiszar—Kullback—Pinsker inequality is well-known [6, 23], we just
notice the factor p since we do not work with probability measures here. The log-
arithmic Sobolev inequality (39) in the case J = 0 (uniform measure on SO3(R))
comes for instance from the Bakry—Emery criterion [1] since S O3(R) has positive
Ricci curvature (this is the same as the curvature of S°, thanks to the local
isometry @ given in Proposition 7).> Then, we use the fact that the logarithmic

Sobolev inequality is stable by bounded perturbation [18, 26]. Since ||J|| < sz,
then M is bounded above and below, uniformly in J, which ends the proof. O

Let us now compute the relative entropy of f with respect to pM; for J
in M3(R). Using the definition (6), we obtain

H(floMy) = /so ® (f(A)In f(A) = f(A)A-J)dA+ pln Z(J) — plnp

1
= FIf1+ I - TP = V() —plnp, (40)

5 Actually, as already stated by Bakry and Emery [1], this criterion does not give the optimal
constant in S?, which was given by Mueller and Weissler in [22], but here even the optimal constant
in S® would not be necessarily optimal in SO3(R), since we only want the logarithmic Sobolev
inequality for even functions on S?.
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thanks to the definitions (22) and (34) of F and V. Therefore, if Jeq is a solution
to the compatibility equation and feq = pMy,, we apply (40) with f = feq
and J = Jeq to obtain pIn p = F[ feql — V (Jeq). Now applying (40) with J = Jeq
or with J = J[ f], we obtain

FLf1=Flfeql = H(flpMg15) + VTLSD — V(Jeq)s 41
1
H(flfeq) = FLf1 = Flfeql + ) I Jeq — TLF1I2. (42)
Furthermore, it is straightforward to see, thanks to the definition (23) of D[ f], that

DIf1=1(floMgsp- (43)

These links between the free energy, its dissipation, the relative entropy, the Fisher
information, and the potential V associated to the BGK equation are the key points
to prove the stability of the steady-states associated to solutions of the compatibility
equation corresponding to local minimizers of V.

Theorem 3 Let p > p* (resp. p < pc).

We define the set of equilibria Eoo = {pMalT(p)Ao’ Ag € SO3(R)} (resp. Ex
reduced to the uniform distribution on S O3(R) of mass p).

Then there exists 8 > 0, » > 0 and C > 0 such that for all nonnegative measur-
able function fo with mass p, if there exists feq.0 € Eco such that H( fol feq0) < 6,
then there exists fso € Exo Such that for all time t > 0, we have

HL ()] foo) < Ce 2 H(fol fegq.0)-

Proof For convenience, we write o = oelT(,o) (resp. a = O for the study of stability
of the uniform equilibrium) and Vi, = V(a/3). We also denote by E the set of
matrices Jeq solutions to the compatibility equation (20) corresponding to the family
of equilibria we are interested in, that is to say Eo = {a¢ Ao, Ao € SO3(R)}.

Since the signature of HessV («l3) is (+ + +) (thanks to Proposition 13), by
continuity of Hess V (and of its smallest eigenvalue), there exists 69 > 0 and > 0
such that for all diagonal matrix D with ||D — al3|| < 8¢, Hess V(D) is positive
definite with lowest eigenvalue being greater than or equal to n (we recall that
thanks to (37), its highest eigenvalue is always less than 1). By the following Taylor
formulas, for all such D, we have

1
IVV (D) = (D — al3) - (/ Hess V(als + (D — aI3))dt)2(D —aly),
0

1
V(D) — Voo = / (1 —t)(D — al3) -Hess V(als + 1 (D — al3))(D — al3)dt
0
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and therefore
IVV(D)I* = n|ID —aB)?,

n 2 1 2 1 2
) ID—al3)|” < V(D) = Vo < 2IID—odzII < 2 IVV(D)|*.

Therefore, we write U = {J € M3(R), miny, ., I/ — Jeqll < o}, which is a
neighborhood of Es. If J € U and we write the SSVD J = PD(Q, we obtain by
Proposition 11 that miny, ., |/ — Jeqll = |D — al3]| < 8o (when & > 0, and the
result is still true if @ = 0 since Eo, = {0} in that case). Therefore, since V (J) =
V(D) we obtain that there exists Jeq € Eoo (Which is equal to o P Q) such that

n 1 1
I = Jeqll® S VD) = Voo < IVVDIP = IV = pT M7 (44)
2 2n 2n
By the Csiszar—Kullback—Pinsker inequality (38), we have that if g is a nonnegative
measure with mass p:

3
(VAR RIVATAIIES / . IAIIlf(A) — g(A)|dA < 52\/2p7'l(f|g), (45)

S0s(

and therefore for g = pM 7| |, we obtain

ITLA1 = TloMaiplll < \3pH (oM 715
Combining this with (41) and (44) with J = J[ f], we get thatif J[f] € U, then

FU 1= Foo <A+ 3 H(f IoMg15)-

Therefore, as soon as J[ f] € U, we have by (43) and the logarithmic Sobolev

inequality (39) (we recall that || T [ f]]| < j;,o if the total mass of f is p):

2A
DIf] > 3, FL1 = Foo).
1+2§

A

By the dissipation of the free energy (21), writing »= we obtain that as long

3p
+277
as J[fleU,
0 < FLf1— Foo < e (FLfol = Foo) < € 2 H(fol feq.0): (46)

the first inequality coming from (41) and the fact that V(J[f]) — Vo = O thanks
to (44), and the last inequality coming from (42). Finally, thanks to (44), (41)
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and (46), we obtain that still as long as J[f(¢,-)] € U, there exists Jeq(?) such
that

ﬁ e JH ol fgo).

(47)

2
ITLf(, )] = Jeq(DI < \/n(V(J[f(t)]) — Vo) <

Therefore, by taking § = min(ZS(z), 31p 5(2)), and using (45) with g¢ = feq,0, we obtain

that if H(fol feq,0) < 8, then | T[fol — T feq,0lll < 0,50 J[fol € U, and for all
positive time || J[f (7, -)1—Jeq ()]l < 8o (and therefore J[ f (¢, -)] stays in U) thanks
to (47). Indeed, if it was not the case, for the first exit time 75 > 0 of U, we would
have |J[f(to, )] — Jeq(to) || < ://2 \/’H(folfeq,o) < 8o which is a contradiction.
From now on we suppose that H( fo| feq,0) < , so that (47) and (46) are valid for
all time ¢ > 0.

Let us now find a way to control the displacement of J[f]. For J € M3(R),
using the Fokker—Planck equation (19) and integrating by parts, we have

d
d J-JIf] =/ [VAA-J) - Va(A-TLfD — Aa(A- D]f(A)dA,
! S03(R)

which can be written

d
g T = MUFIILD = LIS, (48)

where, when g is an integrable function on SO3(R), we define M|g] as the linear
operator from M3(R) to M3(R) given by the fact that for any J, J" in M3(R),

J - M[gl(J) =/ Va(A-J)-Va(A-J)g(A)dA,
S03(R)

and L[g] as the matrix® such that for all J € M3(R),

J - L[g] =/ Aa(A-J)g(A)dA.
SO03(R)

6 We can actually show (but we do not need it here) that £[ f] is proportional to J[ f]. Indeed,
since ¢ — ¢ - Qg is an eigenfunction of the Laplacian on the unit sphere of R* (more precisely
a spherical harmonic of degree 2) when Q is a symmetric trace-free matrix, we get, thanks to the
local isometry @ and Proposition (8), that A — A - J is also an eigenfunction of the Laplacian
on SO3(R).
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We therefore see that since the functions under the integral are smooth and bounded,
there exists Co > 0 such that for all / € M3(R) and for any integrable function g
on SO3(R),

ILLgll < Co / 1g(A)] dA, (49)
SO3(R)

and
Mgl < CoIIJII/ lg(A)| dA. (50
S03(R)

Therefore, defining feq(z,) = pM ., ), and using the fact that it is a stationary
solution, thus giving by (48) that M[ feq[(J [ feq]) — L[ feq] = 0, we obtain

d
| 4 T = IMLATLFD = MU feq)(TLfeq)) = £1F1 + Ll feqll
S IMIFIITLS = feqDll + IMLf = feql(T LfeqD Il + I1LLf — feqlll-

Therefore, by using (49)—(50) and the Csiszar—Kullback—Pinsker inequalities (38)
and (45), we get that there exists a constant C; > 0 (only depending on p) such that

| £ ] < Jerniseq)

Combining this with (42), (47), and (46), we then get that there exists a constant C;
(not depending on fp) such that forallz > 0

| ddtJ[f] | < e Jerifol feg)

Finally, this gives that 7 [ ] converges exponentially fast with rate 7 towards a given
matrix Joo € M3(R) and since the distance between J[ f] and E converges to 0
thanks to (47), we obtain that Jo, € E~. More precisely, we have

+oo 1 q e—’Xt
L=l < [ ] Ttretfar< T Jemiigeo. oD

Defining foo = pM,,, and using (42) with foq = fo, (46), and (51), we then get
that there exists a constant C3 > 0 (not depending on fp) such that

HF (1, )] foo) < Cre™ M H(fol foq.0)»

which ends the proof. Let us remark that this proof covers the case « = 0, but if we
only want to do this case, it can be simplified a lot since Eo, = {0}. O
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Let us finish this section by some comments. The proof of Theorem 3 has been
done here in relative entropy. It may look similar in some points to [16], but the main
idea is above all based on the fact that we measure the relative entropy with respect
to a target measure p M 7| r| which is not itself a steady-state. The fine control of the
potential V around the solutions of the compatibility equation is the key to link all
these different quantities. The proof would have worked the same in L?, by using
the regularizing effect of the equation (and L* bounds), as was done in [17] for
the Vicsek model, but the main difference is again that we would compare DI ]
and F[f] — Feo with || f — ,OMj[f]”%. This proof seems to be adaptable to a
lot of different models of Fokker—Planck type, such as the Doi—Onsager theory
for suspensions of rodlike polymers, for which, as far as we know, no proof of
exponential convergence is available (but the analog to the potential V has been
studied, therefore the nature of the critical points is well-known). This is left for
future work.

Finally, now that we have a good understanding of the long time behaviour of
the Fokker—Planck equation (19), we could try to further understand the limit of
the particle system as N — oo. Since the mean-field limit is essentially a law
of large numbers, we expect fluctuations of order \}N, which explains why the
order parameters of the numerical simulations in Fig.4 are not so close to 0 for
what is expected to be the uniform distribution. More precisely, as indicated by
the estimate (18), the distance between the empirical measure and the solution to

the Fokker—Planck equation can be bounded by i/CAT/ , for all ¢ in [0, T']. Therefore

if we want such an estimate for a large time 7, we cannot do better than 7' of
order In N. However, since the equilibria are exponentially stable, the fluctuations
that would push the empirical distribution away from the family of stable equilibria,
are compensated by the deterministic dynamics of the Fokker—Planck equation.
Therefore the only remaining fluctuations would cause the solution to fluctuate
mainly in the tangential component of the family of equilibria. This approach has
been made rigorous in the case of identical Kuramoto oscillators in [2] (which
corresponds to the Vicsek model studied in [17] in dimension two), where it is
proved that the solution stays close to the set of equilibria up to times of order N,
but with the center of synchronization of the distribution performing a Brownian
motion on the circle at these time scales. In analogy with this result, we could expect
in our case that, close to the family of von Mises distributions pMy4 with ¢ > 0
and A € SO3(R), the long time behaviour at time ¢t = s N of the empirical measure
of particle system would be close to pMya(s), where A(s) performs a Brownian
motion on SO3(R). This is also left for future work.
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The Half-Space Problem m)
for the Boltzmann Equation St
with Phase Transition at the Boundary

Francois Golse

In memory of Basil Nicolaenko (1942-2007)

Abstract Consider the steady Boltzmann equation with slab symmetry for a
monatomic, hard sphere gas in a half space above its condensed phase. The present
paper studies the existence and uniqueness of a uniformly, exponentially decaying
solution in the vicinity of the Maxwellian equilibrium with zero bulk velocity, with
the same temperature as that of the condensed phase, and whose pressure is the
saturating vapor pressure at the temperature of the interface. This problem has been
studied numerically by Y. Sone, K. Aoki and their collaborators—see section 2 of
(Bardos et al., J Stat Phys 124:275-300, 2006) for a detailed presentation of these
works. More recently Liu and Yu (Arch Ration Mech Anal 209:869-997,2013) have
proposed a mathematical strategy to handle problems of this type. In this paper, we
describe an alternative approach to one of their results obtained in collaboration with
Bernhoff (Arch Ration Mech Anal 240:51-98, 2021).

1 The Sone Half-Space Problem
with Condensation/Evaporation

Consider a monatomic, hard sphere gas filling the half space
R} :={(x,y,2) e R?s.t.z> 0},

on top of its condensed phase, filling the domain {(x, y,z) € R¥s.t.z < 0}. We
are concerned with the existence and uniqueness of a steady solution with slab
symmetry to the Boltzmann equation for the gas, assuming that the state of the gas at
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Fig. 1 Interface temperature T z
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infinity is a Maxwellian equilibrium with prescribed pressure poo, temperature 7o
and bulk velocity (0, 0, u), while the velocity distribution function of gas molecules
emitted towards the gas at the interface with the condensed phase is the centered
Maxwellian with the temperature T;, of the condensed phase at the interface, and
with pressure p,, equal to the saturating vapor pressure at the temperature 7,: see
Fig. 1.

The Boltzmann equation describing this situation takes the form

V0. F(z,v) = C(F)(z,v), z>0, veR3. (1)

The unknown is the velocity distribution function F = F(z, v) > 0, which depends
on the three components of the molecular velocity v = (vy, vy, v;) € R3, and on the
only height variable z > 0—this being precisely the assumption of “slab symmetry”
often used in the context of half-space problems. The Boltzmann collision integral
is given by the formula

C(F)(z,v) := //3 2(F(z, V)F(z,v,) — F(z, V) F(z, v))|(v — vy) - o|dvidw
R xS
(2)

(up to some unessential scaling factor involving the molecular radius), with the
notation

Vi=v—(v—1y) 0w, U =0kt (V— i) 0. 3)

The Boltzmann equation (1) is supplemented with “boundary” conditions as z —
+o00 and as z — 0. Henceforth, we shall use systematically the following notation
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for Maxwellians:

Mp,u,T(v) =

_vf+v§+(vz—u)2) . @

p
@m)32rsr2 P ( 2T

Notice that we consider only Maxwellians which are centered in the tangential
velocity variable v, and vy. In other words, the bulk velocity of all the Maxwellians
considered here is of the form (0, 0, u). Besides, we have chosen to use the pressure
p and temperature T, instead of the density and temperature as the thermodynamic
parameters in the definition of the Maxwellian.

At infinity, it is assumed that the solution of the Boltzmann equation (1)
converges to a Maxwellian equilibrium of the form

F(z,v) > Mp w1 (V) veR?, 7> +o00. 5)

On the other hand, it is assumed that, at the gas-liquid interface z = 0, the velocity
distribution function of gas molecules emitted in the direction of the gas is

F(0,v) = My, 01,1, veR?, v, >0. (6)

Typically, one chooses p,, to be the saturating vapor pressure at the temperature
T. Evaporation corresponds to solutions of (1)—(5)—(6) for which # > 0, while
condensation corresponds to solutions of the same equations with u < 0.

A natural question is to understand how many of the parameters poo, Too, Pw, Tw
and u can be chosen freely. Obvious scaling considerations show that the relevant
dimensionless parameters are the pressure ratio poo/pw, the temperature ratio
Too/ Ty and the (signed) Mach number at infinity —u/coo, Where coo = /5T0/3 is
the speed of sound at infinity. The numerical simulations conducted by Y. Sone,
K. Aoki and their collaborators from the Kyoto school suggest that there is a
dramatic change in the number of free parameters in this problem as u crosses
the values 0 and +c.. More precisely, the number of solvability conditions on
the parameters poo/pw, Too/ Tw, —lt/cxo for the existence (and uniqueness) of a
solution of the steady Boltzmann equation (1) satisfying the interface condition (6)
and the condition at infinity (5) are summarized in Table 1. The interested reader
is referred to section 2.1 in the survey paper [5] for a more complete description of
these compatibility conditions, taking into account the possibility of a tangential
bulk velocity—which is set to O throughout the present paper for the sake of
simplicity. The relevant original references to the numerous contributions of the
Kyoto school to this important problem are [1, 2, 23, 24, 26-30] and can be found
in the bibliography section of [5]. Otherwise, a complete description is provided in
chapters 6 and 7 of [25]—see especially section 6.1 in chapter 6, which deals with
the case of a plane interface as in the present paper. Other geometries (spherical or
cylindrical interfaces) are also treated in great detail in chapter 6 of [25].
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Table 1 Sone’s solvability conditions for the problem (1)-(6)—(5)

Normal velocity  Phase transition Solvability condition(s)

U > Coo Supersonic evaporation No solution

0<uc<cy Subsonic evaporation Poo/Pw = h1(u/coo) and T/ Ty = ho(u/cxo)
0>u>—cxo Subsonic condensation Poo/Pw = Fs(U/coos Too/ Tw)

U =—Cxo Sonic condensation DPoo/Pw = Fp(—1, Teo/Ty)

U < —Coo Supersonic condensation  poo/puw > Fp(it/coos Too/ Tw)

Some parts of this table (in particular the fact that solutions corresponding to
supersonic condensation cannot exist for arbitrarily small ps,/ py,) can be confirmed
by elementary computations based on conservation laws and the Boltzmann H
Theorem: see [9, 31].

From a mathematical point of view, this table indicates a change of dimension in
the set of solutions to the problem (1)—(6)—(5) as the Mach number at infinity u/coo
varies over the real line—assuming of course that the functions %1, ha, Fs and Fp
are of class C' at least, so that the equations in the right column of the table above
define bona fide differential manifolds. (Needless to say, the functions Ay, k2, Fj
and F;, are not known explicitly, but tabulated. One can therefore not hope to check
that these functions are of class C! by inspection.) It is natural to surmise that there
is some deep topological interpretation for this picture, yet to be fully understood.

2 Transition from Evaporation to Condensation

One of the difficulties in arriving at a complete mathematical justification of the
results reported in Table 1 is due to the global nature of the problem. In other words,
the solutions described in this table are in general not perturbations around some
well-known, explicit solution of the problem. There is however an obvious, but
important exception:

Pw =DPxos Tw=Tx, and u=0 = M,_ 4 1, is asolution of (1)=(6)—(5).

According to Theorem 5.1 in [5], the only nonnegative, classical solution of (1)
satisfying the conservation laws of mass, momentum and energy, and Boltzmann’s
H theorem, together with the condition (5) at infinity with # = 0 is the uniform
Maxwellian F(z, v) = M 0,7, (v), so that, with the notations used in Table 1,

hi(0) = h2(0) =1.
In the present paper, we seek to understand the situation described in Table 1 in the

vicinity of poo/pw = Too/Tyw = 1 and u = 0. This is a very interesting regime,
corresponding to the transition from evaporation to condensation. Table 1 suggests
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that the dimensionality of the set of solutions of (1)—(6)—(5) jumps from 1 to 2 as
u crosses the value 0. This transition has been studied in detail by means of formal
asymptotic analysis in chapter 7 of [25], especially in sections 7.1-7.2. Besides,
Sone’s discussion of the problem reported in chapter 6 of [25] makes it clear that
this is the only explicit exact solution of (1)—(6)—(5) around which one can hope to
study the problem by perturbation arguments.

Sone’s asymptotic analysis of the transition from evaporation to condensation in
chapter 7 suggests that the sudden change of dimension of the set of solutions of
(1)—(6)—(5) comes from the existence, for u < 0 and |u| <K cso of a slowly varying
solution, specifically of a solution which is a function of the slow variable |u|z/coo-
This solution is a local Maxwellian up to the first order in the small parameter
|u]/coo, With constant pressure and normal velocity fields, and with a temperature
field of the form

where b > 0 is a constant and ¢ € R a free parameter. Clearly e”*¢ — 400 as
z — ooif u > 0, so that the only admissible solution in this case is a = 0. However,
ifu < 0, the term ae?* — 0 as z — 400, so that the first order temperature field
above remains bounded (and even converges to the constant T, as z — +00). Then
these asymptotic solutions are corrected by a rapidly varying boundary layer term,
which decays exponentially fast as z — +oo. The analysis with the temperature
correction presented here explains the jump in dimensionality across ¥ = 0 in the
set of solutions of (1)-(6)—(5): indeed, the free parameter a in the case u < 0, i.e.
in the case of condensation, accounts for the extra degree of freedom in the set of
solutions of (1)—(6)-(5).

In other words, if one eliminates the slowly varying component in solutions of
(1)-(6)—(5) for u < 0, i.e. in the case of condensation, and for |u| < 1, one can
hope that the evaporation curve given by the parametric representation

Poo/Pw = h1(u/ceo) and  Too/ Ty = ha(u/coo)
for 0 < u < coo extends in a curve drawn on the condensation surface of equation
Poo/Pw = Fs(/coos Too/ Tw)
for 0 < —u < cxo. This curve corresponds to solutions of (1)—(6)—(5) foru < 0

which decay exponentially fast as z — oo, uniformly as u — 07, i.e. near the edge
of the condensation surface.
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3 Perturbation Setting and Main Result

Our purpose is to investigate the diagram represented on Fig.2 in the vicinity of

the point where the evaporation curve C meets the condensation surface S, which
corresponds to

Pw = Poo, Tw=Tx, and u=0.

Throughout the present paper, we shall operate under the following smallness
assumption:

T
‘p”—1‘+ " +‘°°—1<<1. )
Pw Coo Ty
Without loss of generality, we henceforth set
pOO = TOO = 1 ’
pm / PW
Evaporation
slowly
unifor[n decay varying
\‘\\ - solutions
\ 1| f=
c |\ S
0
! -ulc,,
Condensation

Too! Tw

Fig. 2 The blue, evaporation curve C of parametric equation peo/py = h1(U/cx0) and Too/ Ty
hy(u/c) extends in a curve drawn on the condensation surface S of equation poo/py =
Fs(/co0, Too/ Ty)- This blue curve drawn on the surface S corresponds to parameters for which
the problem (1)—(6)—(5) has a solution which decays exponentially fast as z — 400, uniformly in
u as u — 07 . One possible line of investigation for future work could be to perturb the solution
corresponding to the parameters on the blue curve by a slowly varying mode on the condensation
surface S. It is expected that one could obtain in this way a piece of the surface S represented
by the red cusp. Most likely, the size of the domain in the set of parameters for which a solution
of (1)—(6)—(5) can be constructed by such a perturbation argument from a point on the extended
blue curve will shrink as this point approaches the edge of the condensation surface S. This is
represented on this diagram by the red disks of diminishing radius whose envelope is precisely the
red cusp. This part of the picture, however, remains to be confirmed
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and introduce the notation
M = M1

for the centered, reduced Gaussian distribution. Henceforth, it will be especially
convenient to shift the velocity variable by u (the bulk velocity at infinity) and to
use the velocity variable

E:=v—-(0,0,u)

instead of the original variable v € R3. In this way, the normal distribution M is the
equilibrium state at infinity, and the distribution function will be sought in the form
of a perturbation of the state at infinity, i.e.

F(z,v) =ME)(1 + f(z,8)).

In these new variables, and with this new unknown function, the half-space
problem (1)-(6)—(5) becomes

& +wd, f(z,v) + Lf(z,86) = Qf)(z, &), >0, £ R,
S(0,8) = f(§) for&, > —u, (8)
f(z, &) —> 0 as z — +oo,

where

Lf:=—-M'DC(M)- (Mf), Q(f) =M lcwy).

Translations in the velocity variables in all directions parallel to the gas-liquid
interface are much less important for this problem than in the direction orthogonal
to that interface. For this reason, we shall discuss in the present paper only the case
where the boundary data f, is an even function of (§x, &), and, accordingly, seek
the unknown distribution function fluctuation f in the form

f(z, &, éfya &) = f(z, =&, _Sya &).

Our main result on this problem is summarized in the following theorem. This
result—and all the work reported in the present paper—has been obtained in
collaboration with N. Bernhoff, and is discussed in detail in our joint paper [6].

Theorem 1 There exists constants €, y*, E, R > 0 such that, for each boundary
data fp = f(&) which is even in &, &, and satisfies

I+ 15D VM fille <€
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and for each u s.t. 0 < |u| < R, the half-space problem (8) has a solution f, =
f(z, &) which is even in &, &y and satisfies the uniform decay bound

1L+ 1ED*VM fuz g < Ee ™7

forall0 <y < y* ifand only if

/ & + OV WIERLF ) MENE =0,
R3

©)
/R (& WDl ERHIOMEdE =0,

In these compatibility conditions, the functions Y j[u] and R, fp] are defined below,
in (16) and (18) respectively.

It remains to check that Sone’s original problem is solved by the theorem above.
Indeed, Sone’s boundary data

F(0,v) = M,, 0,1, )
or, equivalently

MEA + fp(8) = Mp, —u.1, &),
satisfy the assumptions of our main theorem above. Observe indeed that

M, _
0<Ty <2 = sup P M’T“'(g)—>0as|§|—>oo.

0<putlul=c  VM(£)

Therefore, provided that the smallness condition (7) is satisfied,
M Pw ,—U, Ly :
fo®) ="t — 1 satisties [|(1+ ED VM fill Lz <€,

so that such an fj, is an example of boundary data to which the main theorem above
applies.

Theorem 1 shows that the three-parameter family of Sone’s boundary data must
satisfy the two compatibility conditions (9) in order for the solution f, of the half-
space problem (8) to vanish at infinity exponentially fast uniformly in 0 < |u| < €.

Notice however that Theorem 1 does not guarantee that these two compatibility
conditions are C! functions of (pw, —u, Ty), and that their differentials at (1, 0, 1)
are linearly independent. Therefore, we cannot apply the implicit function theorem
to deduce that applying the two compatibility conditions (9) to the Sone boundary
data

Fol®) =" 1
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results in a bona fide C' curve in the three-dimensional set of parameters

{(Pw/Poos —t/coo, Tw/Teo) St Pw, Poos Tw, Too > 0, u € R}.

There is however one suggestive remark on the tangent line to this “curve” at the
point (pw/Poos —U/Coo0s T/ Too) = (1,0, 1). Assume that the solution (8) whose
existence and uniqueness is predicted by Theorem 1 is a C' function of u near
u = 0. Differentiating formally in « at u = 0 in the problem (8), and observing that

f 0= 0 according to Theorem 5.1 in [5] suggests that
u=
df df 3
= R
go. ) | _co+sl| co=o. >0, £ R,
df _ de dTw 1 2
o= e+ LaeP -5  fore >0,
d
/ (z,§) = 0 asz — +00.
du lu=0

Bardos et al. [4] have proved that for each boundary data

gr = gp(§) = gp(&x, Sya &)

in the space L>(R3; (1 + |£])MdE¥) that is even in the variables &, &y, the linear
half-space problem

£.0.8(z,6) + Lg(z,6) =0, z>0, £ R,

/R} §.gMd§ =0, g(0,§) = gp(§) for§; >0,

has a unique solution g = g(z, &) € L>®((0, +00); L>(R3; (1 + |&)Md§)). This
solution satisfies

8(z. &) = Ailg] + Aalgp]y (€1 —=3)  asz— oo,

where A, A, are continuous linear functionals on L2(R3; (1 + |&|)Md§). Assum-
ing, as in Sone’s Table 1, that our compatibility conditions are of the form

Pw/Poo =h1(u/co) , and Ty/Teo = hao(u/cxo),

and deriving formally in u near O suggests that

R0 = =3 (Ale]+ Aale]) . ha(©) = — /3 AslE].
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If one could prove somehow that the solution f whose existence and uniqueness
is granted by Theorem 1 is a C! function of u near u = 0 in some appropriate
functional setting, one could hope to conclude that the two compatibility conditions
obtained in Theorem 1 define indeed a C! curve near the point (1, 0, 1) in the set of
parameters

{(Pw/Poos —t/Coo, Tw/Txo) St Pw, Poos Tw, Too > 0, u € R}.

by the implicit function theorem. To the best of our knowledge, this remains at
present an open problem.

4 Comparison with Previous Results

We shall in this section discuss the differences and similarities between our
Theorem 1, and earlier, related results in the literature.

First, the result obtained in [4] is a special case of the following, more general
one. Foreach p, T > 0 and u € R, denote

Lpurf ==M 1 DCMpu1) Mpu1f),

where
DC(F) -G = d C(F +6G)
T de 6=0

designates the Gateaux derivative of the Boltzmann collision integral C at F in the
direction G. In accordance with the notation used earlier in this paper, L = Ly 0,1.
Consider the half-space problem for the Boltzmann equation linearized at M, ,, 7

v:0:h(z, v) + LpuTh(z,0) =0, z>0, veR?,
h(0,v) = hp(v) forv, > 0, (10)
h(z,v) > 0 as 7 — +00.

It is assumed that h, € L*R3; (1 + [vDMp u,7dv), and is even in vy, vy.
Cercignagni had conjectured in [12] the existence and uniqueness of an even in
vy, Uy solution 4 of the problem above in L2((0, +00); L2(R3; (1 +vDMp ., 7dv))
if and only if h; satisfies N linear compatibility conditions, where N is given in
Table 2.
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Table 2 Cercignani’s

“ > Normal velocity Number N of solvability conditions
solvability conditions for the

problem (10). Here c=u 3
¢ := /5T /3 is the speed of O<u<c 2
sound for the Maxwellian —c<u<0 1
state M, .1 U< —c 0

Equivalently, NV is the maximum dimension of a subspace of KerL, ;, 7 on which
the quadratic form

KerLyur 38 /3 vzg(v)sz,u,T(v)dv
R

is nonnegative, which is easily seen to be

#({u —c,u,u+c}NRy) whereczz\/gT.

Cercignagni’s conjecture has been completely proved in [14] (see [3] for a partial
result on a much simpler relaxation model of the Boltzmann equation).

Obviously, N increases from 1 to 2 as u increases across 0 (in other words, at the
transition between evaporation and condensation), exactly as in Sone’s Table 1.

Later, S. Ukai, T. Yang and S.-H. Yu studied a weakly nonlinear variant of the
Cercignani’s conjecture proved in [14]. They consider the half-space problem (8),
and study S[u], the set of boundary data f; which are even in &, &, and such that
f»/~/M is rapidly decaying in ||, and such that the problem (8) has a solution. One
can think of S[u] as the stable manifold of f = 0 for the half-space equation (8),
viewed as an evolution problem in the variable z.

Of course f = 0 € S[u] for all u. For u # 0, 4+./5/3, S. Ukai, T. Yang and
S.-H. Yu prove in [32] that S[u] is, locally near 0, a C !_manifold of codimension N.
How to treat the degenerate cases u € {0, +4/5/3} is explained in [15].

Yet, however interesting, this result does not solve Sone’s original problem,
except in the obvious case u = 0, dealt with more completely, without any smallness
assumption in Theorem 5.1 of [5]. Indeed, as u — 0, the local stable manifold S[u]
constructed in [32] may shrink near O to the point that it may fail to contain Sone’s
boundary data

Fo€) o= Mot 1.

More recently, T.-P. Liu and S.-H. Yu [18] have studied Sone’s problem from a
stability point of view, obtaining solutions to the steady Boltzmann equation as long
time limits of solutions to the evolution Boltzmann equation. Their paper is based
on rather involved central manifold arguments, together with their previous work on
the structure of the Green function for the linearized Boltzmann equation [17]. They
obtain in this way a complete picture of the half-space problem with phase transition
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at the boundary, which corroborates the very precise numerical exploration of the
set of parameters conducted by Sone, Aoki and their collaborators in Kyoto in the
1980s-1990s.

As mentioned above (in the abstract and before the statement of Theorem 1),
the present paper is a survey of the results obtained in the joint article [6] with N.
Bernhoff. Our main results in this work, reported here in Theorem 1, correspond
to cases 2 and 4 in Theorem 28 of [18]. Of course, the proofs of cases 2 and 4 in
Theorem 28 of [18] are only sketched, but should follow from the general strategy
presented in that paper. At variance with the argument presented in [18], our proof
is self-contained and based on rather standard energy estimates, instead of the much
more involved theory of Green functions.

Perhaps the novel element in our work lies in the combination of two earlier
techniques: (a) the Ukai-Yang-Yu penalization technique, and (b) the much older
Nicolaenko-Thurber theory of the generalized eigenvalue problem for the linearized
Boltzmann collision integral, which we believe had not been used in the context of
half-space problems until now.

S The Nicolaenko-Thurber Generalized Eigenvalue Problem

We henceforth consider the Hilbert space

9= {f € L*(R* Mdé) such that f (&, &y, &) = f(—&x, —&y, &) forae. & € RY).

For each ¢ € L'(R3; Md§&), we set

(9) = /RsMS)M(S)dé-

The Generalized Eigenvalue Problem
For each real u near 0, find ¢, € $ N Dom(L) such that

(GEP) Lou(§) = w5z + W)u (& +u)py) = —u.

Our main result on this problem is summarized in the next proposition.

Proposition 1 There exists r > 0 and a real-analytic map
(_rv r) Su > (TM7 ¢M) € R x (‘6 ﬂDom(L))
of solutions to the generalized eigenvalue problem (GEP) such that

ut, <0 forallu € (—r,r).



Half-Space Problem with Phase Transition for the Boltzmann Equation 195

In particular
T, = Uty + 0(u2) withty < 0.
Moreover, for each s > 0, one has

sup [|(1+ §)* VMl < C5 < 00.

lul<r

Here is a good reason for studying the generalized eigenvalue problem (GEP)
in connection with the transition between evaporation and condensation in Sone’s
half-space problem for the Boltzmann equation. Define

Dy(z,8) = eiruzd)u &)

where ¢, is the solution of (GEP) provided by the proposition above. Observe that
®,, satisfies

&, +u)o, @,(z, ) + LP(z,6) =0.
Besides

0<—u<1l = &,(z,8) = O(exp(—,|ulltolz)) > 0 asz — +oo,

0<+4u <1 = exp(hultplz) = O(Pu(z,8)) > +00  asz — +00.

This shows that the Nicolaenko-Thurber generalized eigenvalue problem (GEP)
provides us with a smooth branch of slowly varying (i.e. depending on the slow
variable { = |u|z for u near 0) solutions to the linearized Boltzmann equation,
depending smoothly on u, and admissible only for # < O (i.e. in the condensation
case). Indeed, it is only for # < 0 that these slowly varying solutions are bounded
as z = +o0.

The proof of the Proposition 1 can be obtained by following the method sketched
in [21], where the generalized eigenvalue problem is solved in the vicinity of the
sonic speed.! Instead of following the careful description of the zeros of some
appropriate Fredholm determinant as in [21], one can apply instead the Kato theory
of holomophic families of unbounded self-adjoint operators to

L(z) =L —z& .

1 The possibility of extending the Nicolaenko-Thurber theory to the case |u| << 1 was mentioned
to me by Prof. Nicolaenko in the late 1990s during one of my visits to his department at Arizona
State University in Phoenix.
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See the discussion in §3, section 1 of chapter VII in [16] (especially the penultimate
paragraph on p. 386). Proceeding in this way, we obtain ut, as a usual eigenvalue
A(ty) of L(ty,), so that one needs in the end to use the Open Mapping Theorem from
complex analysis in order to invert the relation ut, = Ag(z,). See section 3 of [6]
for a complete write-up of this argument.

6 Sketch of the Proof of Theorem 1

Before embarking on the proof of Theorem 1, we need some preparations.

6.1 The Linearized Collision Integral

First, we recall a few basic, but important facts about the linearized collision
integral.

Lemma 1 (Hilbert, 1912) The linearized collision integral L is an unbounded
self-adjoint, nonnegative and Fredholm operator on L>(R3; Md§), with

Dom £ = L2(R%; (1 + |E)MdE) and (Ker £) N $ = span {1, &, |E2}.

This lemma is standard material in the theory of the Boltzmann equation: see for
instance Theorem 7.2.1 in chapter 7, section 2 of [13].
One easily checks that the following functions :

_ &% £ V158, Xo = €12 =5
J30 V10

form an $)-orthonormal basis of (Ker £) N ), which is orthogonal for the bilinear
functional on Dom £:

X+

(@.¥) = (§:09).
Moreover
X3 =+/5/3, (&XH=0.

Since L is a nonnegative, self-adjoint Fredholm operator on L2(R3; MdE), there
exists Agp > O such that L satisfies the following spectral gap inequality

g € Dom £ N (Ker £)* = (gLg) > ho(g?).
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This inequality is not sufficient for a priori estimates on (8). In their work, C. Bardos,
R. Caflisch and B. Nicolaenko [4] have improved it into the following weighted
spectral gap inequality.

Bardos-Caflisch-Nicolaenko Weighted Spectral Gap Inequality
There exists kg > 0 such that

g € Dom £ N (Ker £)* = (gLg) > o((1 + [£])g?) .

6.2 Lyapunov-Schmidt Reduction

In view of the role of slowly varying solutions in the half-space problem (8) for the
Boltzmann equation, we must seek a way to filter out the slowly varying component
of solutions to (8) in the condensation case 0 < —u << 1. One way of doing this
is by using a Lyapunov-Schmidt reduction—a tool often used in connection with
bifurcation problems, and which appears for instance in the work of B. Nicolaenko
and his collaborators on the shock profile problem for the Boltzmann equation: see
[11,19-21].

With the solution ¢, to the generalized eigenvalue problem obtained in Proposi-
tion 1, we construct the following pair of projections, in complete analogy with the
procedure described in [11]:

pug = — (& + W) Vug)du P,g :=—(Yug)& +u)p,,
with the notation

¢u_¢0.

u

Yy =

Lemma 2 The linear maps p, and P, introduced above, are bounded operators on
9, and satisfy the following properties:

(a) both p, and P, are projections on %, i.e.
Pizpu, PizPu, rank p, = rank P, = 1;
(b) one has
Ran P, C (KerL)™;
(c) foreach g € Dom L, one has

P, (& +ug) = (& +upug;
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(d) foreach g € N Dom L, one has
& +ug LIEP -5 = Pu(Ly) = L(Pug)-

Here is how the Lyapunov-Schmidt reduction is applied to the half-space
problem (8). Let f = f(z, &) solve the linear half-space problem with source

& +u)d. f(z,v) + Lf(z,8) = 0z, §), >0, £ €R’,
f0,8) = fp(§) for& > —u, (11)
f(z,6)—>0 as 7 — +00.

The Lyapunov-Schmidt reduction consists in splitting f(z, -) into its images
by p, and I — p,. The result of this procedure is summarized in the following
proposition; see [6] for a detailed proof.

Proposition 2 Assume that 0 < |u| < r and that, for some y > max(ty, 0),
72 Q € L™((0, +00); § N (Ker £)T)
while
e’* f € L=((0, +00); 9) .
Then f is of the form f = g(x, ) — h(x)$u () with

8z ) =U=-p)f(z), and h@)py =—-puf(z, ),

and
Eu)dg(z )+ Lo ) =(I—P)O(.E).  EeR, 250,
(E + W Yug(z,)) = 0, 250,
lim g(z,§) =0, §eR’,
h<z>=—/ ¢ (4 0) (a4 )dy 2> 0.
0

12)
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6.3 Adapting the Ukai-Yang-Yu Penalization Method

With the material prepared in the previous sections, we are ready to explain how
the Ukai-Yang-Yu penalization method introduced in [32] can be used to handle the
half-space problem (8).

Along with the non self-adjoint projections p, and P,, it will be convenient to
use the following rank-one, self-adjoint projections:

Mig:=(gX+)X+, Tlog:=(gX0)Xo, and II:=TI14 4 I1p+ II_.
Observe that, if g € L>®((0, +00); $ N Dom L)) satisfies

E+uw)dg+Lg=U-P)O, and  lim g =0,

with O € L ((0, +00); (Ker £)1), then

I((§; +u)g) =0.

Hence, under the assumptions of, and with the notations used in Proposition 2,
the function

g}/ (Za S) = eVZg(Z’ S)

is a solution to the penalized problem

(6 +u)0:8y(2,8) + L8y (2,6) = (I —Pu)e"* 0(z,§)

for all , B, y > 0, where the penalized collision integral is defined by the formula?

LPg = Lg+alli((§; +u)g) + Bpug — v (& +u)g.

2 During the meeting Prof. Schmeiser kindly reminded me that a somewhat reminiscent penal-
ization of the linearized collision integral had been used in the paper [11], which predates the
introduction of the penalization method in [32]. See the definition of the operator denoted M in
formula (3.39) of [11], and Proposition 3.3 on p. 171 in the same reference. However, the idea of
penalizing the collision integral is used quite differently in [11] and [32]. That the penalization
method of [32] escaped the notice of the authors of the first fundamental contribution [4] to the
theory of the half-space problem for the Boltzmann equation, who were obviously aware of its
importance in the shock profile problem treated in [11], says a lot about the originality and depth
of the ideas in [32].
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Conversely, if g, solves the penalized problem for some o, 8, y > 0, then

(& +u)Xigy) (G: +u)Xygy)
dz (62 +wXogy) | + (Au =y D | (:+wXogy) | =0,
(G +wYugy) (& +u)Yugy)

where we have denoted

o 0 —up(YuXy)
Ay = 0 0 _ﬁ<¢uX0>

a(VuXy) w/u o T—B(Yudu)
One of the key ingredients in the proof of Theorem 1 is the following description

of the spectrum of the matrix A,.
First, we observe that u +— A, is real-analytic for |u| < r, and that

det(Ag — A1) = (a — (A — (o Xo)x + T0PB) .

Hence there exists v’ € (0, r) so that, for |u| < r’, the matrix A, has 3 simple real
eigenvalues which are real-analytic functions of u and satisfy the ordering

M) > Aa(m) >0 > A3(u),
and more precisely, the uniform inequality:

inf Ax(u) >0> sup Az(u). (13)

O<lul<r’ 0<lul<r'

Henceforth, we denote by u + (I1(u), l2(u),[3(u)) a real-analytic basis of
eigenvectors of 3{5 for |u| < r/, such that

ATLw) = 2j@)lj@), j=1,23.

See [6] for the missing details.

6.4 A Strategy for Proving Theorem 1

With the preparations described above, we can now explain how the proof of
Theorem 1 unfolds. It involves four main steps as indicated below.
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6.4.1 Step 1: Defining a Penalized Collision Operator

Our first task is to choose the penalization parameters «, 8, y so that the penalized
collision integral L7 satisfies the Bardos-Caflisch-Nicolaenko weighted spectral gap
inequality uniformly in |u| << 1. Specifically, we prove the following lemma.

Lemma 3 There exists R, ', k1 > 0 such that, whenever 0 < o = =2y < 2T
and |u| < R, the penalized linearized collision integral

LPg:=Lg+all (5, +u)g) + Bpug — v (& +u)g
satisfies
g€ Dom LYNH = (gLPg) > r1((1 + [EDg?) .

How to fit the parameters «, 8, y in order to obtain the weighted positivity
property in the lemma above is done by inspection, and involves some tedious
manipulations. However, these computations are rather elementary, and do not
require knowing more than the Bardos-Caflisch-Nicolaenko spectral gap inequality
recalled above. The argument follows [32] and [15]; see [6] for a complete proof.

The key point in connection with this lemma is that the uniform in |u| < R,
weighted spectral gap constant 1 is related both to the exponential decay rate y and
to the “norm of the inverse” of (§; +u)d; + L7, the penalized linearized Boltzmann
operator.

6.4.2 Step 2: Solving the Linearized, Penalized Half-Space Problem

This section and the next are based on the usual energy method for the penalized
half-space problem: see for instance [15] for a detailed description of the method,
which parallels the proof in [6]. The interested reader is referred to the latter
reference for a complete write-up—which is rather lengthy, but without remarkable
difference from earlier results, such as [32] or [15]. The only difference with these
earlier references is the uniformity in |u| << 1 of the estimates so obtained, which
must be checked carefully—and ultimately depends on the result of Step 1.
With @ = 8 =2y > 0 chosen as in Lemma 3, solve for g, , the problem

(6 +1w)d.8uy (2, 6) + LPguy(z,6) =" (I —P)Q(z,6), z>0, £€R’,

8u.y(0,8) = gp(&), & 4+u>0.
(14)
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More precisely, we solve this problem successively

(i) in L2((0, +00), HNDom L) by using some variant of the Riesz representation
theorem, then
(i) in L2((1 4 |E])MdE&; L°°(0, +00)), by using the integral equation as in [14] to
“improve” the bound on the z-dependence? from L? to L, and finally
(iii) in (14+]€))73M~1/2L>®((0, 400) xR3) by using Grad’s decay estimates for the
gain part of the linearized collision integral, which can be found for instance
in [10].

The key point in this step is that, by filtering out the slowly varying component
of the solution, i.e. by looking at g, , instead of f, one manages to prove that the
linear solution map

(gha Q) i gu,V

is bounded uniformly in u for |u| < R. This uniformity will be crucial in the next

step.

6.4.3 Step 3: Solving the Nonlinear, Penalized Half-Space Problem

Apply the standard fixed point theorem, replacing the source term Q in (14) with
Q(e_”gu,y - E_Vzhu,y%) >

and keeping in mind that
o
hu,y(z) = _E_VZ/ e(fu—Zy)y(qu(gu’y - hu,yd)u))(z +y)dy.
0

With the resulting fixed point (gu,y , hu,y ), We construct the function

(28 > fu(z,8) 1= €7 (guy (2,8) — huy (D)pu())

3 One should pay attention to the fact that the appropriate function space used in this argument is
an anisotropic, or mixed Lebesgue space of the form L2(LZ°°), and not LZ"O(Lg). That Lg(Lgo) is
the function space of interest for this type of problem has been known for a long time—for instance
it was already used in [14].
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which is a solution of the problem

(& +wd, fu + Lfu + @l (& +u) fu) + Bpufu =Qfu),  E€R?, 250,

fu(0,8) = f,(&), £ 4+u>0,
lim  fu(z,€) =0, EcR3.
z—> 400

15)

Specifically, we prove the existence of € > 0 such that, for each f, = f,(£), even
in &, &, and satisfying the bound

I+ 15D VM fill Loy < €.
the problem (15) has a unique solution such that
1+ &)’ VM| fu(z. 6)] < O(€)e™*

for all u such that |u| < r”, where 0 < r” < inf(r/, R) is a small enough positive
number.

The key point in this step is that the uniform in # bound on the linear solution
operator obtained in Step 2 implies that the nonlinear solution operator is well
defined on a small neighborhood of the origin whose size is uniform in u for |u| < R.
All the constructions in the previous sections, especially the Lyapunov-Schmidt
reduction in Sect. 6.2, based on the resolution of the generalized eigenvalue problem
(GEP), and the resulting modification in the penalization method, i.e. introducing
the projection p,, in the definition of L7, are aimed at obtaining this uniformity. In
this way, we avoid the objection reported in Sect. 4 against using the result in [32]
on Sone’s half-space problem with evaporation or condensation at the gas-liquid
interface.

6.4.4 Step 4: Removing the Penalization

At the end of Step 3, we have solved the nonlinear, penalized half-space problem
(15) for all small enough boundary data f;,. The solution f, decays exponentially
fast to 0 as z tends to infinity, and the exponential decay rate y is uniform in u
for |u| << 1. While the uniform in u# exponential decay was one of our goals, we
have not yet solved the original problem (8), which is the physically relevant one.
In other words, we still have to remove the penalization in order to arrive at a proof
of Theorem 1.

The origin of the compatibility conditions in Theorem 1 is to be found precisely
in this part of the procedure. Since these compatibility conditions are at the core
of the main result in this paper, we shall describe in full detail how to remove the
penalization, and how this leads to the compatibility conditions in Theorem 1.
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This is done as follows. Choose y so that

0 <y < min (I‘, inf Ag(u)) ,

O<|u|<r’
where I' > 0 appeared in Lemma 3, and where we have used one of the uniform

inequalities in (13).
Set

Yilul(§) = 1)1 X1 (§) +1;w)2Xo(&) +1j(u)3vu(8), l=j=3, (16

where [ (u)y is the k-th component of the eigenvector /; (u) of Aw)T.

Lemma4 If g, € L*°((0, +00); $ N Dom L) solves the penalized problem (14),
then

Mgy =Pugy =0 <= (E+wYjlulg)| =0 forj=1.2.

Proof Observe that, for j = 1,2, 3, one has
d Y; =l; d X
dZ((Ez +uw)Y;lulg,(z,-) = /(u)ldz<(§z +u)Xigy(z,))
d
+1; (u)zdZ (& +u)Xogy (z,°))

d
+1j (u)3dz ((&z + W) ugy (z,4))

(& +uw)X1g,(z,0)
=L A~ yD | (5. +1)X0gy(z, ) | -
(&, + ”)I/fugy (z,)

By definition of /; (1), one has

d (&, + ”)X+gy(za )
dz (. +wY;lulgy(z,)) = — @) — LT | (& +u)Xogy (2, )
(& +uwYugy(z, )

=— (@) —y)((E +u)Y;lulgy (2. ),

so that

(&, +w)Y;lulgy (z, ) = e~ XMW (g, 4 w)Y;[ulgy (0, ). (17)
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By the second uniform inequality in (13), one has A3(u) < y < 0for0 < |u| <
r”. Since

gy € L¥((0, +00); H NDom £) = ((& +u)Y;[ulgy(z,-)) € L(0, +00),
the equality (17) for j = 3 implies that
((6; + wY3[ulgy(z,)) =0 forallz>0 and O <|ul <r”.
On the other hand, our choice of y implies that
Aju)y—y >0 forallj=1,2 and O0< |u|l <r",
so that (17) for j = 1, 2 implies that ((§;, +u)Y;[ulg,) € L*°(0, +-00), without any
restriction on the values of ((§; +u)Y;[ulg, (0, -)).
If one assumes that ((§; + u)Y;[ulg, (0, -)) = 0for j =1, 2, then
(6 +w)Y;jlulgy(z,)) =0 forall j =1,2,3, allz>0, andall0 < |u| <r".
Since the eigenvectors /1 (1), I>(u), [3(u) are linearly independent, this implies that

(&, + ”)X+gy(za ) = (G + M)Xogy(z, ) = (. + ”)‘/fugy(za ) =0

for all z > 0, which implies in turn that [1, g, = p,g, = 0.
Conversely, if [T g, = pugy = 0, then

(6 +u)d.gy +Lgy — v +uwg, =U-P)O,

so that
d
dz (G +u)Xogy) = y{(&; +u)Xogy),
and hence
(& +u)Xogy(z,7)) = e’ (& + M)Xog)/(oa ).
Since

gy € L%((0, +00); H NDom L) = ((& +u)Xogy) € L7((0, +00)),
we conclude from the equality above and the fact that y > 0 that

(6, +u)Xogy(z,)) =0 forallz>0.
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With I, g, = pug, = 0, this implies that
(5, +w)Y;lulgy(z,)) =0 foralll < j <3andallz>0.

In fact, as mentioned above, this equality is obvious for j = 3. In any case, it holds
for j = 1, 2, and this completes the proof of the lemma. O

With Lemma 4, it is easy to conclude the proof of Theorem 1. Starting from the
solution f,, of (15) obtained in Step 3, we define

Suy(@ )= —p) fulz,),  z2>0,

and we set
Rul f51¢E) = guy (0, ) = (I — pu) fu(0, ) . (18)

Since fu solves (15), the function g, , solves (14), with Q(z,§) := Q(fu)(z, &).
According to Lemma 4, one can remove the penalization in (15) if and only if

0= (& +uwY;lulgy (0, ) = (& +w)Y;[ulRulfp])

for j = 1,2, which are precisely the compatibility conditions in Theorem 1.
The interested reader is referred to [6] for a complete proof.

7 Conclusion

We have proved that, near the stationary (o = 0) equilibrium Maxwellian state
with Too = Ty, and ps = pu, there exists a unique branch of solutions to Sone’s
half-space problem with uniform in u, exponential decay far away from the liquid-
gas interface

This branch of solutions extends the evaporation curve into the condensation
surface in Sone’s diagram, denoted S on Fig. 2. In other words, it is defined in the
space of parameters

(Poo/ Pws —1/Co0s Too/ Tw)

by the same two compatibility conditions which define admissible parameters in the
evaporation case, i.e.

Poo/Pw = h1(u/coo) , Too/Tw = ha(u/coo) ,

where the functions &1, hy are extended to u < 0 with |u| < 1.
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Our analysis is based on a perturbative argument for the steady Boltzmann
equation and fails to establish positivity of the solution—exactly as in the treatment
of the weak shock profile problem by B. Nicolaenko and his collaborators [11, 19—
21]. However, it should be possible to remove this difficulty by using the Liu-Yu
stability technique described in [18].

There are several open problems in connection with the result presented here in
Theorem 1.

First, we have assumed everywhere in the paper that the bulk velocity at infinity
is (0, 0, u), in other words, that it is normal to the liquid-gas interface. One should
consider the more general situation where the bulk velocity at infinity has a nonzero
component tangential to the liquid-gas interface. In other words, one should consider
the same half-space problem (8) without seeking the solution f(z, -) in the space $
of functions which are even in &y, &,. Since the tangential component of the bulk
velocity at infinity does not appear in the streaming operator (§; + u)9d,, including
it in the discussion is not expected to lead to serious mathematical difficulties.

More serious mathematical difficulties are expected to be met if one seeks to
recover Sone’s condensation surface (denoted S on Fig. 2). Indeed, at this point, one
must face the obviously challenging problem of handling a change in the topology
(specifically, in the dimensionality, which is expected to jump from 1 to 2) of the set
of solutions to the half-space problem as u# decreases across the value 0.

One possibility for handling this problem could be to perturb about a solution
of the half-space problem corresponding to parameters (poo/ Pw, —U/Coos Too/ Tw)
lying on the extension of the evaporation curve C on the condensation surface
S obtained in the present paper. One can expect that the maximal size of the
perturbation for which the existence and uniqueness of a solution including a
nontrivial slowly varying component can be proved by a standard fixed point method
will vanish as one approaches the edge of the condensation surface S. The part of the
condensation surface S which one could hope to obtain in this way is represented
as a red cusp on Fig.2. Since this cusp intersects the edge of S only at the only
point corresponding to the temperature and pressure ratio poo/puw = Too/Tw = 1,
in other words to the trivial solution F = M, o,1,,, this problem might be tractable
with the tools discussed in the present paper.

Finally, there obviously remains the issue of justifying completely the picture
in Table 1 for all # € R, in other words, in nonperturbative regimes. While the
work of T.-P. Liu and S.-H. Yu [18] provides us with a strategy to do so, it would
certainly be interesting to investigate other approaches to this problem—or to the
related shock profile problem for the Boltzmann equation without restriction on
the shock strength. Topological methods in the style of those described in Part IV
of [22] could perhaps be of some help in both problem. The work of A. Bobylev
and N. Bernhoff [8] on shock profiles and half-space problems for discrete velocity
models of the Boltzmann equation suggests that something along these lines could
be attempted on the Boltzmann equation itself.
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Abstract Kinetic equations of Vlasov type are in widespread use as models
in plasma physics. A well known example is the Vlasov-Poisson system for
collisionless, unmagnetised plasma. In these notes, we discuss recent progress on
the quasineutral limit in which the Debye length of the plasma tends to zero,
an approximation widely assumed in applications. The models formally obtained
from Vlasov-Poisson systems in this limit can be seen as kinetic formulations of
the Euler equations. However, rigorous results on this limit typically require a
structural or strong regularity condition. Here we present recent results for a variant
of the Vlasov-Poisson system, modelling ions in a regime of massless electrons.
We discuss the quasineutral limit from this system to the kinetic isothermal Euler
system, in a setting with rough initial data. Then, we consider the connection
between the quasineutral limit and the problem of deriving these models from
particle systems. We begin by presenting a recent result on the derivation of the
Vlasov-Poisson system with massless electrons from a system of extended charges.
Finally, we discuss a combined limit in which the kinetic isothermal Euler system
is derived.
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1 Introduction

Plasma is a state of matter consisting of an ionised gas, formed by the dissociation
of a neutral gas under the influence of, for example, high temperatures or a strong
magnetic field. Various mathematical models are available to describe plasma,
corresponding to different physical regimes (such as typical length and time scales).
Here we will focus on systems of Vlasov-Poisson type, which are kinetic equations
describing dilute, collisionless, weakly magnetised plasmas.

The charged particles in a plasma typically fall into two distinguished types:
electrons and positively charged ions. The respective masses of these two species
differ significantly—note that the proton-to-electron mass ratio is of order 103 [8].
The result is a separation between the relevant timescales of evolution for the two
species. As a consequence, it is a reasonable approximation to model the two species
to some extent separately, and moreover the two species require different models.

The best known version of the Vlasov-Poisson system is a kinetic model for
the electrons in a plasma, evolving in a background of ions that are assumed to
be stationary. This approximation is justified by the aforementioned separation
of timescales. For simplicity we leave aside the issue of boundary conditions by
discussing the system posed on the d-dimensional flat torus T¢, which reads as
follows:

f+v-Vif +E-Vyf =0,
(vpy:={E=-VlU, —AU=py =1, )
f|t:0=f0,/ fo(x,v)dxdv = 1.

Td x R4

In these notes, we instead focus on a related model for the ions in a plasma. On
the ions’ timescale, the electrons are comparatively fast moving. In particular, the
electron-electron collision frequency v, is much higher than the ion-ion collision
frequency v;. For example, Bellan [8, Section 1.9] gives a relation of the form v, ~
(me/ m,-)_l/ 2y, for plasmas with similar ion and electron temperatures, where m,
and m; denote the masses of, respectively, a single electron and a single ion. Thus,
when the mass ratio m,/m; is small, the frequency of electron-electron collisions
can be significant even when ion-ion collisions are negligible.

In the massless electrons limit, the mass ratio m,/m; is assumed to tend to zero,
motivated by the fact that it is small in applications. As a consequence, the electron
collision frequency tends to infinity. In the formal limiting regime, the electrons
are thermalised, instantaneously assuming their equilibrium distribution, which is a
Maxwell-Boltzmann law of the form

0]
Pe ~ 6519/39 ,

where ¢, is the charge of a single electron, 8, is the inverse electron temperature,
and & is the ambient potential.
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Combining the Vlasov-Poisson system (1) with a Maxwell-Boltzmann law for
the electron distribution leads to the Viasov-Poisson system with massless electrons,
or VPME system. After an appropriate rescaling of physical constants, this reads as
follows:

Wf+v-Vaf+E-Vyf=0,
(VPME): EZ—VXU, AU:eU_IOf’ (2)
fle=0 = fo, f folx, v)dxdv = 1.
Td xR4

This model is used in the plasma physics literature to model ion plasma. For a more
detailed introduction to the model in a physics context, see Gurevich and Pitaevsky
[31]. The VPME system has been used to study the formation of ion-acoustic shocks
[52, 58], the development of phase-space vortices behind these shocks [10], and the
expansion of plasma into vacuum [53], among other applications.

From a mathematical perspective, the VPME system has been studied less than
the electron Vlasov-Poisson system (1). The systems differ through the additional
exponential nonlinearity in the elliptic equation for the electrostatic potential in the
VPME system. The nonlinearity of this coupling leads to additional difficulties.
For example, while the well-posedness theory of the Vlasov-Poisson system is well
established (see for example [49, 50, 57, 60]), for the VPME system this theory
was developed more recently. The existence of weak solutions was shown in R? by
Bouchut [12], while global well-posedness was proved recently by the authors in
[28].

The massless electrons limit itself is not yet resolved in full generality. Bouchut
and Dolbeault [13] considered the problem for a one species model described by
the Vlasov-Poisson-Fokker-Planck system. Bardos, Golse, Nguyen and Sentis [7]
studied a two-species model represented by a system of coupled kinetic equations.
Under the assumption that this system has sufficiently regular solutions, in the
massless electron limit they derive the Maxwell-Boltzmann law for the electron
distribution, and a limiting system for the ions that is very similar to the VPME
system (2), but with a time-dependent electron temperature. We also refer to Herda
[44] for the massless electron limit in the case with an external magnetic field.

In these notes, we summarise some recent progress on two problems related
to the VPME system. In Sect.2, we consider the quasineutral limit, in which
a characteristic parameter of the plasma known as the Debye length tends to
zero. The limit of the VPME system in this regime is a singular Vlasov equation
known as the kinetic isothermal Euler system. In Sect. 3 we consider the derivation
of the VPME and kinetic isothermal Euler systems from a particle system. The
underlying microscopic system consists of ‘ions’, here represented as extended
charges, interacting with each other and a background of thermalised electrons.
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2 Quasineutrality

2.1 The Debye Length

Plasmas have several important characteristic scales, one of which is the Debye
(screening) length, Lp. The Debye length has a key role in describing the physics
of plasmas: broadly speaking, it governs the scale of electrostatic phenomena in
the plasma. For example, it characterises charge separation within the plasma,
describing the scale at which it can be observed that the plasma contains areas with
a net positive or negative charge, and so is not microscopically neutral.

In terms of the physical constants of the plasma, the electron Debye length Ap is
defined by

kpT,\ '/
Ap = (GOB ) . 3)

neQ3

In the above formula, €y denotes the vacuum permittivity, kg is the Boltzmann
constant, T, is the electron temperature and n, is the electron density. The ions
similarly have an associated Debye length, which may differ from the electron
Debye length. It is defined by the formula (3), replacing the electron density,
temperature and charge with the corresponding values for the ions.

Since the Debye length is related to observable quantities such as the density and
temperature, it can be found for a real plasma. Typically, Ap is much smaller than
the typical length scale of observation L. The parameter ¢ := Ap/L is therefore
expected to be small. In this case the plasma is called quasineutral: since the
scale of charge separation is small, the plasma appears to be neutral at the scale
of observation. Quasineutrality is a very common property of real plasmas—for
example Chen [20, Section 1.2] includes quasineutrality as one of the key properties
distinguishing plasmas from ionised gases more generally.

The significance for Vlasov-Poisson systems becomes apparent after a rescaling.
When written in appropriate dimensionless variables, the Vlasov-Poisson systems
acquire a scaling of &2 in front of the Laplacian in the Poisson equation for the
electric field. For example, the VPME system (2) takes the form

atf; +v “fo; +‘lz“7vf; =0
E=-V,.U,
SZAU:eU—,Of;g s @)

feli=0 = f:(0), / fe(0, x,v)dxdv = 1.
Td x R4

(VPME), :=

X

In plasma physics literature, the approximation that ¢ & 0 is widely used. For
this reason, it is important to understand what happens to the Vlasov-Poisson system
in the limit as ¢ tends to zero. This is known as the quasineutral limit. Taking this
limit leads to other models for plasma known as kinetic Euler systems.
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2.2 Kinetic Euler Systems

Formally setting ¢ = 0 in the system (4) results in the kinetic isothermal Euler
system (KISE):

atf—i-v-fo—VxU-va:O,
(KIsE) := (U =1logpy . 5)
Sfli=o = fo, / dfo(x,v)dxdv: 1.

Te xR

This system was described and studied in a physics context in [31-33]. The name
arises from the fact that, for monokinetic solutions f, of the form

Jf @, x,v) = p(t, x)8o(v — u(r, x))

for some density p and velocity field u, the KISE system is equivalent to the
following isothermal Euler system:

(IsE) = | 0P+ Ve (o) =0, (6)
0 (ou) + Vy - (pu @ u) — Vyp = 0.

The KISsE system (5) can be thought of as a kinetic formulation of the isothermal
Euler system (6) To see this, consider a solution in the form of a superposition of
monokinetic profiles: let

[ x,v) = /@pe(t,x)&)(v —ug(t, x))m(df) , (N

for a measure space (®, ) and a family of fluids (pg, ug)gco. The multi-fluid
representation (7) can be used in the case where f has a density with respect to
Lebesgue measure on T x R?. However, it can also accommodate more singular
situations. For example, if 7 is a sum of N Dirac masses, then the distribution (7)
can be used to describe a system of N phases.

With this multi-fluid representation in mind, consider the following system of
PDE:s for the unknowns (g, tg)gco:

9 po + Vi - (poug) =0,
(KISE)yr = {9 (poug) + Vi - (pous @ ug) = —pg ViU , )
U= log/ o (t, x)m(dO).
®

Given a (distributional) solution of this multi-fluid system, the formula (7) then
defines a distributional solution of the KISE system (5). Thus (8) is a multi-fluid
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formulation of KISE (5) and KIsE is a kinetic formulation of the isothermal Euler
system (6). The use of multi-fluid representations of this type for Vlasov-type
equations is discussed, for example, in [16, 26, 61].

A system closely related to the KISE system can be formally obtained by
linearising the coupling U = log p s between U and p s around the constant density
1: since logr ~ t — 1 for ¢ close to one, one gets

f+v-Vof =VU-Vy,f =0,
f|t:0=f0,/ dfo(x,v)dxdv:l.

Té xR

This system was named the Viasov-Dirac-Benney (VDB) system by Bardos [2]. The
name ‘Benney’ was chosen due to a connection with the Benney equations for water
waves, in particular as formulated by Zakharov [61].

The VDB system formally has the structure of a general Vlasov equation, in
which the potential U is of the form U = & %, (oy — 1) for some kernel ®. In
this case, the kernel would be a Dirac mass; this is the origin of the reference to
Dirac. In particular, this demonstrates the additional singularity of the VDB system
in comparison to the Vlasov-Poisson system: in the Vlasov-Poisson system the
potential U gains two derivatives compared to the density p s, while in the VDB
system this regularisation does not occur.

For the Vlasov-Poisson system for electrons (1), the quasineutral limit leads to
the following kinetic incompressible Euler system (KInE):

Wf+v-Vif —VU-Vyf=0,
(KIng) = {pr=1, (10)
fli=0o = fo, / fo(x,v)dxdv =1.
Td x R4

The force —V, U is defined implicitly through the incompressibility constraint p f =
1, and may be thought of as a Lagrange multiplier associated to this constraint.
The system (10) was discussed by Brenier in [15] as a kinetic formulation of the
incompressible Euler equations.

All three kinetic Euler systems described above (8), (9), and (10) as well as the
two Vlasov-Poisson systems (1), (2), have a large family of stationary solutions: the
spatially homogeneous profiles f (¢, x, v) = u(v). As is well-known for the Vlasov-
Poisson system, some of these profiles may be unstable [56]. For the kinetic Euler
systems, the corresponding linearised problems have unbounded unstable spectrum:
see [3, 6, 39]. As a consequence, they are in general ill-posed. For example, ill-
posedness in Sobolev spaces was shown for the VDB system by Bardos and Nouri
[6]. Han-Kwan and Nguyen [39] further extended this by showing that the solution
map cannot be Holder continuous with respect to the initial datum in Sobolev
spaces, for both the VDB system (9) and the KInE system (10). See also Baradat [1]
for the generalisation when the unstable profile u is only a measure.
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Due to these instability properties, well-posedness results for the kinetic Euler
systems typically involve either a strong regularity restriction or a structural
condition. For instance, in the monokinetic case one may appeal to the results known
for the corresponding Euler system.

Without imposing any structural condition, the most general results available are
in analytic regularity. Local existence of analytic solutions for the VDB system was
proven by Jabin and Nouri [46] in the one-dimensional case, and also follows from
[54, Section 9]. Bossy, Fontbona, Jabin and Jabir [11] proved an analogous result for
a class of kinetic equations involving an incompressibility constraint, generalising
the KInE system (10) to include, for example, noise terms. Local existence of
analytic solutions for the multi-fluid system corresponding to KInE (10) was shown
by Grenier [26] as part of a study of the quasineutral limit; note that, due to the
multi-fluid formulation, the required regularity is only imposed in the x variable.

In Sobolev regularity, local well-posedness is known for the VDB system for
initial data satisfying a Penrose-style stability criterion, following the results of
Bardos and Besse [3] and Han-Kwan and Rousset [40]. We do not know of any
global-in-time existence results for any of the kinetic Euler systems (5), (9) or (10).

The VDB system also appears in the semiclassical limit of an infinite dimensional
system of coupled nonlinear Schrodinger equations: for more details, see for
example [3-5]. See also [19, 22] for discussion of semiclassical limits involving
the KISE model.

2.3 Failure of the Quasineutral Limit

The mathematical justification of the quasineutral limit is a non-trivial problem,
since in general the limit can be false. The failure of the limit can be linked to known
phenomena in plasma physics. We note for instance the example of Medvedev
[53] regarding the expansion of ion plasma into vacuum. For a one-dimensional
hydrodynamic model it is found that the quasineutral approximation U = log p is
not valid everywhere, and this is corroborated by numerical simulations for a kinetic
model.

Another important issue, well-known in plasma physics, is the ‘two stream’
instability. From a physics perspective, this instability is typically introduced
through a model problem in which two jets of electrons are fired towards each other
(whence the name). Configurations of this kind are known to be unstable (see for
example [8, Section 5.1], [20, Section 6.6]), with the resulting dynamics producing
a vortex-like behaviour in phase space. See [9] for simulations and experimental
results on this phenomenon. The streaming instability is seen in kinetic models by
considering profiles with a ‘double bump’ structure in the velocity variable. These
profiles are unstable for the linearised problem in the Penrose sense discussed above.

The relevance of instability for the quasineutral limit can be indicated by looking
at a time rescaling of the Vlasov-Poisson system. If f is a solution of the unscaled
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Vlasov-Poisson system (1), then f; (¢, x,v) = f (2, if, v) is a solution of the system
with quasineutral scaling. The limit as ¢ tends to zero is thus a form of long time
limit. Grenier outlined this obstruction to the quasineutral limit in [26, 27], for a
one-dimensional two-stream configuration. Subsequently, Han-Kwan and Hauray
[35] constructed counterexamples to the quasineutral limit in the Sobolev spaces

H? for arbitrary large s, by considering initial data around unstable profiles.

2.4 Results on the Quasineutral Limit

Positive results on the quasineutral limit can be categorised along the lines of the
well-posedness results known for the kinetic Euler systems; these problems are
closely related. The mathematical study of the quasineutral limit can be traced back
to the 1990s, with the works of Brenier and Grenier [18] and Grenier [25], using
an approach based on defect measures, and the result of Grenier [27] for the one-
dimensional case.

A particular case is the ‘cold electrons’ or ‘cold ions’ regime, in which the
initial data for the Vlasov-Poisson system is assumed to converge to a monokinetic
profile. The limiting kinetic Euler system is therefore reduced to its corresponding
Euler system. Brenier [17] and Masmoudi [51] considered the electron case, from
the Vlasov-Poisson system to the incompressible Euler equations. Han-Kwan [34]
considered the ions case, from the VPME system to the isothermal Euler equations.
See also the work of Golse and Saint-Raymond [24], obtaining a ‘2.5 dimensional’
incompressible Euler system through a combined quasineutral and gyrokinetic limit
(a limit of strong magnetic field).

In [26], Grenier proved the quasineutral limit from the electron Vlasov-Poisson
system to KInE in analytic regularity. The result is framed in terms of the
corresponding multi-fluid formulations. If the initial data for the multi-fluid Vlasov-
Poisson system are uniformly analytic in x, then the quasineutral limit to the
multi-fluid KInE system holds locally in time. By the same techniques, similar
results can be shown for the ion quasineutral limits, obtaining the VDB and KIsE
systems, as observed in [37], in the discussion after Proposition 4.1.

Under a Penrose-type stability criterion, Han-Kwan and Rousset [40] proved that
the quasineutral limit holds in Sobolev regularity, for the passage from a variant of
the VPME system, with linearised Poisson-Boltzmann coupling for the electric field,
to the VDB system.

2.5 Quasineutral Limit with Rough Data

An alternative direction for relaxing the regularity constraint for the quasineutral
limit was investigated in a series of works, by Han-Kwan and the second author
[36, 37] and by the authors [30]. In this setting, one considers rough initial
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data (measures in the one-dimensional case, L*° for d = 2, 3) that are small
perturbations of the uniformly analytic case. The smallness of the perturbation is
measured in a Wasserstein (Monge-Kantorovich) distance.

Definition 1 (Wasserstein Distances) Let p € [1, 00). Let ; and v be probability
measures on T x R? for which the moment of order p is finite. Then the pth order
Wasserstein distance between w and v, Wy, (u, v), is defined by

1/p
Wp(u,v) = <inf/ d(z1, z22)? dn(zl,zz)) ,
(z1,22)€(T4 xR%)?

with the infimum taken over measures 7 on (Td X Rd)z such that for all Borel sets
ACTY xRY,

7(A x T? x RY) = pu(A), 7(T¢ x R x A) = v(A) ,

and d denotes the standard metric on T¢ x R4,

The article [37] deals with the one-dimensional case for both electron and ion
models, while in higher dimensions d = 2, 3, the limit for the electron models is
considered in [36]. Then, for the VPME system, we proved a rough data quasineutral
limit in [30].

Below we give the statement of this result. We use the notation exp,, to denote
the n-fold iteration of the exponential function, for example

expsz(x) = expexpexp(x).

We also use the analytic norms ||-|| g;, defined for § > 1 by

lgls, =Y 18Gk)1s",
kezd
where g(k) denotes the Fourier coefficient of g of index k.

Theorem 1 (Quasineutral Limit) Let d = 2,3. Consider initial data f;(0)
satisfying the following conditions:

* (Uniform bounds) f:(0) is bounded and has bounded energy, uniformly with
respect to ¢: for some constant Cy > 0,

Il fe )l oo (1 xrey = Co

1

2
/ w2 f dxdv + © / |VU|2dx+f Uel dx < Cp.
2 ’]I‘leRd 2 Td r]rd
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e (Control of support) There exists C1 > 0 such that
f:0,x,v) =0 for |v] > exp(Cie™2). (1)

* (Perturbation of an analytic function) There exist g.(0) satisfying, for some § >

,n>0,and C >0,

sup sup (1 + 0| [1g (0, -, v)llp, < C,

0 d
£>0ypelR (12)
SUPH/ 8:(0,-,v)dv -1 <n,
e>0 [ /RY B;s
as well as the support condition (11), such that, for all ¢ > 0,
-1
Wa(f:(0), 8:(0)) < | expy(Ce)] (13)

for C sufficiently large with respect to Cy, C1.
* (Convergence of data) g-(0) has a limit g(0) in the sense of distributions as
e — 0.

Let f. denote the unique solution of (4) with bounded density and initial datum
fe(0). Then there exists a time horizon Ty > 0, independent of € but depending on
the collection {go ¢ }e, and a solution g of (5) on the time interval [0, T,] with initial
datum g(0), such that

lim sup Wi(fe(r), g(1)) =0.

e=0 ;€[0T

Remark 1 As an example of a choice of initial data satisfying these assumptions,
consider any compactly supported, spatially homogeneous profile u = u(v) > 0
with unit mass. Then

fe(0) = p(v) (1 +sin2rNex1)),  Ne 2 expy(Ce™?)

satisfies the assumptions of Theorem 1.

2.6 Remarks on the Strategy

The strategy of proof for the rough data quasineutral limits [30, 36, 37] is based on
stability results for the Vlasov-Poisson systems in Wasserstein distances. Stability
results of this type have been known for Vlasov-type equations since the work of
Dobrushin [21] for the case of Lipschitz force kernels.
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The Vlasov-Poisson case was considered by Loeper [50], for solutions whose
mass density ps is bounded in L*°. This is an estimate of the form

Wa(f1(0), f2(1)) < T[Wz(ﬁ(O), f2(0)), max iy, ||L°O([0,t]><']I“1):| ;

for some suitable ¥ . The corresponding estimate for the VPME system was proved
recently in [28].

The proof of Theorem 1 relies on a quantification of the W stability estimate in
terms of €. This has two steps: first, the stability estimate itself is quantified, in the
sense that

Wa(f0 ), fP0) < Fe [Wz<f;‘><0>, F20), max llp ||Loo([o,md>} :

Then, a bound is proved for the mass density ||p e | 2o (0,1xT¢) In terms of the
initial data. This is achieved by controlling the rate of growth of the support of
a solution f; in terms of the initial data, via an analysis of the characteristic
trajectories of the system. This is the reason for the compact support assumption
in Theorem 1.

The quantified stability estimate is then used to make a perturbation around the
analytic regime. More specifically, we consider the analytic functions g, (0) defined
in the statement as initial data for the VPME system (2). The assumptions (12) are
chosen precisely so that the resulting solutions g, satisfy the quasineutral limit: on
some time interval [0, 7], as € tends to zero, g, converges to a solution g of the
KIsE system (5). This follows from the techniques of Grenier [26], and implies
convergence in a Wasserstein distance.

The proof is concluded by the triangle inequality:

Wi(fe(@), g(1)) = Wi(fe (1), g:(1)) + Wi(ge(1), g(1)) ,

choosing the envelope of initial data (13) so that the perturbation term
Wi(fs(t), g¢(t)) vanishes in the limit.

3 Derivations from Particle Systems

It is a fundamental problem to derive effective equations, such as Vlasov-Poisson
systems, from the physical systems they are intended to describe. In a reasonably
general setting, we may consider a system of N point particles with binary
interactions. The dynamics of such a system are modelled in classical mechanics
by a system of ODEs of the following form, describing the phase space positions
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(Xi, V,-)f.V: | of the particles:

Xi = ‘/l s
Vi =) Y VWX — X)) + VV(X)). (14)
J#i

In this setting VW denotes the interaction force between pairs of particles, which
here depends only on the spatial separation of the particles and is derived from
an interaction potential W. We also include an external force VV. The parameter
a(N) rescales the system with N and can be thought of as a rescaling of the physical
constants of the system. The choice of «(N) determines the model that is obtained
as N tends to infinity.

The case «(N) = 1/N is known as the mean field limit. The formal limiting
system is the Vlasov-type equation

f+v-Vaf + (VW pr +VV)-Vy f =0, 15)

in the sense that the empirical measures "V defined by the formula

1 N
N

= S(x: v

12 N; (Xi,Vi)

are expected to converge to a solution of the Vlasov equation (15) in the limit as N
tends to infinity. The Vlasov-Poisson system fits into this framework by choosing
VV = 0and VW to be the Coulomb kernel K on the torus T¢. This is the function
K = —V G, where G satisfies

—~AG=8,—1 onT¢.

The corresponding microscopic system (14) then describes a system of interacting
electrons modelled as point charges, while (15) is the Vlasov-Poisson system (1).

To derive the VPME system, a natural choice for the underlying microscopic
system is to consider the dynamics of N ions, modelled as point charges, in a
background of thermalised electrons. On the torus, this is modelled by an ODE
system of the form

X =V,

N
o1
\/,-:NE#;K(X,-—XJ)—K*EU,
JFL
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where the electrostatic potential U satisfies

N
1
AU =¢Y — N > ox,.
i=1

We can think of this system as being of the form (14) by taking VW = K and an
‘external’ force VV = K x eV, even though VV is not truly external due to its
nonlinear dependence on the particle configuration through U. In this way it can be
seen that the VPME system formally describes the limit as N tends to infinity.

Other choices are possible for «(N), in which case the limit as N tends to
infinity may produce models of other forms. This approach can be used to derive
the kinetic Euler systems discussed above in Sect.2.2. In the papers [29, 30], the
scaling a(N) ~ logllog  1s used to derive the kinetic Euler systems (10) and (5).
The method is based on passing via the associated Vlasov-Poisson system, and this
limit can thus be thought of as a simultaneous mean field and quasineutral limit. In
the recent paper [38], a similar limit is proved in the monokinetic regime, to derive
the incompressible Euler equations.

3.1 Mean Field Limits

For a detailed survey of mathematical results on the mean field limit, see [23, 45].
For our purposes we emphasise that the theory of mean field limits depends on the
regularity of the interaction force VW chosen in the system (15).

Early contributions on the problem include the works of Braun—Hepp [14],
Neunzert—Wick [55] and Dobrushin [21]. In particular, the limit holds in the case
where the forces are Lipschitz: VW, VV e wloo,

However, the Vlasov-Poisson system is not included in this setting, due to the

d
singularity of the Coulomb kernel. Identifying the torus T¢ with [—é, é] , with
appropriate identifications of the boundary, we note the following properties of the
Coulomb kernel K. K € C®(T¢ \ {0}) is smooth function apart from a point
singularity at the origin. In a neighbourhood of the origin, K can be written in the

form

x
K(x)=Cq

+ Ko(x), Ky e C*™.
x4

The kernel therefore has a strong singularity of the form K ~ |x|~@=D,

Forces with a point singularity are of interest in physical applications, since
this class includes inverse power laws. From here on, we discuss forces satisfying
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bounds of the following form: for some 8 € (0,d — 1],

2
IVl‘;;x)l <c, 'lergg)l <C forallx € RY\ {0}. (16)
Note that the Vlasov-Poisson case correspondsto 8 =d — 1.

Several works have studied the mean field limit problem for singular forces of
the form (16) by considering a regularisation of the limit. The singular force VW
is replaced by a smooth approximation VW, such that lim,_,o VW, = VW. Then,
the limits as N tends to infinity and as r tends to zero are taken simultaneously. In
this way, one derives the Vlasov equation with singular force in the limit from a
sequence of regularised particle systems. In this formulation, the goal is to optimise
the regime r = r(NN) for which this limit is valid. That is, » should be as small as
possible, so that the regularised particle systems are close to the original particle
system with singular interaction.

Hauray and Jabin [43] considered the case B < d — 1. The force is regularised by
truncation at a certain distance from the singularity. In this case the regularisation
parameter r(N) represents the order of this truncation distance. If r(N) tends to
zero sufficiently slowly as N tends to infinity, they prove that the regularised mean
field limit holds for a large set of initial configurations. For ‘weakly singular’ forces
with 8 < 1, in [42, 43] they also prove the mean field limit without truncation.

For Coulomb interactions, the results available depend on the dimension of the
problem. In one dimension, the interaction force is less singular. As a consequence,
the mean field limit holds, as proved by Hauray [41]. The corresponding result for
the VPME system was proved by Han-Kwan and the second author in [37].

In higher dimensions, the Coulomb force is of the form (16). It has a strong
singularity corresponding to the endpoint case 8 = d — 1 not covered by the results
of Hauray and Jabin [43]. Regularised approaches were considered by Lazarovici
[47] and Lazarovici and Pickl [48]. By a truncation method, Lazarovici and Pickl
prove a regularised mean field limit for the Vlasov-Poisson system, for a truncation
radius of order r(N) ~ N~1/4+1 for any > 0. To put this in context, note that
N~/ is the order of separation of particles in x if their spatial distribution is close
to uniform.

In a recent breakthrough [59], Serfaty introduced a modulated energy method
to prove the validity of the mean-field limit for systems of points evolving along
the gradient flow of their interaction energy when the interaction is the Coulomb
potential or a super-coulombic Riesz potential, in arbitrary dimension. In the
appendix (in collaboration with Duerinckx), they adapt this method to prove the
mean-field convergence of the solutions to Newton’s law with Coulomb interaction
in the monokinetic case to solutions of an Euler-Poisson type system.

For the VPME system, a regularised mean field limit was considered by the
authors in [30]. The regularisation used is a regularisation by convolution, similar
to the setting of Lazarovici [47] that we describe below in Sect.3.1.1. With this
regularisation, the resulting microscopic system represents a system of interacting
extended charges, where the parameter r gives the order of the radius of the charges.
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Lazarovici [47] derived the Vlasov-Poisson system from a system of extended

electrons for r(N) > CN _d<dl+2>+'7 for some > 0. In [30], the authors proved
a similar derivation for the VPME system from a system of extended ions, for the
same range of . We present this result below in Sect. 3.1.1. To our knowledge, this is
the first derivation of the VPME system from a particle system in three dimensions.

3.1.1 Maean Field Limits for VPME

For the VPME system, the mean field limit was proved in the one-dimensional
setting in [37]. In the article [30], we considered the problem in higher dimensions
d = 2,3, deriving the VPME system from a particle system. The microscopic
system is regularised with the regularisation used by Lazarovici [47] for the Vlasov-
Poisson system. It consists of a system of ‘extended ions’: instead of representing
the ions as point charges, we consider charges of shape x for some non-negative,
radially symmetric function x € C2° (R9) with unit mass (see Fig. 1). The charges
are rescaled as follows: for r > 0, let

xr(x) i=r "y (f) -

The extended ions interact with a background of thermalised electrons, leading
to the following system of ODE:s:

Xi - Vl )
‘7i = —Xr % Ver(Xi) ) (17)

N
1
AU, = eV — N > xr (X))
i=1

We are able to derive the VPME system (2) from this regularised system, under
a condition on the initial data that is satisfied with high probability for r(N) >

— 1 . . T
CN 4@+ This matches the rate found in Lazarovici’s result for the Vlasov-
Poisson system.

Fig. 1 A system of extended

charges. Here x is supported

in the unit ball and thus r . .
represents the radius of each .

charge
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Theorem 2 (Regularised Mean Field Limit) Ler d = 2,3, and let fy € L'n
L>®(T¢ x R?) be compactly supported. Let f denote the unique bounded density
solution of the VPME system (2) with initial datum fy. Fix T, > 0.

Assume that r = r (N) and the initial configurations for (17) are chosen such that
the corresponding empirical measures satisfy, for some sufficiently large constant
C > 0, depending on T, and the support of fo,

W2(fo, ¥ (0))

lim su <
p d+2+C|logr|~1/2

N—oo T

Then the empirical measure ,uﬁv associated to the particle system dynamics starting
from this configuration converges to f:

lim sup Wa(f (@), pu (1)) =0. (18)
N—00 4¢[0,T,]

In particular, choose r(N) = N~ for some y < d(d1+2)' For each N, let the initial
configurations for the regularised N-particle system (17) be chosen by taking N
independent samples from fy. Then (18) holds with probability one.

This theorem is proved by introducing a regularised version of the VPME system:

Btfr+v~for+Er'var =0’
E=—x # VaU, AU =V — x, % py (19)

frli=0 = fo , / fo(x,v)dxdv =1.
Td x R4

The solution f, of this system is used as an intermediate step between the particle
system and the VPME system, as illustrated in Fig. 2.
The proof proceeds as follows:

* We estimate the discrepancy between uﬁv and f,, and that between f, and f,
in a Wasserstein distance. This uses similar techniques to the stability estimate
discussed in Sect. 2.6.

» This estimate is carefully quantified and the regularisation parameter r is allowed
to depend on N. This allows us to identify a relationship between r and N
such that Y converges to f for almost all initial data drawn as N independent
samples from fy.

Fig. 2 Strategy for the proof ulN fr
of Theorem 2 sy Nowe



Recent Developments on Quasineutral Limits for Vlasov-Type Equations 227
3.2 Derivation of Kinetic Euler Systems

The kinetic Euler systems (5) and (10) can be derived from particle systems, by
using a modified scaling instead of the mean field scaling. In the articles [29, 30]
we consider an approach based on a combined mean field and quasineutral limit.
In terms of the scaling o(N), this means that we write ¢ = (Ne2)~!, and then
consider allowing ¢ to depend on N. We then seek a rate of decay of ¢(N) to zero
as N tends to infinity for which it possible to take the mean field and quasineutral
limits simultaneously.

Due to the challenges involved in the mean field limit for Vlasov-Poisson system,
as discussed above, we again use the extended charges model. For the KISE system
we therefore work with the following microscopic system:

Xi=Vi,
Vi=—xr*VxU(X;),
(20)

N
1
e2AU = eV — N Z;xr(x - Xi).
=

In [30], we prove the following result.

Theorem 3 (From Extended Ions to Kinetic Isothermal Euler) Letrd = 2 or 3,
and let f:(0), g:(0) and g(0) satisfy the assumptions of Theorem 1. Let T, > 0 be
the maximal time of convergence from Theorem I and let g denote the solution of
the KISE system (5) with initial data g(0) on the time interval [0, T] appearing in
the conclusion of Theorem 1.

Letr = r(N) be of the form

_ 1
r(N) =cN d<d+2>+'7, forsome n >0, ¢ > 0.

There exists a constant C, depending ond, n, ¢ and { f:(0)}¢, such that the following
holds.
Let ¢ = ¢(N) satisfy

e(N) lim e(N) = 0.

>
~ Jlogloglog N ’ N—oo

For each N, let the initial conditions for the regularised and scaled N-particle
ODE system (20) be chosen randomly with law f.(n) (0)®N. Let ,ug’/ (t) denote the
empirical measure associated to the solution of (20).

Then, with probability one,

lim sup W, (Mi‘\jr(t)’ g(t)) =0.
N—=001[0,T,]
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Fig. 3 Strategy for the proof ul, feur fe
of Theorem 3 SN oo r—0

This theorem is proved using the strategy illustrated in Fig. 3. Here f; , denotes
the solution of a version of the regularised VPME system (19) with quasineutral
scaling.

The proof proceeds as follows:

* Asin the proof of Theorem 2, we estimate the Wasserstein distance between ,uf;/ .
and f; , and between f; , and f;.

*  We carefully quantify these estimates in terms of all three parameters N, r and
here also ¢.

* For the convergence of f; to g, we appeal to Theorem 1.

* Using this, we are able to identify a dependence r = r(N) and ¢ = ¢(N) of the
parameters on the number of particles, and a relation between r and ¢, so that
the convergence from the particle system to the KISE system holds for almost all
initial data drawn as independent samples from f; (0).
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A Note on Acoustic Limit )
for the Boltzmann Equation e

Juhi Jang and Chanwoo Kim

Abstract We introduce a new Hilbert-type expansion of the Boltzmann equation
with the acoustic scaling. By using recent L”-L° theory of the Boltzmann equation,
we show the validity of the acoustic limit in optimal scaling. In particular, our
scheme requires only the second order of the expansion with a remainder, and
thereby it gives less restrictions on the initial data.

1 Introduction

We study the rescaled Boltzmann equation
1
Sty F+v-ViF= _Q(F,F) (1
Kn

with dimensionless numbers: Strouhal number St and the Knudsen number Kn. Here
F = F(t,x,v) > 0 is the distribution function of the gas particles with the time
variable t € Ry := {r > 0}, the space variable x = (x1,x2,x3) € Q = R3 or
T3 (a periodic box), and the velocity variable v = (v1, v2, v3) € R3. We consider
the hard sphere model for which the corresponding Boltzmann collision operator
Q(, -) takes the form

1
O(F,G) = 2/ / |(v =) - ul{FW)G@)) + GW)F(v))
R3 Js2

(2)
— F(v)G(vs) — G(v) F (vs) }dudvy,
where v/ := v — (v — vy) - wWuand v}, 1= vy + (v — vy) - WU
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The Boltzmann operator Q satisfies so-called the collision invariance

2_
V6

which represents the local conservation laws of mass, momentum and energy.

An equilibrium, satisfying Q(-, -) = 0, is given by a local Maxwellian associated
with the density R > 0, the macroscopic velocity U € R3 and the temperature
T>0

v

/ O(F, G)(v)(l, v, 3)clv = (0,0,0) 3)
R3

|v—U|2}

Mg yr(v) = exp{
QrT)> 27

“)

If (R, U, T) are constant in ¢ and x, it is called a global Maxwellian.

In addition to the Strouhal number and Knudsen number we introduce the Mach
number Ma. By passing some or all of St, Kn, and Ma to zero, one may formally
derive PDEs of hydrodynamic variables for the fluctuations around the reference
state (1, 0, 1), which are determined as

1 2-3
<g(1,x),u(t,x),6‘(t,x)) = 9}}310 ol A@{F(r,x, v) —M1,o,1(v)}<1, v, |vl\/6 )dv.
(%)

In fact, fundamental fluid equations such as Euler and Navier-Stokes equations can
be derived as the hydrodynamic limit of the Boltmzann equation with appropriate
scalings and there has been a lot of mathematical progress over the decades to justify
various fluid equations in both compressible and incompressible regimes [1-19].

In this note, we are interested in the following acoustic scaling:

St=1, Kn=¢, Ma=3 with §=5(¢) | 0 as ¢ |0 (6)

where multi-scale parameters (g, §) appear. Under the scale (6), the hydrodynamic
variables (5) in the limit satisfy the acoustic system:
0:04 + Vi -ug =0,
diup + Vi(oa +64) =0, (N
3804 + Vi -us = 0.

As far as the rigorous justification of the acoustic system under (6) is concerned,
the relative strength of § with respect to ¢ turns out to be playing an important

role. In particular, §(e) = 0(55) is a well-known threshold for the acoustic limit
in the framework of renormalized solutions [3, 6, 14], while the optimal scaling of
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8 =§8(e) | Oase | 0has been validated in the framework of smooth solutions [9]
based on the truncated Hilbert expansion.

The goal of this note is to introduce a new Hilbert-type expansion for the
Boltzmann equation with (6) in optimal scaling and to provide another proof of
the acoustic limit that requires fewer expansions than the ones used in the previous
works. We hope that this new multi-scale Hilbert expansion will be useful for other
problems.

In the next section, we introduce a Hilbert-type expansion with the multi-scale
parameters and discuss the formal derivation of the acoustic equations under (6).

2 Hilbert Expansion and the Result

We take the scaling (6) for the rescaled Boltzmann equation (1) and let
)
§—>0 and8—>0ass—>0. ®)

The second condition has been added to address the optimal scaling. The acoustic
limit is closely related to the compressible Euler limit, as the acoustic system (7) is
the linearization of the compressible Euler system around the trivial state (1,0, 1).
Following the strategy of [9], we will make use local Maxwellians induced by the
Euler system to derive the acoustic system. To this end, we first recall that a local
Maxwellian Mgy, satisfies

/R3 MR ur+v-VeMgyr)[1v—U |v—UP] dv=0, ©)

if and only if (R, U, T') solves the compressible Euler system

R+ Vy-(pU) =0,
5 [R(e n ;|U|2)] + Vx-[RU(e n ;|U|2)] £V, (pU) =0,
with the equation of state
p=RT = 3Re. (11)
With the expectation of (o4, 14, 64) satisfying (7) being close to é(R —-1,U,
T — 1), we introduce a local Maxwellian corresponding to (R, U,T) = (1 +
do(t,x),du(t,x), 1 + 86(t, x)) solving the Euler equations (10) with initial con-

dition (o, u, 6) ;=0 = (oA, ua, 0a)li=0 = (o, u%}, 69):

ws = Miys0.8u,1+50 (12)
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and consider a Boltzmann solution F of (1) in a form of
3
Fe = jus + 8eF15 + 86° Fas + &2 Fry 5. (13)

A linearized operator with us is given by

2
Lsf :=— , . 14
sf o O(us, /15 f) (14)

From (3) the kernel of L5, KerLs = ({¢; J,ug}le >L%(]R3)’ has five orthonormal basis

v—du |2
1 1 Vi —514,‘ . 1 |\/1+39| -3
= . Q= fori =1,2,3, =

O Nrse T Nlasovivse HT Nivse e

(15)
We denote an L%-projection P;s on KerL; such as
4
Psg .= Z(Pjg)wj\/ua, Psg .= (Pog, P1g, P2g, P38, P1g), (16)
j=0

where P;g := ng g9 /sdv for j =0,1,---,4. We remark that for the purpose
of notational convenience, we have omitted the dependence on § of ¢;, P;, which
should read as ¢; = ¢;5, P = Pis.

Then the equation of Fg, s with (13) is given by

2 1
0 FRes +v-ViFRes — . O(us, Fres) — 3 O(FRes, Fres) (17)
2

&

5 (—0ims = v-Vapty

=5 20, Fip)| (1)
&2 8
de

+ O = 0 Fs = v ViR 4 250(Fis, Fip) + 205 P} (19)
g2
&2

+ 2 = 0 Fas = 0V 4 250(Fis, Fas) +600(Fas. B2 (20)
g2
e

+ {25015, Fre) + 28602y, Fre) |- @
g2

We first claim that (18) and (19) vanish upon the suitable choice of s and Fi .
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By the Fredholm and the collision invariance (3), the whole line of (18) vanishes
if

/ {0rus +v-Viuslpjdv =0 forall j =0,1,---,4 (22)
R3
and
Fy _1 { Oriks + V- Vypds
APy °)=—L; 1(I * ) (23)
s S /s

where I is the identity operator. Realizing that (22) is equivalent to (9), the line
of (18) vanishes if (1 + 8o, éu, 1 + §6) solves the Euler system (10). From the
standard theory on the classical solutions of the Euler system, a smooth solution
(14680, 8u, 1 + 660) persists with lifespan bounded from below by

¢
T5 > s for some € > 0. 24)

On the other hand, the acoustic system (7) is the linearization of (10) around
(1, 0, 1). A smooth solution of this linear system persists global in time and it stays
close to the perturbation of the Euler solution as

sup (o —oa,u —ua, 0 —0)|us S8 (25)

0<t<ts

with initial condition (o, u, 6)|;=0 = (0a, ua, 0a)l1=0 = (o, u%, 6). See Lemmas
3.1 and 3.2 of [9] for the proofs. Therefore we have

2 _
2

[v]

3
15 = 1o +5{aA Fus-v+6 }uo +o()ul for0<r <1 (26)

Likewise, the whole line of (19) vanishes if F4 satisfies
/ {0/ F15 +v-VyFi5}lejdv =0 forall j =0,1,---,4. 27)
R3

T —-Ps)( 5;;‘6) is determined by (23) and hence, the condition (27) gives rise to the

equations for P;( 51185 ). The standard theory of linear hyperbolic system induces a

smooth solution of (27) (see Appendix). Further by (27), the microscopic part of
F»; is completely determined by F14:

F
@A—Ps)(

28
s 28)

)= L, (3zF15 +v- ViFis — 28 Q(Fs, Fla))
NI .
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We set Ps( 5?;‘5) = 0 for simplicity. With (22) and (27), the equation of Fy is (17),
(20), (21) without (18) and (19).

The main result of this note is the rigorous justification of the acoustic limit by
using the expansion (13) to the rescaled Boltzmann equation (1) with (6):

Theorem 1 Assume 0 < ¢ < 1 and § in (8). Assume (0§, u%, 0)) € H*(Q) and
Pg(j}fa)ltzo € H*(RQ) fors > 5, and also assume (23) holds att = 0. Then there

exist smooth Fi5 and F»s uniformly bounded in § for t > g Suppose the initial
datum satisfies (75), then for 0 < § < 1

lv|?> -3
2

Fe (1) — 1o

5 —(UA+MA~U~I—9A

sup )MO

C
0=t<§

2 S 9, (29)

XU

where C does not depend on §, t.

Remark 1 The initial conditions are “well-prepared” as in the assumptions of
Theorem 1, but they are less restrictive than in the previous setting [9] as the
expansion order is 2. And the required initial compatibility conditions avoid initial
layers.

Remark 2 Other collision operators for the hard potential and soft potential with an
angular cutoff can be treated in the same way as in [9].

Remark 3 Multi-scale Hilbert expansion introduced in this section sheds some light
on other hydrodynamic limit problems. For instance, see [20] for a multi-scale
Hilbert expansion to the incompressible Euler limit from the Boltzmann equation
with diffuse boundary, where the scaling is given St = &, Ma = ¢, Kn =
ke withk =k(g) | Oase | Oand k > €.

With smooth coefficients us, F15 and F>s obtained in the Hilbert expansion in
the above using (13) and (26), in order to prove Theorem 1, it suffices to derive the
uniform bounds of the remainder Fg. To that end, we invoke the L” — L°° theory of
the Boltzmann equation and a recent L°-integrability of Ps f in [21]. Key estimates
and ingredients of the proof are presented in the following sections.

3 L? Theory

In order to utilize the L>-theory with symmetric linear operator (14) we introduce

Fres = /16 fRes» Fis = /1s fis fori =1,2. (30)
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The equation of fg, s is given by

(8 + vV 671 Ls] fre

1[0 +v-Vi]us

1
= SZFS(ng,Ss fRe,S) + 28F5(f157 ng,S) + (Stg,(s - o) s ng,Sv
(€29)]
where
1
tes :=2e0s(f25, fRe.s) +062{205(f15, f25) + eUs(f2s, f25)}
109 + v-Vilu (32)

i 5
+e2{ =3 frs —v-Vifo5 — fas)-

2

Here we have used the notation

1
Ts(f, g) = s Qs fr N/ 1058)-

From (3) and (15) we have

/ Fs(f, )hdv = / Ts(f, 9)(I — Py)hdu.
R3 R3

The same holds for L:
/ Laffdv=/ Laf(I—Ps)fdv=/ Ls(I—Ps) f (I — Py) fdv.
]R3 R3 ]R3

A standard decomposition yields
Lif =wf = [ k.05 ). (33)
R

where vs (V) 1= [p3 o2 B(U— vy, ®) 5 (v)dwdv, ~ (v). Here we assume 14380 >
Oand 1 + 86 > 0, which are valid for 0 <t < t5.

Our analysis will involve the estimates of 9; fg, 5. The equation of d; fg, s is
given by

(00 +v-Va 67 Ls | O fres = =" Loi (0= o) fre s + 6 Lo, fire)

1 1
+ 2821—‘5(ng,57 al‘ng’é) + €2F5t(fR€’5, ng,(S) + 28F5(f181 aIng,S)
+ 2805 (0 f15, fRe.s) + 2005, (f15, fRe.8)

1[0 + v-Vilus 18 ([8z+v-Vx]Ma
t

0t fRe5 — s

§0ite 5 —
+00ste.s 2 s 2

) fRs,é
(34)
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where the commutators Ls,, Ps,, and I's; are given as

Ls;g = 0:(Lsg) — L5(9:8), Ps;g = 0:(Psg) — Ps(0:8),

(35)
Usi (g1, 82) = 0:(T's(g1, 82)) — I's (981, 82) — I'5(g1, 9:82)-
We now define the energy and dissipation as
Ees(0) = I fresONI72 + eldfre sz (36)

and
1
D (1) 1= [e72 /05 A= Po) fre sll 2 1P + IW/os (M= Po)difre sl . (37

From the standard spectral gap estimate, we have the following L? estimate:

t
&5+ [ Dosto) (39)
<& (0)+/t ’ +H (39)
~ ©e,8
o /s Vs
fy se2
40
S 17 (40)
Ty Se
A ], rsisn +H s @1
t
A [ ULt sl + 1LsPis )+ 3 T e )
86150 (fiss e s IO e @)
P G
<5<t

/// |fRsS| +88< > (lfRs,SllatfRs,8|+|atfR£,5|2) (43)
QxR3

4 / / / (te.s fro gl + £10rTe.00uf ke - (44)
0 QxR3
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4 L* Estimate

The main obstacle arising from the L? estimate around a local Maxwellian /15 is the
unpleasant velocity growth coming from the term ,ua’l (0 + v-Vi) s fre 5, Which
is a cubic polynomial in v as in (43). To remedy this difficulty, following Caflisch
[9, 22], we introduce a global Maxwellian

vf?
M= a3 P {_ 2Ty }
where T}y satisfies the following condition
Ty <T(t,x)=14680(t,x) <2Ty forall (¢r,x) € [0, 7] x Q. (45)
This moderate temperature variation condition is achieved for sufficiently small

initial perturbations. Note that under the assumption (45), there exist constants
c1, ¢z such that for some 1/2 <o < 1

cl,qu,ugfcz,u%[ forall (¢,x,v) €0, r]xQxR3. (46)
We further define
w
hes = Fres, w=(v)P (47)
M

for any fixed B > 9.
We also define

2
Lsyg =— O(us, /umg) = vsg — Ksg (48)
M
where
Vs () 1w (vi)
Ksg =/ k(v, vy) g (vy)duy. (49)
R3 Vs @)
We may write for any m > 0,
Ksg = Ks"g+ Ksg (50)

where

1Ks™g(0)| < m*vsligllo (51)
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and
_C‘U_U*|2
Ks‘g(v) = / I(v, ve)dvy where [(v, vy) Sy for some ¢ > 0.
R3 [V — vy
(52)
See Lemma 2.3 of [9] for the proof.
Now by letting Ks,,g = wKs(5),
Vs
[0+ 09+ P stz v)
(53)

1 h h -
= c K(Swhs,é + 81/2 v 0 ( 6‘,5\//’LM S’SJMM> + Sts,é
M

VI w w

I, he
Fos= [2Q(F1, "s*/"M>+2eQ(an, "“/“Mﬂ
Vim w w

1 w
+e2 i [—0:Fas — v-ViFos +280(F15, Fas5) + 06 Q(Fas, Fas)].
(54)

Then we may integrate (53) along the trajectory:

1 t
hes(t, x,v) = exp{— / vsdtthes(0, x — vt v)
e Jo

! 1 ! 1
— / exp{— / vsdT) < Kgﬁhwg) (s,x —v(t —s),v)ds
0 & Js €

! 1 [! 1
- / exp{— / vsdt} < Kgf‘,hg,(g) (s, x —v(t —s),v)ds
0 & Js &

t t 1/2 h h
+/ exp{—1 / vsdt} <8 wQ( G’SJMM, MJMM)) (s, x —v({t —s),v)ds
0 € Js NI w w

t 1 t
+/ exp{—g / vsdT}8te s(s, x — v(t — 5), v)dSs.
0 s
(55)
Recall

w hes/m hes/m
‘ Q( ean/im hes/ )‘ S vsllhe sl (56)
Vim w w
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From ppy < ps and (51), (52), we first obtain for N > 1,

|h5,5(ta -xa U)l

_Ys
< e M hhe Ol

'y v 1 vs Vs ¢
+ / e lefo() + sup e2le2 he () g} sup e hes(s) g ds
0

0<s<t 0<s<t

! v Vy v
+ f e P50, 51ds + +o(e ¥ sup e he 5(5)uge
0 O<s<t ’
t ef‘?(tfs)
+/ / Ly (v, V) e s (s, x — (£ — 5)v, v4)|dvsds.
0 Joul <N, v—vel= €
(57)

Iterating once again and splitting the time integration in s, € [0, s — o(1)e] U [s —
o(l)e, s] we bound (57) by

_v
e e he 50l Lee

1 _1)8 _ _Va _
+e{o() + sup e2lle” 2 ng sl ) sup e 2 IR 5(9) s

O<s<t T 0<s<t
VS (t_s)~
+e8 sup [le” 2 S)tg,(;”LXoS
0<s<t ’

vs (vx)

t ef”‘s;") (1=s) s—o(l)e o= °p 7 (s=5%)
0 & os| <N, Ju—vil= ) Jo 3 [ SN o=t |2

X Ly (v, Vi)l (U, uk*)w(ubk)|fR£’5(s*, x — (t —s)v — (5 — Sx) Vs, Us)|dvdsdvsds.
(53)

Note that 1, (v, Vi)l (Vs, te)w(v) Sy 1 within the above integration regime. We
first split fr, s into Ps fr. s + (I — Ps) fr. s and then use Holder inequality for any
1 < p1, p2 < oo to bound the last two whole lines of (58) by

t o= 2=s) ps—o()e ,— 0 (s—s:)
/ / {”P(Sng’S(S*s X(U*), U**)”Lpl
0 2 0 £ Ul (59)

+ 1= Py) e, (50 X 0), 02 Jdsuds.
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Then applying the change of variables vy > X (v4) ;= x — (f — )V — (5 — Sx)Vx
with det (a(x_(’_s)”_(s_s*)”*)) > o(1)&3 for s, € [0, s — o(1)e], we derive

V4

_ 3
IPs fRe,5 (55 X (), )l o1 S & PUIPs fR 5 (sl o1
Vs, Uk XV (60)

3
1= P5) fre, (s X W2, 0l 2 S 72 0= Py) frp (5l 2

From (57)-(60) we conclude that

1
lhesOllLge S NhesO)lLg +e{o() + sup e2[lhes(s)lzge} sup Ilhes(s)lLee

0<s<t O<s<t

_3 _3
+e8lEesllLy + sup {e 7 IPs fre s ()l o+ & 21X = Po) fre s ()l 22}

0<s<t
(61)
Analogously, we have the equation for 9,/ s:
Vs
[0 40V + 7 Jorhesr.x,v)
1 h oth
= Ksydihes +2:2 " 0 ( pva SMMM) +o0%es  (62)
& UM w w

1 (vs)ihes
+ (KSw)th£,5 - e
& &

where the last line represents the commutators typically containing §(v)3. By a
similar trajectory argument, we deduce that for i, 5 = (v)’3 Othe.s

||h£,8 ”L/Zonz?

~ 1 ~ _ ~
SOl + efo() + sup 22 l1hes)llug e sl 20 + 281 0) el 12,0

0<s<t

_3 3
+5{llhs,5nm + e PP fRes () 2,01 +s‘2||(I—P5>fRs,a(s>||L,2,c,v}

1,x,v

_3 3
+& M| Psdh fres ()l 2 + €2 1A= P3)dr fres ()l 2, -
B (63)
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5 Psfre, s Estimatein L2L3 and L°L¢

In this section we estimate Ps fg, 5 in (16). The first estimate is a direct consequence

1
of the Average lemma (e.g. [23]) and the Sobolev embedding H? C Li in 3D:

t 1 t

[ et Pataliy + [ 1ePafiesly (64)
t t t 1

s / Ees + / Des + / le26Ts (f15, fres) I (65)
0 0 0 w
' 2 e 2

+ /0 €7 s Fres) s + fo €305 s b Sres) e (66)
1

- /0 1e8Ts(fis. 91 fre )72 + 1685 (0 fis, fres) 72 (67)

t
+/ 1Zs; (X —P5) fresll72 + I1Ls(Ps; fres)17
0 g g

3
1182750 (freso SRe) 22 + 186Ts: (fiss fre )32

(68)
[ 1380 fre sl ’ : 69
V) fReslly2 + 11€8(V)70 fre 5172 (69)
0 AV AV
! 2 2
+ / le2Ste sl + lle8drte 112, - (70)
0 XV XU

The second estimate comes from the test function method of [21, 24]. We employ
a weak formulation of (31)

1
// —£2P5ng’5v~Vx1/f
QxR3
1 1 1
= [ tmetfees e s fes + eTs e Fren) + edvs )
QxR

1
£2 [0 +v - Vq] 1
-, S e s+ 82 (L— Pg) fre 50+ Vi
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with special test functions

= (v —8ul> = Bj)v - Vidj/ps for j=0,4
Uiy o= (i = 8ui)® = B)d; ) /ms for i, j € {1,2,3),
]//‘12’] — |U _ 8M|2(v[ _ 5”1’)(”/ — 5”/)3z¢/\/ﬂﬁ fOr l,J S {1, 27 3}7 i ;é j’
(72)

with —Ax¢; = (P} fre.5)°— KIZ' Jo(Pj fre.5)>dx with some condition on B, Bo, .

Then following the strategy of [20, 21], we use these test functions in (71), Holder
inequality and the embedding W5 R3) € L2(R3) with ) = 6}5 — 3 which implies
that

_ 1
IV (=Ax) " 1e2Ps fre sl Il

1, ! 5
S IVi(—=Ay) |82P5fRs,8| ”Wl’g(Rb

1
< ||e2P N s
S MetPsfresll g

1
5
5 ”8 2P5 fR£,5 ”LG(R?{)
to deduce that

le2 P freslle Slle™2 VoA~ P) fr 50l 12 + y/Ees(®)
(73)

1
+ 1eTs(fRe 5(0), fRe 5 ()2, 4 €28ltes (D 22,5

aslong as || (04, ua, 04)llc1t < 1. We refer to [20, 21] for more detail.

6 Closing the Estimates

Define the final energy and dissipation with a parameter 0 < a < 1

~ 1
Ees) = sup {Ec5(0) +allehe,s) 3 +alle2Ps fre sl ],

0<s<t

~ 1 3~
Des(t) = Des(t) + alle2 Py fre s 7 + alle Psdufre s (DN 73 + alle2 hes(5)l s
(74)
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We further assume the initial data satisfy with some 0 < b « 1 which will be
specified later

~ 1
Ees(0) + [le72(X— Pa)ng,a(O)“izv < bs. (75)
Define
Ts :=sup{t = 0: & 5(1) < 8}. (76)

To prove Theorem 1, it suffices to show the following:

Lemma 1 Assume the same as in Theorem 1. Then there exists a constant C > 0
independent of § such that

C
Ty . (77)

Proof First from the Holder inequality we obtain

ITs (g1, g2l 22, S Ngr/mg Nz llga/mg s,
ITs (81, 82)M22, < II(U)3+g1||L~g§II\/vagzlngv-
These yield
ITs (P fRe 50 Ps fRe )12, S I1Ps SR 5l L6l Ps fRe 51l L3
ITs(Ps fRe,50 PsOifRe )12, S 1 Ps SRe,5ll 16 | PsOif Re, 51l 3
ITs ([R50 A= Ps) fRe )12, S IlhesllLogll(X— Ps) fresll12,»

ITs(fRe,50 X =P)BufRe $)ll 2, S e sliLgg (L= Ps)difre sl 12 -

(78)

We also note that from |A(1)[> = [A(0)>+ ) [y £ 1A®s)12ds S A0+ [y |AP +
o 13:A1%,

lgllzerr S N8O Lr + gl 20 + 19:ll21- (79)

From (31), for0 <t < 15

1 1
lIlve sl 2, + 1rce sl 2 S €2 + 628 s(0),
’ ‘ (80)

1
Ites(Dlizge < Nheslirge +€2.

XV
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Applying (78), (79), (80)—(61), (64), (73) we derive

2
lehe sl

1
S llehes O + efe2 + lleheslligy t5?

TXV

2 2 2
} llehe,s ”Lg?v +&76%|tes ”L&?v

t
1 1
6 P e s ey + e (= B fr, 5OV, + / Des
“x YU 0

t

~ 1 ~
< Coo {85,5«)) e A= P e s O, + 9% +Eus) + [ De,a}
W 0

for 0 <t < Ts,
81
1 i (81)
”82 Psz&‘,a”L’})OLxﬁ
! 20— 2 !
S +e2ehesls ) {ne (L= Ps) fre 5017, + Ds,a}
" AU 0
2 2
+ Ees() + 8%t 513

! 2 ! 2 2 ! 2
+ (e Ps fre s Q)73 + 162 P fre 17 25 + e Podifre sl 72,5 €2 Pofe sl ep

t
<Cs {88,5 +8%E.5(1) +/ Dy s +82} for 0 <t < Tj,
0
(32)
! 2 2
”sszjkgjuhhg +'”8F%adkgjuqﬁg

1 ) 13 13 t 1 ) 1 )
Stl+ellehesligmy | Des+ | o+ | lle28tesly, + o280, 517,
14t 0 0 0 XU g
1 1
+ 62 Py fre N7 sops (1162 Ps fre,s 172y 5 + 6 PodifRe 51725} + (68) + (69)

t t
<C3 {/ 85,5+/ De.s +et} + (68) 4+ (69) for 0 <r < Ts.
0 0

(83)
From (39),
! 2 ! 2
RHS of (39) < lle2 Ps fresll ey ol PSfRs,SuLtzL;
t
1Py e 5120+ eliehesliz /O Des )

82 t t
<Ci { / D£,3 + 88/ Da,ﬁ} .
a Jo 0
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Now we consider (43). From the decomposition fr, s = Ps fre s +T—Ps) fre s

and 9;fr, 5 = Ps0;fre s + (1 —Ps)0:fr, s the terms containing Ps fr, 5 or Ps; fr,
in (43) are bounded as § || (o4, ua, 64) ”Crl fé &g 5. For the other terms consist of only

(I — P5) fre5 and (I — P5)dfr, 5 we split {v € B3} = {[v] < e} U {ju] > e}
as in [9] to derive

/f/ I = P) fre 5110 — Ps) fre o]
QxR3

+ & — Ps)0; fre 51| (L — Ps) i fr, 51}

t
1
5/ //Q . 1|v|srk58<v>3{|8 Z(I_PB)fRS,5|2+|(I—P5)BtfR£’5|2}
> (v >6
o Apized " llhesliigl fre sl + 8¢ e, sll2s 10 fre s
><

55/ @5,5+5/ Ees
0 0

for some 1 /(8 — 6) <« < 1/3. Hence,

t t
(43) =< Ccub {5/ 85,8 + 8/ Ds,é} . (85)
0 0

Similar estimates hold for (42), (68), and (69).
Finally by adding a x {(83) + (82) 4 (81)} to (39)—(44) and using (84) and (85)

~ r, ) r.
Ees+ [ Dus=) 4o [ &
0 2 0
for some 0 < a, b < 1. Then by the Gronwall’s equality
o 8 Cét
Eeslt) = e, (86)

and hence 8! < Tj and this finishes the argument. O
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7 Solvability of (27)

By the Fredholm we have a unique solution g € (KerLs)* of Lsg = h if and only
if Psh = 0. We denote

Ls 'h = g € (KerLs)* . (87)
From (18) and (22)
d -V
(A —Py)fis=—Ls" ( o £ *’“) . (88)
8/ 1s
We write and equivalent equation of (27) as
Gl dpes + v-Vus
atij15+Pj(U'VxP8f15)+Pj( 2 s Pafh;)
Orps + v- Vs
= —P;(u-Vi(I—P — P I-P :
j(v o ( 5)f15) j < 2«//15 ( 5)f15)
(39)
Then
Pj(v-ViPs f15)
3 4
=> /R} vmam(Z(Pifla)fﬂi«/ua)wj«/uadv
m=1 i=0
34
=VI+60V1+60 )Y (/3 One 015V (Py fig) + 80 - V(P fiy)
m=1i=0 ‘R
4 3
+ V14801480 ,Z(; (n; /R3 (Pmam((l)i«/ll«a)q)j\/ﬂadv)Pifls-
(90)

By direct computation,

/ OmPiQjusdv
]R3

«/liréa for i =0&j=m=1,23}or{j=0&i=m=1,2,3},

= «/;/4—650 for i=4& j=m=1,23or{j=4&i=m=1,2,3},

0 otherwise.
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Now (89) equals

Po fis Po f1s
5 | PLf1s 3 Su; V1 + 866! 0 5 | PLf1s
o | P2115 | = Z V14 86e Suilsxs  ~/63/14 80e; oy, | P25
P; fis i=1 [ 0v/6/1+80e]  Su; "1 Psfis
Py fis Py f1s

Po f1s

P1fis

+0) | P> fis

P3 fis

Py fis

= 0(I—Py)fi15).
For the existence we need some regularity on the initial datum such as
Ps fisli=0 € H* (). oD

On the other hand the initial condition of (I — Ps) f1; has to be chosen as

atﬂg + U'Vxllvg
8\/,11(;
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(I —Ps) figli=o = —Ls " (92)
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Thermal Boundaries in Kinetic )
and Hydrodynamic Limits e

Tomasz Komorowski and Stefano Olla

Abstract We investigate how a thermal boundary, modelled by a Langevin dynam-
ics, affect the macroscopic evolution of the energy at different space-time scales.

1 Introduction

Chains of an-harmonic oscillators are commonly used models in non-equilibrium
statistical mechanics, in particular to study macroscopic energy transport. To treat
mathematically non-linear dynamics is a very hard task, even for a small non linear
perturbation of the harmonic chain, see [15]. In the purely harmonic chain the
energy transport is ballistic, see [14]. Numerical evidence, see e.g. [13], shows
that non-linear perturbations can cause the transport in a one-dimensional system
to become diffusive, in case of optical chains and superdiffusive for acoustic
chains. Replacing the non-linearity by a stochastic exchange of momenta between
neighboring particles makes the problem mathematically treatable (see the review
[2] and the references therein). This stochastic exchange can be modelled in various
ways: e.g. for each pair of the nearest neighbor particles the exchange of their
momenta can occur independently at an exponential rate (which models their
elastic collision). Otherwise, for each triple of consecutive particles, exchange of
momenta can be performed in a continuous, diffusive fashion, so that its energy and
momentum are preserved. The energy transport proven for such stochastic dynamics
is qualitatively similar to the one expected in the case of the non-linear deterministic
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dynamics. In particular, for a one-dimensional acoustic chain it could be proved
that the macroscopic thermal energy density evolves according to a fractional heat
equation corresponding to the fractional laplacian (—A)3/%, see [6].

In the recent years we have been interested in the macroscopic effects of a heat
bath in contact with the chain at a point.

In Sect. 3 we consider first a purely harmonic chain in contact with a stochastic
Langevin thermostat at temperature 7, see (6) and (5). In the absence of a
thermostat, its dynamics is completely integrable and the energy of each frequency
(the Fourier mode k) is conserved. Rescaling space-time by the same parameter, the
energy of mode k, localized by Wigner distribution W (¢, y, k), evolves according to
a linear transport equation

W+ @' (k)a,W =0,

with velocity @' (k) = «'(k)/2m, where w(k) is the dispersion relation of the
harmonic chain. We can interpret W (¢, y, k) as the energy density of phonons of
mode k at time ¢ in the position y. The presence of a Langevin thermostat results in
the emergence of a boundary (interface) condition at y = 0 ([9]):

W(t,0%, k) = p-(k)W(1,0%, —k) + p+ (k)W (1,07, k) + g(k)T, fork >0

W, 07, k) = p_ (k)W (.07, —k) + p ()W (£, 07, k) + g(k)T, fork < 0.
(D

The coefficients appearing in the boundary condition correspond to probabilities
of the phonon transmission p4 (k), reflection p_(k) and absorption g(k). These
parameters are non-negative and satisfy p4 (k) + p—(k) + g(k) = 1. In addition,
Tg(k) is the intensity of the phonon creations. The transmission, reflection and
absorption parameters depend in a quite complicated way on the dispersion relation
() and the strength of the thermostat y > 0 (cf. (39), (42), and (50)). Some of their
properties and an explicit calculation for the nearest-neighbor interactions are pre-
sented in Appendix 1, the results contained there are original and are not part of [9]).

It is somewhat surprising that an incident phonon of mode k after scattering,
if not absorbed, can produce only an identical transmitted phonon, or a reflected
phonon of mode —k (at least for a unimodal dispersion relation). This stands in
contrast with what takes place at the microscopic scale. Then, an incident wave
of frequency k scatters and produces waves of all possible frequencies. In the
macroscopic limit, all frequencies produced by the scattering on the thermostat,
except those corresponding to +k, are damped by oscillations.

In [7] we have considered the same problem after adding the bulk noise that
conserves energy and momentum, see Sect. 4. The noise is properly rescaled in such
a way that finite total amount of momentum is exchanged locally in the macroscopic
unit time (in analogy to a kinetic limit). The effect of the bulk noise is to add a
macroscopic scattering term to the transport equation:

WW +a (k)o,W = yo/TR(k, Ky (WK — W(k)) dk', )
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i.e. a phonon of mode k changes to the one of mode k', with intensity yoR(k, k'),
given by (58). The case when no heat bath is present, has been studied in [1]. In [7]
we prove that the heat bath adds to (2) the same boundary condition (1), see Sect. 4.

Since in (2) the energies of different modes are mixed up by the bulk scattering,
we can further rescale space-time in this equation in order to obtain an autonomous
equation for the evolution of the total energy. Without the thermal bath this case has
been studied in [5] and the following results have been obtained:

* For optical chains the velocity of the phonon behaves like @' (k) ~ k for small
k, while for the total scattering rate R(k) = [ R(k, k' )dk' ~ k%. This means
that phonons of low frequency rarely scatter, but move very slowly so they
have the time to diffuse under an appropriate (diffusive) scaling. The phonons
corresponding to other modes also behave diffusively at the respective scales.
Consequently, in the optical chain, under diffusive space-time scaling, all modes
homogenize equally, contributing to the macroscopic evolution of the energy
e(t,y),ie. W(t/52, y/8,k) —s—0e(t, y), that follows the linear heat equation
(0 — Dayz)e(t, y) = 0 with an explicitly given D > 0, see (86).

* In acoustic chains, the bulk scattering rate is the same, but @'(k) ~ O(1) for
small k. Consequently low frequency phonons scatter rarely but they still move
with velocities of order 1, and the resulting macroscopic limit is superdiffusive.
In particular, in this case the low frequency modes are responsible for the
macroscopic transport of the energy. The respective superdiffusive space-time
scaling limit W(t/83/2, v/8,k) —s—pe(t,y), described by the solution of a
fractional heat equation (8; — ¢ |8y2|3/ He(t, y) = 0, with & > 0 given by (94).

The thermal bath adds a boundary condition at y = 0 to the diffusive,
or superdiffusive equations described above. More precisely the situation is as
follows.

* In the optical chain we obtain a Dirichlet boundary condition e(t,0) = T
for the respective heat equation (see (85)): phonons trajectories behave like
Brownian motions, and since they can cross the boundary infinitely many times,
they are absorbed almost surely. In effect, there is no energy transfer through
the boundary at the macroscopic scale. This is proven in [3] using analytic
techniques, see Sect. 5.1.

* In the acoustic chain, the long wave phonons, are responsible for the macro-
scopic energy transport. Their trajectories behave in the limit like superdiffusive
symmetric, 3/2—stable Levy processes: they can jump over the boundary on the
macroscopic scale and there is a positive probability of survival, i.e. of energy
macroscopic transmission across the thermal boundary. Since the absorption
probability ¢(k) remains strictly positive as k — 0 (as we prove here in
Appendix 1, at least for the nearest neighbor acoustic chain, see (119)), the
thermal boundary affects the transport. The macroscopic energy evolution is
given by a fractional heat equation with boundary defined by (93) and (87). This
is proven in [10] using probabilistic techniques, see Sect. 5.2.
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In Sect. 2 we review the results of [9] for the harmonic chain with the thermostat
attached at a point. Since the calculations for the transmission and reflection
scattering of [9] are quite complex, we present their somewhat simplified version
(conveying nevertheless their gist) in Appendix 2. We hope that the outline would
help the reader to understand how the macroscopic scattering emerges.

In Sect. 3 we review the results of [7] in the presence of the conservative bulk
noise. Section 4 contains the review of the diffusive and superdiffusive limits proven
in [3, 10]. In Sect.5 we mention some open problems, in particular the question of
the direct hydrodynamic limit, without passing through the kinetic limit, in the spirit
of [6].

Appendix 1 contains some original results that are not present in the discussed
articles, concerning the properties of the scattering coefficients and their behaviour
fork — 0.

2 Notation

Given a > 0 by T, we denote the torus of size a > 0, i.e. the interval [—a /2, a/2]
with identified endpoints. When a = 1 we shall write T := T for the unit torus.
LetTy :=[keT: 1/2 > +k > 0]. We also let Ry := (0, +00), R, := R\ {0}
and T, := T\ {0}.

By ¢7(Z), L?P(T), where p > 1, we denote the spaces of all complex valued
sequences ( fy)xez and functions f : T — C that are summable with p-th power,
respectively. The Fourier transform of (fy)xez € Ez(Z) and the inverse Fourier
transform of f € L*(T) are given by

[y =" feexp(—2mixk}, fo= / f(k)exp2mixk}dk, x€Z, keT.
x€Z T

3)

We use the notation

(f*g)y= Z SFy—y'8y

Y€l

for the convolution of two sequences (fy).ez, (8x)xecz that belong to appropriate
spaces £7(Z). In most cases we shall assume that one of the sequences rapidly
decays, while the other belongs to £2(Z).

For a function G : R x T — C that is either L!, or L2-summable, we denote by
G :R x T — C its Fourier transform, in the first variable, defined as

G, k) = / e "IN G(x, k)dx, (n,k) e R xT. 4)
R
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Denote by Co(R x T) the class of functions G that are continuous and satisfy
limyy| 00 SUper |G (y, k)| = 0.

3 Harmonic Chain in Contact with a Langevin Thermostat

We consider the evolution of an infinite particle system governed by the Hamiltonian

1 1
Hp, q) := 5 Zpi + 5 Z Uy y Gy 0y Q)

VEZ v,y €L

Here, the particle label is y € Z, (q,,p,) is the position and momentum of the
y’s particle, respectively, and (q,p) = {(qy, p,), y € Z} denotes the entire
configuration. The coupling coefficients c, are assumed to have exponential decay
and chosen positive definite such that the energy is positive. We couple the particle
with label O to a Langevin thermostat at temperature 7. Then the evolution of the
system can be described using the stochastic differential equations:

4y (1) = py(0),

(6)
dp, (1) = —(a * q()ydt + (— ypo(t)dt + /2y Tdw(0))8o.y, y € Z.
Here, {w(¢), + > 0} is a standard Wiener process, while y > 0 is a coupling
parameter with the thermostat.

Assumptions on the Dispersion Relation and Its Basic Properties
We assume (cf [1]) that the coupling constants (o ),z satisfy the following:

(al) they are real valued and there exists C > 0 such that |a,| < Ce /€ for all
x €7,

@2) atk) =) ez oce 27k s also real valued and @(k) > O for k # 0 and in
case @(0) = 0 we have @”(0) > 0.

The above conditions imply that both functions x + «, and k — &(k) are even.
In addition, & € C*°(T) and in case &(0) = 0 we have &(k) = k*¢ (k) for some
strictly positive ¢ € C°°(T). The dispersion relation w : T — R, given by

wk) :=ak), keT. (7

is obviously also even. Throughout the paper it is assumed to be unimodal, i.e.
increasing on T and then, in consequence, decreasing on T_. Its unique minimum
and maximum are attained at k = 0, k = 1/2, respectively. They are denoted
by @min = 0 and @max, _correspondingly. Denote the two branches of its inverse
by w+ : [®Omin, ®max] = Tx.
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In order to avoid technical problems with the definition of the dynamics, we
assume that the initial conditions are random but with finite energy: H(p, q) < oo.
This property will be conserved in time. For such configurations we can define the
complex wave function

Yy (1) i= (@ % q(1))y +ipy(1) ®)

where (&)y)y 7 1s the inverse Fourier transform of the dispersion relation. We have

Hp(), qt) = X, 19y ()]

The Fourier transform of the wave function is given by
Ut k) = wk)q, k) +ip@t, k), ke, ©)]

so that
« 1 « N R
p@, k)= 2 [V, k) — ™, k)], po(t) = /Tlmw(t,k)dk.

Using (6), it is easy to verify that the wave function evolves according to

dy(t, k) = (— i)y, k) —iypo(t))dt +iy/2y Tdw(t). (10

Introducing a (small) parameter ¢ € (0, 1), we wish to study the behaviour of
the distribution of the energy at a large space-time scale, i.e. for the wave function
Yix/e1(t/€), (t,x) € Ry x R, when ¢ — 0. In this scaling limit we would like to
maintain each particle contribution to the total energy to be of order O(1), on the
average, and therefore keep the total energy of the chain to be order ¢ ~!. For this
reason, we choose random initial data that is distributed by probability measures jt.
defined on the phase space ( p, q), in such a way that

sup &(H(p, D), = sup Y e(lYyhu, = sup eIz < 00
e€(0,1) se(O,l)yez ee(0,1)

(1)

The symbol (-),, denotes, as usual, the average with respect to measure j.. To
simplify our calculations we will also assume that

W ®y @), =0, k. LeT. (12)
This condition is easily satisfied by local Gibbs measures like

o By P2

Zy: dyry (13)

YEZ
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for a proper choice of temperature profiles (,8; )~! > 0, decaying fast enough to 0,
as |y| — +oo. Here Zg: is the normalizing constant.

Wigner Distributions

Wigner distributions provide an effective tool to localize in space energy per
frequency, separating microscopic from macroscopic scale. The (averaged) Wigner
distribution (or Wigner transform) is defined by its action on a test function G €
SR x T) as

G. W(s)(t) Z / 2mik(y’ —y)]E [%r( )(wy,)* (tﬂ G*(ey;y ,k)dk.
y Y'€Z ’
(14)

The Fourier transform of the Wigner distribution, or the Fourier-Wigner function
is defined as

_~ & ~ t & ~ t &
We(t,n, k) = QIEE |:1//*( k- n)l//(s,k—i— 27])], (t,n, k) € [0,00) x Ty x T,

& 2
(15)
so that
(G, WO (1)) = / We(t, n,k)G*(n, k)dndk, G e SR x T). (16)
TxR

Taking G (x, k) := G(x) in (14) we obtain

(G, W® (1)) = ZE Ui/fy < ) } G(ey). (17)
yeZ

In what follows we assume that the initial data, after averaging, leads to
a sufficiently fast decaying (in n) Fourier-Wigner function. More precisely, we
suppose that there exist C, x > 0 such that

~ C
W0 RIS (| e (100 €T x T e €O, 1), (18)

In addition, we assume that there exists a distribution Wy € S'(R x T) such that for
any G € SR x T)

lim (G, W®(0)) = (G, Wp). (19)
e—>0+

Note that, thanks to (18), distribution Wy is in fact a function that belongs to Co(R x
T) N LE(R x T).
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3.1 The Thermostat Free Case: y =0

If the thermostat is not present (y = 0), the equation of motion (10) can be explicitly
solved and the soution is ¥ (z, k) = ¥ (k)e'*®’ Defining

Sk, n) = l [a) (k + 82’7) —w (k - 82’7)] , (20)

we can compute explicitly the Wigner transform:

We(t, n, k) = e eo®kni/ew o 5 k) — e~ O, (i, k), 1)

assuming the corresponding convergence at initial time, see (19). The inverse
Fourier transform gives

W(t,y, k) = Woly — o' (k)1, k), (22)
where @' (k) := w'(k)/(27), i.e. it solves the simple linear transport equation
WW(t,y, k) + &' (k) W(t,y, k) =0, W(O,y, k) =Wo(y, k). (23)

We can view this equation as the evolution of the density in independent particles
(phonons), labelled by the frequency mode k € T, and moving with velocity @' (k).

3.2 The Evolution with the Langevin Thermostat: y > 0

We use the mild formulation of (10):

. n . t .
lzz(z,k)=e*'w(")f1//(o,k)—iy/ e*lw(k“f*s)po(s)ds+i\/2yT/ 1R g0 (1),

t
0 0
(24)

Integrating both sides in the k-variable and taking the imaginary part in both sides,
we obtain a closed equation for pq(¢):

t t
po(®) = p) — ¥ /0 J(t = )po(s)ds + /2y T /0 Ji—sdw(s), Q5
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where
J(t):/cos (w(k)t) dk, (26)
T

and

pd() = f Im (&(0, k)e*iw(k)f) dk, 27)

T

is the momentum at y = O for the free evolution with y = 0 (without the
thermostat).

Taking the Laplace transform

+00
Po(2) =/ e Mpo()dt, Rei >0,
0
in (25) we obtain

Po(r) = RSN + 2y TEWDJT W)W (A). (28)

Here, g(A) is given by

g0 =0 +yJ L (29)
and
T o o —At _ A
J(X) ._/O e J(t)dt_/quz+w2(k)dk’ Rel > 0. (30)

We will show below that g(A) is the Laplace transform of a signed locally finite
measure g(dt). Then, the term (A + ia)(k))’lg()\)ﬁg()\), that appears in (33), is the
Laplace transform of the convolution

t
/ ot — s, k)pd(s)ds, (31)
0

where

t
P, k) = /0 e WD e(dr), (32)
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Next, taking the Laplace transform of both sides of (24) and using (28), we arrive at
an explicit formula for the Fourier-Laplace transform of v, (¢):

¥ (0,k) — iypo(r) +in/2y TH()

v = A +iok)
_ V0.0 =iyg0)Ba0) + V2 T 0D ) +iV2y T () (33
o A +iwk)
(0. k) — iy EBYA) + 22y Ti(2)
o A+ iwk) ’
The Laplace inversion of (33) yields an explicit expression for 1/}(t, k):
~ . ~ t
V(. k) =e P50, k) — iy / ot — 5, k)pY(s) ds
° (34)

t
+i\/2ny d@t — s, k) dw(s).
0

3.3 Phonon Creation by the Heat Bath

Since the contribution to the energy given by the thermal term and the initial energy
are completely separate, we can assume first that Wy = 0. In this case ¥ (0, k) =0
and (34) reduces to a stochastic convolution:

t
U, k) = i/zny bt — s, k) dw(s). (35)
0

To shorten the notation, denote

t
o, k) = / e W (dr) = Wyt k),
0

We can compute directly the Fourier-Wigner function

t
-~ _ —idcw(k,m)s 7 ENN 74 _ en
W.(, n,k)_yT/O e ¢(s/s,k+ 2)¢ (s/e,k 2)ds.
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Taking its Laplace transform we obtain

= * —At ! —isew(k,n)s 7 [ —1 ENN 7% [ —1 &n
weg(A,n, k)y=yT dte dse "% ""d)(s s,k + 2)(1) <8 s,k — )
0 0

T [ Gtiscotkon)s 5 [—1 EN\ 2y ( 1, €N
= )\/0 dse ¢<s s,k—{—2>¢ (s s, k 2).

(36)

Using the inverse Laplace formula for the product of functions we obtain, for any
c >0,

]/T c+il 1
De (A, 1, k) = A+iSew(k,n) —o) )~
e (0 m k) = 7 2711'@;1010/6_,'@ lo A+ iscwk,n) — o)}

x § (80 —iwk + 82'7)) i <e(k Fisew(k, n) — o) —iw(k — 82'7)) do.

(37)
Since g is bounded and ReX > 0, we can take the limit as ¢ — 0, obtaining
T|v(k)|?
b= TON (38)
A+ i (k)n)
where
v(k) := 111%g(s —iw(k)). 39)
E—>
The limit in (39) is well defined everywhere, see Appendix 1 for details.
The inverse Laplace transform of (38) gives
. 1— e*ia)’(k)nt 5
W, n k= ., y Tk~ (40)
o' (k)n
Performing the inverse Fourier transform, according to (30), we obtain
Wt y, k) = Tg(k)Lj0,e km(y) (41)
where @ (k) = w(k)/2m,
vo)I?
gk =" “2)

|’ (k)|
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and

[0,a], ifa>0
[a,0], ifa <O.

[[0, a]] :=

We can interpret (41) as the energy density of k-phonons that are created at the
interface y = O by the heat bath with intensity 7g(k) and then move with velocity
@' (k). The Wigner function W (¢, y, k) can be viewed as a formal solution of

W, y, k) + & ()W, y, k) = &' )T gk)8(y), W(0, y, k) =0.
(43)

3.4 Phonon Scattering and Absortion by the Heat Bath

The scattering of incoming waves can be studied at temperature 7 = 0, by looking
at the deterministic equation

V(. k) =e 00,k — iy /0 0t — 5, ) d. (44)
Proceeding along the lines of the calculation of the previous section we obtain
Welt, k) = WOt .0 + Wt . k) + W2, 0, k), (45)
where Wg (t, n, k) is given by (15),
WO, n, k) = e~ ®MI/EW (0,1, k),
Wit n, k) = —i ‘92” /Ot/g {]ES[I/D (0, k— 82'7)*;38(‘9)]&0)(“3")2(;5 (; —sk+ ‘Z")

~ & t *
—Ee[ ¥ (0,k+ 0] el 2">i¢<8 —s,k—82"> }ds,

\
\
™

Q

1)

=

O\N \_/
B

)/ 0 0

) ds>Ee [pf(s1)p ()]
W A * p R

e D 2 e % 2 )

The limit behavior of Wo(t n, k) is already described by (21). The calculations
for the other two terms W1 and W2 are more involved. Their outline is presented in

(46)
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Appendix 2 below. We have

—io (k
lim W, (t, 7, k) = —yRev(k)e @ ® / e O o o
e—0+ °© R o' (k)(n' —n)

47

and
P v(k)|? / W, 7', dydn’
lim W2, .
o, et m.k T 4o /(k)IZ )»+lw(k)n R A+io W)y’ @

Putting together the limits of the solutions for 7 > 0 and Wo =0, given by (41),
and the solution of the deterministic equation for 7 = 0 and a non-vanishing Wo,

obtained by taking the sum of the limits of W/ (t,n,k), j =0,1,2, we conclude the
formula for the limit as ¢ — 0, of Wigner function Wg (t, n, k), see (15), for ¢(t k),
given by (34), equals:

W(t, y, k) = 1jo.a@0ne WO, y — &' (k)t, k)

+ p+ () 1 j0.argym WO, y — &' (k)t, k) (49)

+ p— (O 10,6/ kMW O, —y + &' (k)t, —k) + Tg(k) 1[0,a (k) (),

where the coefficient g(k) is given by (42) and

y|v(k>|)2
_(k) = . (50
p-(&) <2|cz/(k)| )

pr(k) == ‘1 -

By a direct inspection we can verify that W (¢, y, k), given by (49), solves the
transport equation

alW(ta yak) +J)/(k)ayW(ta yak) =Oa y ;éo’ (51)
with the transmission/reflection and phonon creation boundary condition at y = 0:

W, 0t k) = p_(k)W(t,0", —k) + pp k)W(t,07, k) + g(k)T, fork € T4

W, 07,k) = p_()W(t, 07, —k) + pL(k)W(t, 0", k) + g(k)T, fork e T_.
(52)

In Appendix 1 below we show that

p+(k) + p-(k) +glk) = 1. (53)



266 T. Komorowski and S. Olla

Coefficients py (k) and p_(k) can be interpreted therefore as the probabilities of
phonon transmission and reflection, respectively. Since p (k) + p_(k) = 1 — g(k),
the coefficient g(k) is the phonon absorption probability at the interface.

4 Harmonic Chain with Bulk Conservative Noise in Contact
with Langevin Thermostat

4.1 The Model and the Statement of the Result

In [7] we consider a stochastically perturbed chain of harmonic oscillators ther-
mostatted at a fixed temperature 7 > 0 at x = 0. Its dynamics is described by the
system of Itd stochastic differential equations

dq,(t) = p,(1)dt, x €Z,
dp, (1) = [—(a *x q))x — 8;/0 O * p(t))x] dt

Ve Y etk Pk () + (=ypo(dr + 2y Tdw(®)) 0.1

k=—1,0,1
(54)
Here the coupling constants (o). cz are as in (5),
Yy = (px = Pxp)0p, _ + 01 — Pe—)dp, + Py — P, (55

and (wx(?));>0, X € Z with (w(?)),>¢, are i.i.d. one dimensional independent
Brownian motions. In addition,

0, = A0 =09 + 6 — 200

X+
with
—4, x=0
09 ={ _1, x ==+1

0, if otherwise.

Parameters eyp > 0, y describe the strength of the inter-particle and thermostat
noises, respectively. In what follows we shall assume that ¢ > 0 is small, that
corresponds to the low density hypothesis that results in atoms suffering finitely
many “collisions” in a macroscopic unit of time (the Boltzmann-Grad limit).
Although the noise considered here is continuous we believe that the results extend
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to other type of conservative noises, such as e.g. Poisson exchanges of velocities
between nearest neighbor particles.

Since the vector field Y, is orthogonal both to a sphere pi_l —l—p)% +pi 41 = const
and plane p,_; + p, + p, 1 = const, the inter-particle noise conserves locally
the kinetic energy and momentum. Because these conservation laws are common
also for chaotic hamiltonian system, this model has been used to understand energy
transport in presence of momentum conservation, see [2] and references there.

The case without the Langevin thermostat, i.e. with y = 0, was studied in [1],
where it is proved that

E—>
where W (¢, y, k) is the solution of the transport equation

atW(ta ya k) + CZ)/(k)ay‘al(ta ya k) = )’O/ R(ka k/) (W(ta ya k/) - W(ta ya k)) dk/a
T
(57)

where

R(k, k') = 32 sin’ (k) sin®(k’) ’sinz(rrk) cos? (k') + sin®(wk’) cosz(nk)] )

(58)
We have therefore
R(k) = / R(k, k)dk' = 4sin®(k)(1 + 3 cos* (k). (59)
T
In [7] we have proved the following result.
Theorem 1 Suppose that yo, y > 0 and the initial data satisfies (18), Then,
+o00
im [ dr f f Wet, y. K)G(t. y. k)dydk
e—~>0+ Jo Ta/e xT
(60)

+00
= / dt/ W, y, k)G(t, y, k)dydk
0 RxT

forany G € C3°([0, +00) x R x T), where the limiting Wigner W (t, y, k) function
satisfies (57) for (t,y, k) € Ry x Ry x Ty, with the boundary conditions (52), at
the interface y = 0.
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4.2 A Sketch of the Proof of Theorem 1

Consider the wave function 1 (¢) that corresponds to the dynamics (54) via (8) and
1/}(t) its Fourier transform. In contrast with the situation described in Sect. 3.2 (the
case o = 0) we no longer have an explicit expression for the solution of the
equation for I/AI(I), see (24), so we cannot proceed by a direct calculation of the
Wigner distributions as in Sect. 3 and Appendix 2.

In order to close the dynamics of the Fourier-Wigner function, we shall need all
the components of the full covariance tensor of the Fourier transform of the wave
field. Define therefore the Wigner distribution tensor W (¢), as a 2 x 2-matrix tensor,

whose entries are distributions, given by their respective Fourier transforms

Wei (t.1.K) Ye 4 (1,1, k)

W.(t, n, k) =
6( n ) |:Ye,(f7’77k) Wg,,(t,n,k)

} , (0, k) €Ty xT, (61)
with

We 4 (1,1, k) := We(t, 0, k) = ;]Es [1& (t/g’k + Szn) v (t/g’k B 8277)]

sy 55 i (e )0 e+ )]

Ye—(t,n, k) =Y. (t, =0, k), We_(t,1,k) := We 1 (t, 0, —K).

By a direct calculation we show that the following energy bound is satisfied, see
Proposition 2.1 of [7]

& A F ~
sup Bl t/e)3rm < sup | EllY O3, +yTt, t>0.  (62)
£(0,1] 2 ‘ L2(M £e(0,1] 2 ‘ L2(T)

The above estimate implies in particular that

sup [|We tllree(qo,r.) < +oo, foranyt > 0, (63)
£€(0,1]

where A’ is the dual to A—the Banach space obtained by the completion of S(R x
T) in the norm

IGlla = / sup|G (1, k)ldn, G e SR x T). (64)
R keT

Similar estimates hold also for the remaining entries of W, ().
In consequence (W, (-)) is sequentially x-weakly compact in Lﬁfc([O, +00), A)
and the problem of proving its x-weak convergence reduces to the limit identifica-

tion.
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4.2.1 The Case of Zero Temperature at the Thermostat

Suppose first that 7 = 0. We can treat then the microscopic dynamics (54) as a
small (stochastic) perturbation of the purely deterministic dynamics when all the
terms containing the noises (wy(¢)) and (w(#)) are omitted. Denote by qAS(S) (t,k)
the Fourier transform of the wave function corresponding to the latter dynamics, cf
(9). We consider then the respective Wigner distribution tensor Wi (z, y, k) whose
Fourier transform is given by an analogue of (61), where the wave function of the

“true” (perturbed) dynamics w (t, k) is replaced by qﬁ (, k), which corresponds to
the deterministic dynamics:

dq,(t) = p,(t)dt, x €Z,
Y0 (65)
dp (1) = [—(“ #q0)x = 5 (O p(t))x] dt — ypo(t)So.dt.

Denote by £ . the Hilbert space made of the 2 x 2 matrix valued distributions
on R x T, such that the Fourier transforms of their entries belong to L2(’IF2 /e x T).
The Hilbert norm on £ . is defined in an obvious way using the L? norms of the
Fourier transforms.

Using the equations for the microscopic dynamics of qA& (t, k) we conclude that
the tensor Wi"(f) can be described by an L, strongly continuous semigroup

(mig“(t)), ie
W) =0 (W), 1 =o. (66)

Using a very similar argument to that used in the case of yp = 0 (remember no noise
is present in the unperturbed dynamics) we can prove, see Theorem 5.7 of [7], that

Theorem 2 Under the assumptions on the initial data made in (18) and (19), we
have

lim (G, W) = (G.W"(®). 120.GeSRxT)
E—>

where

Wi, y, k)

0
) 7k R Tv
0 Wi“a,y,—k)} (v ) e Rx

W, y, k) = [

and

FW(L, y, k) + &' (K)d, W™, y. k) = —poRIOW™(t, y, k). (t, v, k) € Ry x Ry x T,
(67)

with the interface conditions (52) for T = 0.
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Similarly to (51) Eq.(67) can be solved explicitly and we obtain W"(r)
U (WU (0)), where W(r,y, k) = e RO ¢y k) and W (1, y, k) is
given by (49). Consider a semigroup defined by

(W) (v, k) == W(z, y, k). (68)
One can show that ( QII}’“) ;> forms a strongly continuous semigroup of contrac-

tions on any L”(R x T), 1 < p < 4o00.
We can use the semigroup 202" (¢) to write a Duhamel type equation for

we +()"v ’77k) ;/)7\5 Jr()‘f nsk) i| /+w —At
w.(A) =] " . = W (1)dt
E( ) I:yé‘,()"v nvk) w&,*()"v nvk) 0 ¢ E()

the Laplace transform of the Wigner tensor of (61) defined for Re A > A and some
sufficiently large A9 > 0. It reads

We(h) = W)W, (0) + ’;0 T () ve (1), Rei > Ag. (69)
Here
—+00
W) = f e M (1)dt, (70)
0
and v (A) := R w.(A). The operator R, acts on 2 x 2 matrix valued w whose

entries belong to £ . and whose Fourier transform (in y) is given by

f ,k = z)\“r(n’k) Z‘F(n!k) }’ ,k VI[! e r]r
w0 [y(mk) Dby | PP E T

as follows. The Fourier transform 9{;\“’ have entries of the form
+ A ro(k, k/v 8’7) [@6,4*(’77 k/) + w&*(ns k/) - 378,4»(’77 k/) - 3}\6‘,*(7]1 k/)] dk/

Here ro(k, k', en) is a scattering kernel that satisfies R(k,k") = ro(k,k’,0) +
ro(k, —k’, 0), with R(k, k) given by (58). Suppose now that we test both sides of
(69) against a 2 x 2-matrix valued smooth function G whose entries have compactly
supported Fourier transforms in the y variable, say in the interval [— K, K] for some

*
K > 0. Denote by (mg“(x)) and R} the adjoints of the respective operators in
LZ,S-

We already know that from any sequence (w,g,1 (A)), where &, — 0+, we can

choose a subsequence, that will be denoted by the same symbol, converging *-
weakly in A’ to some w(1). Using Theorem 2 and the strong convergence of the
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sequence 1[—g k1(MRE (Qﬁ““(k))*G, n — +ooin L>(R x T) we can prove the

€n

following, see Theorem 5.7 of [7].

Theorem 3 Suppose that W is the *-weak limit of (Wg,,) in (Ll([O, +00); ﬂ))/for
some sequence &, — 0+. Then, it has to be of the form

Wi, y, k) 0

Wiy b= [ 0 Wy —k)

} . (ke L’ ®RxT), (71)
where W (t, v, k) satisfies the equation
t
W) = (W) + 7 / Wy (RW, )ds, (72)
0
and R : L>*(R x T) — L*(R x T) is given by

RF(y, k) := / Rk, k" F (y,k/) dk', (y,k)eRxT, FeL*RxT).
T
(73)
The convergence claimed in Theorem 1 is then a direct consequence of Theorems 2
and 3.

It turns out that the microscopic evolution of the Wigner transform given by (61)
allows us to define a strongly continuous semigroup on L?(T, /e X T) by letting

DI (t)(Wg (0)) := W,(0). The norms of the semigroups Lz(Tz/g x T) remain
bounded with ¢ € (0, 1], see Corollary 4.2 of [7]. Using Theorems 2 and 3 we can
show therefore that for any G € L'([0, +00), A) we have

+00

+o00
lil& (W (W (0), G(n)dr = / (2, W(0), G(1))dt, (74)
£—> 0 0

where 20, W(0) := W(z) is given by (71).

4.2.2 The Case of Positive Temperature at the Thermostat

Finally we consider the case T > 0. Suppose that x € C°(R) is an arbitrary real
valued, even function satisfying

L, for |y| = 1/2,
x(y) =40, for |y| > 1, (75)
belongs to [0, 1], if otherwise.
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Then its Fourier transform x € S(R). Let X, € C°(Ty/,) be given by

~ ~ 2n
Xe () :=Zx <n+ . > n € Taye.

nez

and
Ve(t. 0, k) := We(t, 0, k) — TRe(n,
where I is the 2 x 2 identity matrix. In fact, V,(¢) is a solution of the equation

t
Vo) =WV + [ w0 (F.)ds (76)
0

where

F.(n, k) = —iT%(") [o(k+7)) —o(k=7)] [é _01}

Using the convergence of (74) we conclude that

+o00 +o00
lim (Ve (1), G(1))dt :/ (V(t), G(1))dt, ()
=0+ Jo 0
where
_ | V@ y. k) 0
Vi = [ 0 Ve, —k>}
and

t

Vi, y, k) = W, y, k) + T/O Qﬁs<cb’(k)x’(y))ds. (78)

We can identify therefore W (¢, y, k) with the solution of the equation

~ t -
Wi, y, k)= %I(Wo)(y,k)-i-/o W (F)(y,k)ds +Tx(y), (¢, y,k)eRy xRxT.
(79

Here

F(y,k):==T&' ()x' (), Woly, k) := Wo(y, k) — Tx(y). (80)

This ends the proof of Theorem 1 for an arbitrary 7 > 0.
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5 Diffusive and Superdiffusive Limit from the Kinetic
Equation with Boundary Thermostat

We are now interested in the space-time rescaling of the solution of the Eq. (57) with
the boundary condition (52). We should distinguish here two cases:

* the optical chain, when o' (k) ~ k for small k,
¢ the acoustic chain, when w (k) ~ |k| for small k.

In the optical chain, the long-wave phonons (corresponding to small k) have a small
velocity, consequently even if the bulk scattering rate is small (R (k) ~ k?), they still
have time to diffuse. In fact, all other phonons (i.e. those corresponding to other k)
have their non-trivial contribution to the diffusive limit.

In the acoustic chain the long-wave phonons move with the speed that is bounded
away from 0 and rarely scatter. Therefore, they are responsible for a superdiffusion
of the Levy type arising in the macroscopic limit. In the superdiffusive time-scale all
other phonons (corresponding to non-vanishng k) do not yet move, their contribution
to the asymptotic limit is therefore negligible.

5.1 The Optical Chain: Diffusive Behavior

This case was studied in [3]. The diffusive rescaling of the solution of (57) is defined
by

WOty k) = W(t/8%, y/8.k), (81)
with an initial condition that varying in the macroscopic space scale
W0, y, k) = Wo(y. k). (82)

We assume here that Wy (y, k) = T+ Wo(y, k), with Wo € L*(R x T). This rescaled
solution solves

Wt v, k) + & 00, Wt y. k) = P / RO K (WO v, K = Woie, v b0) di,
) 82 Jr
(83)

with the boundary condition (52) in y = 0.
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In [3] it is proven that, for any test function ¢(t, y, k) € C3°([0, +00) x R x T),

+00 +oo
lim dt/ Wa(t, v, k), y, k)ydy dk = / dt // p(t, V)o(t, y, k) dy dk,
0 RxT 0 RxT

§—0
(84)
where p(¢, y) is the solution of the heat equation
dp(t,y) =Ddjp(t,y),  y#0,
p,0) =T, VvVt > 0, (85)
PO, y) = po(y) = /T Wo(y, k)dk.
The diffusion coefficient is given by
1 [ & k)?
= / @ ® (86)
Yo JT R(k)

Notice that, under the condition of the optical dispersion relation, D < +oo.
The proof in [3] follows a classical Hilbert expansion method, with a modification
needed to account for the boundary condition.

Intuitively, the result can be explained in the following way: phonons of
all frequencies behave diffusively, under the scaling they converge to Brownian
motions with diffusion D, that has continuous path. As they get close to the
thermostat boundary, they cross it many times till they get absorbed with probability
1 in the macroscopic time scale. Consequently there is no (macroscopic) trasmission
of energy from one side to the other. Phonons are created with intensity T, and this
explain the value at the boundary y = 0.

5.2 The Acoustic Chain: Superdiffusive Behavior

This limit was studied in [10], while the case without thermostat had been previously
considered in [5]. In a one dimensional acoustic chain, long wave phonons (small
k) move with finite velocities but still scatter very rarely. Consequently these
longwaves phonons on the microscopic scale move ballistically with some rare
scattering of their velocities. Under the superdiffusive rescaling /¢, 7!y they
converge to corresponding Levy processes, generated by the fractional laplacian
—|A /4. The effect of the thermal boundary is more complex than in the diffusive
case, as now the phonons have a positive probability to cross the boundary without
absorption and jump at a macroscopic distance on the other side. This causes a
particular boundary condition for the fractional laplacian at the interface y = 0,
that we explain below. Let us define the fractional laplacian —|A|*/4, admitting an
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interface value T, with absorption gy, transmission p. and reflection p_, as the L?
closure of the singular integral operator

A3/4F (y) =p.v. f Oq(y —YOF() — F()ldy'
yy'>

+ golT — F(y)] gy —yHdy'
yy'<0

+ p7/ q(y = Y)IF(=y) — F(y)ldy'
yy'<0

+p+/ , Oq(y —WIFQ) = F)dy', y#0, FeCi°R),
yy <
(87)

where, cf [12, Theorem 1.1 e)],

c3/4 2321 (5/4) 3
TVZ e T rir3gy) T 29y &9
The first integral appearing in the right hand side of (87) is understood in the
principal value (p.v.) sense. The choice of constant c3/4 is made in such a way
that the “free” fractional laplacian, defined by the kernel g (-), coincides with the
definition using the “usual” Fourier symbol, see [12, Theorem 1.1 a)]. To define
A3/4F(0), note that, due to the fact that g, > 0, the finiteness of the second integral
forces the condition F(0) = T on any function belonging to the domain of the
generator. We can define Aj3/4F (0) using (87) for any continuous function that
satisfies F'(0) = T, for which the integrals appearing in the right hand side (without
the principal value) converge.
Notice that in the case without thermal interface, go = 0, p— = 0, py = 1,
and we recover the usual “free” fractional laplacian on the real line. The absorption,
transmission and reflection coefficients that arise here are given by

=1 k =1 k).
90 kf})g( ), P+ kg}})[?i( ) (89)

For the nearest neighbor acoustic chain, with the dispersion relation w(k) :=
wg| sin(k)| (cf (111)) it turns out that, see (119),

[oF 2 )4 2 2y wq
= _ = = . 90
D+ < ) ; p—(k) <wa+y> Jo (@0 + 1) (90)

The rescaled solution of the kinetic equation, see (57), is defined now by

Wi, y, k) = W(t/832, y/8, k) 91)



276 T. Komorowski and S. Olla

In [10] it is proven that for any # > 0 and ¢ € C°(R x T)

lim / Wo(t, y, k)e(y, k) dy dk = f f p(t, ey, k) dy dk,
RxT RxT

§—0
92)
where p (¢, y) is the solution of
Aqp(t,y) =CcAzup(t, y), 93)
where
s 72w)? 00 (1 — cosA)dA _ ) 12 04)
@2 o A3/ 670 ’

cf [4, formula 3.762, 1, p. 437]

The proof of (92), presented in [10], is based on the probabilistic representation
of the phonon trajectory process associated with the kinetic equation (57). It is
shown that superdiffusively scaled trajectories of the process converge in law
to those of a Levy process, with corresponding probabilities to be absorbed,
transmitted or reflected when crossing y = 0, with a creation in the same point
(its generator is given by (87)).

Remark Notice that the convergence in (92) holds for every time ¢+ > 0, while
in the diffusive case it is only weakly in time (cf (84)). The explanation comes
from different methods adopted in the respective proofs. The proof of (92) is of
probabilistic nature, and uses the fact that the corresponding limiting transmit-
ted/reflected/absorbed process jumps over the thermostat interface only finitely
many times before being absorbed. On the other hand, the proof of (84) is analytic,
and it would be difficult to establish, by a probabilistic method, a result for every
time, since the corresponding Brownian motion crosses the thermostat infinitely
many times before being absorbed by it.

6 Perspectives and Open Problems

6.1 Direct Hydrodynamic Limit

The results presented in the previous sections are obtained in the typical two-step
procedure: we first take a kinetic limit (rarefied collisions) and obtain a kinetic
equation with a boundary condition for the thermostat, next we rescale (diffusively
or superdiffusively) this equation getting a diffusive or superdiffusive equation with
an appropriate boundary condition.
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It would be interesting to obtain a direct hydrodynamic limit, rescaling dif-
fusively or superdiffusively the microscopic dynamics, without rarefaction of the
random collision in the bulk. This means considering the evolution equations (54)
with ¢ = 1, then setting a scale parameter § (that does not appear in the evolution
equations) and define the Wigner distribution by

s Tik(y— t wf 1 wfV+Y
(G. WO 1)) - )3 /Tez k(y y>]E[¢,y (5a>(¢y,) <5a)]G (a ; ,k)dk.

V.V €L
95)

with o = 2, or @« = 3/2 in the diffusive, or superdiffusive case, respectively. Then
one would like to show that, in some sense,

WO, y,k) — p(t, y), (96)
5—0

where p(t, y) is solution of (85) or (93), depending on the scaling. In absence of a
thermostat, this has been proved in [6].

6.2 More Thermostats

In non-equilibrium statistical mechanics it is always interesting to put the system
in contact with a number of heat baths at various temperatures. If, in the case of
dynamics defined by (6) or (54), we add another Langevin thermostat at the site
[e’lyo] with yo # 0, at a temperature 77, we expect to obtain the same kinetic
equations with added boundary conditions at the point yg analogous to (52) but of
course the phonon production rate g(k)77. The difficulty in constructing the proof,
lies in the fact that we no longer have an explicit formula for a solution in the case
the inter-particle scattering is absent, that has been quite essential in our argument.

6.3 Poisson Thermostat

A different model for a heat bath at temperature 7 is given by a renewal of
the velocity po(¢) at random times given by a Poisson process of intensity y:
each time the Poisson clock rings, the velocity is renewed with value chosen
with a Gaussian distribution of variance 7, independently of anything else. This
mechanism represents the interaction with an infinitely extended reservoir of
independent particles in equilibrium at temperature T and uniform density.

From a preliminary calculation (cf [8]) it seems that the scattering rates in the
high frequency-kinetic limit are different, implying their dependence on the micro-
scopic model of the thermostat. Obviously, in the hydrodynamic limit, diffusive or
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superdiffusive, we expect that there boundary conditions will not depend anymore
on the microscopic model of the thermostat.

Appendix 1: Properties of the Scattering Coefficients

Some Properties of the Scattering Coefficient for a Unimodal
Dispersion Relation

Recall that v(k) is defined by (39). From (30), we have

lim J(e —iok) = iG(o®) +iH(o®k)), forw(k)#0

where

G( ._/ dt Hon = L1 / de o7
u) = T, u+w)’ (”)'_2553) rie+u—w@) )

If w(k) = 0, then k = 0 and, according to (30),

. ~ b/
27O = o) o

If the dispersion relation w (k) is unimodal and wmin := @ (0), Wmax = w(1/2),
then we can write H(w(k)) = H"(w(k)) + i H (w(k)), with H" (u), H' (1) real
valued functions equal

H" (1) := lim /wmax ) (u —v)dv (99)
620 Jomy 0 (@7 (0)|[€2 + (u — v)?]

and

; i @max edv b4
H(u)::—hm/ L1 5 T, .
20 om0 (0 (0)][e7 + (u — v)7] | (" (u))]
(100)

Here wjrl . [@min, ®max] — [0, 1/2] is the inverse of the increasing branch of w(-).
For u € (wmin, ®max) We can write

Omax — U /‘”max [(wll)/(v) - (wll)/(u)]dv

u-—v

1
H (1) = o
W @) = Ouin

(101)
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According to (29) and (39)

{1 —yH (@) +iy[Gl@k) + H (@(k)]} ™", ifok) #0

PO =1 504

_ s ifwk) = 0.
206/ (04)] + o®)

(102)

Summarizing, from the above argument we conclude the following.
Theorem 4 For a unimodal dispersion relation w(-) the following are true:

(i) we have

2|a" (k)|

lv(k)| < J 205 )| ke, (103)
(ii) if ky is such that ' (ky) = 0, then
kll)n]}* v(k) =0 and kli)n]}* gk) =0, (104)
(iii)
Rev(k) >0, forallk e T\{0,1/2}, (105)
(iv)
pa(k) >0 and p_(k) < 1 for all k such that o' (k) # 0 (106)
and
p—(k) > 0 forallk € T\ {0, 1/2}, (107)
(v) we have the formula
Rev(k) = (1 + 2|@’f(k)|> k)2, keT. (108)

Proof Substituting into (102) from (99) and (100) immediately yields (108).
Estimate (105) follows directly from (102), formulas (97), (100), and (101).
Statement (109) is a consequence of (100) and (102). Part (ii) follows from
part (i), cf (42). Estimates (106) follow directly from (109), while (107) is a
straightforward consequence of part (iii), cf (50). O

From part (v) of Theorem 4 we immediately conclude the following.
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Corollary 1 Suppose that v(k) # 0 is real valued. Then,

o= @@

Gz e

Proof of (53)

To conclude (53) we invoke (50). Then, thanks to (108), we can write

_ 14 2 14 _ _
p+(k) + p—(k) + g(k) =1+ & 0| [Iv(k)l (1 + 2|67)’(k)l> Re v(k)} =1

and (53) follows.

An Example: Scattering Coefficient v (k) for a Nearest Neighbor
Interaction Harmonic Chain—Computation of J (1) Using
Contour Integration

Assume that w(k) is the dispersion relation of a nearest neighbor interaction
harmonic chain. We let o9 = (a)% + wg)/2 and a4y = —w§/4, and wg > O,
wy > 0. Then, see Sect. 3,
2 2 2 2
. wy + w, : o [ .
o =0 7" - ";“ (it 4 e727ik) = )+ @ sin’ (k) (110)

and, according to (7),

a)2
wk) = 20 + @2 sin® (k). (111)

Using the definition of J (1), see (30), and (110) for any A € Csuch thatRei > 0
we can write

. Adl 4r (172 e2mitde
J) = 2800 a2 drit 2mil ’ (112)
T A%+ a(d) wg J-12 € —2W(A)e +1

where

Wq Wq

2 2
W()\)=1+<w°) +2<A> : (113)

Note that W(1) € C\ [—1, 1],if Re A > 0.
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The expression for J (1) can be rewritten using the contour integral over the unit
circle C(1) on the complex plane oriented counterclockwise and

- 21 d
joy=—. / ¢ . (114)
zrra)g c() {2 —2W)e +1

When w € C\ [—1, 1] the equation
2 _
77 —2wz+1=0

has two roots. They are given by &, ®_, holomorphic functions on C \ [—1, 1],
that are the inverse branches of the Joukowsky function J(z) = 1/2(z+z"1),z € C
taking values in D¢ and I, respectively. Here D := [z € C : |z| < 1] is the unit
disc. We have

1
lim <<I>+(a i)~ D_(a— 81’)) = —iV1—a?, forae[-1,1]. (115)
e—>0+ 2

Using the Cauchy formula for contour integrals, from (114) we obtain

JG) = e (116)

B (DL (W) — d_(W(R))
For the dispersion relation w (k) given by (111) and ¢ > 0 we have, cf (113),

2
W(e —iw(k)) = cos(2rk) + 2 (; ) - 4i‘°(kz)€.

wy

As aresult we get, cf (115) and (116),

2
@y

- 2
lim J(s —io(k)) = 2 sin® (mk
L Je—iol) =, sin(2n|k|)\/ o T easin(@h)
and the following result holds.

Theorem 5 For the dispersion relation given by (111) we have
-1
2
2 2 - wg )
v(k) = w; sin(2m |k|) { w; sin(2m |k|) + 2)/\/ ) + wj sin“ (k) , keT.

(117)
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In particular, if wg = 0 (the acoustic case) we have, cf (42) and (50),

wg cos(mrk)

v(k) = keT (118)

wq cos(mk) +y’

and

. w, cos(mk) 2 . Y ’
P+{k) = (U)a cos(mk) + 7/) ’ p-= <wa cos(rrk) + V>

5 A (119)
_ Y Wq cOS(TT
g(k) = (@00 coS(Th) + )2 k e T.
Appendix 2: Proofs of (47) and (48)
Proof of (47)
Using (27) and (12) we can write
W;(t,n,k)z—"{J(t,n,k)JrI*(t,—n,k)}, (120)
2 & &

where

t & ’
I,k = ;/Tdk/IEs[nﬁ (0.k=) i (0, k/)}/ o= D=0y (1 — s, k+ ) ds.

0

(121)
The Laplace transform of 1 ( 2, n, k) equals
- g2 [t
Ie( . k) = / e M (e, k) dr
2 Jo
82 +oo | en +oo , en +o00 ) , en
= /0 ikt )rg(dr)/ PiloE) 0kt ”“‘ds/ o (erHiTw @)~ k=it 4,
T N

xAdk/ES[@ (o,k— 82")*1/3(0,1(/)].
(122)
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Performing the integration over the temporal variables we conclude that
~ N & * .
0 = [ B (0.6= ) 0 (0.8)]
T 2
g (e —iwk — ) dk’
X .
20 +ie ok — F) — o®) A +ie ok + 5) — otk — )]}
(123)

Using (39) we conclude that for any test function G € S(R x T)

/ L.0w 0 G (0. kydndk
RxT

) . ) 124
E, [w 0, k) 9 (0, ]G*(n, Kyv(k)dndkdk’ (124)

- ~/]R><11'2 2(h +ie o) — 0@ +ie ok +en) — 0]}

as ¢ < 1. Changing variables k := ¢ — ¢n’/2 and k' := £ + ¢n’/2 we obtain that

lim I:(h, 0, ) G* (n, k)dndk

e—=0+ JRxT

f W, 7', ©)G*(n, HHv()dndn'de
BT (i (On) (A + i (0)n)

(125)

The limit of ﬁ)g (A, n, k)—the Laplace transform of I/T/Sl (t, n, k)—is therefore given
by

yRev(k) [ W(O, 1, kydy’

A1
k) =— .
WK == ton Je o+ i (o

(126)

Therefore
1 — e~ i@ B =mt __

lim 1% ! t, n, k) =— ]/Re k)e ia)’(k)t/ W 0, 77/, k di]/
eﬁl 0+ & ( ) v( ) R ia)’(k)(ﬂ/ - 77) ( )
(127)

and, performing the inverse Fourier transform, (47) follows.
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Proof of (48)

Concerning the term I/’I}gz (t, n, k), from the third formula of (46), (12) and (27) we
obtain

~s y2 t t
Wi, n, k) = {J( ,n,k>+7€< ,n,k)}, (128)
2 £ £
where
£ EN\ * &n
,n, k)= dsds’ dede — s,k — —s' k
J 0.6 4 /lo’,]z sas [p ¢(t s 2) ¢ (t skt 2)

x el Og, [0, )0, ¢,

,_8 / / _ _877 * _ / 877
R(t, . k) .—4/[O,t]2dsds /Tzdﬁch)(t 5,k 2) ¢(r Sk + 2)

% e—i[w([)s—w(é’)s’]Es [1/;(0’ E)]/}(O’ E’)*] .
(129)

A simple computation shows that

Jmmm=jf

(0,112
« eilok=en/2)(s=D)=wlk+en/2) ('~ ,~ilo ) 1—s)~w (O —s)]

dsds' f  e(d)gdr)) f dLde'E, [&(0, 00, e/)]
0 T2

(130)
The respective Laplace transform equals
- +00
JeOn, k) =¢ f e G (zg, 1, k)do
0

+o00 +00 ,
=s/ /1 8(to — 7)e M 2= M2 T (29, 0, 0T (3, 1, K od T,
0 0

2
=° / dr0.28(d13)d 7} ,3(dT}) / dede'
4 JréxR4 ’ T2

3 3
Y4 —eayd ot
x 8(t0 — 19)8 | T0 — E i |87 — E T} e Xm0 e Lo T/

x ellotk—en/DntoOn] —ilok+en/2m+o)tg [&(0, 00, 0)].
(131)
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Here, for abbreviation sake we write d793 = d th 71d 1) and likewise for the prime
variables. Using the identity 8(¢) = (27)~! fR ¢'P'dp and integrating out the  and
7/ variables we obtain

2

Je Oy, k) = 258713 /R} dBodBidpy /1r2 dede'E, [&(0, £)* (0, g/)]

y ger/4+ip)
[er/4 —i(Bo+ BDIler/4 +i(B1 — w(D)][er/4 +i(B1 — w(k —en/2))]
y g(er/4 +ipB))
[ex/4 +i(Bo — BDIer/4 +i(B] + w@)]ler/4+i(B] + w(k +en/2)]
(132)
We integrate 81 and 8] variables using the Cauchy integral formula
! Fprap = f(z), ze€H, (133)

27 R Z—iﬁ

valid for any holomorphic function f on the right half-plane H := [z € C: Rez >
0] that belongs to the Hardy class H? (H) for some p > 1, see e.g. [11, p. 113].
Performing the above integration and, subsequently, changing variables 8, := fo+
w(k —en/2) we get

- _ 1 dBo , ~ % 7 /
ety = o [ [ aaes.[i0.0%0.0)]

L l8(er/2—ispo+iwk —en/2))P?

12— ie7 (@(0) — ok — en/2)) — ifo

1
“ a2+ @) — ok — en/2)) + ifo
1

A2 +is @k +61/2) — ok —en/2)) +ifo’

(134)

Change variables ¢, ¢" according to the formulas £ := k' —¢en’/2 and ¢/ := k'+¢n'/2
and use (cf (39))

18(ex/2 —iefo +iw(k —en/2))* ~ [v(k)[>, ase < 1.
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We obtain then

W, ', K)dn'dk’

. K% d
FGon )~ [v(k)] /R Bo

2re x/2 —iBo JrxT

“ a2 —ie ol - sn’/lz) — ok —£n/2)) — ify
A2 +ie ok + sn//lz) —w(k —en/2)) +ifo
A2+ ie~ Nk + sn/zl) —w(k —en/2) +ifo

(135)

Since w (k) is unimodal we can write

~ |V(k)|2 / dpo / = /o Ty
L, k) & , W, 0. K)dy'dk
Ted O™ s [;_L R A/2 = iBo JRx[k—5,k+5] (O
1
a2 —ie N — en'j2) — w(k — en/2)) — iy
1
A2+ ie @ +en'/2) — ok — en/2)) + iBo
1

“ a2+ i wk + en/2) — ok — enj2) + ifo’
(136)

for a (small) fixed § > 0. Changing variables X = k + en” and using the
approximations ¢ [w(k 4+ £€) — w(k)] ~ «'(k)e and W (0, ', tk + en”) =~
W (0, n', tk) we conclude that

= ~ |V(k)|2 dpo & ’ IN 7o) 31

JeGom by~ =5 ;[RA/Z_% - WO, n', tk+en")dndn

5 1

12 —ie" @Gk + 1) —&n'/2) — o (k — n/2) — ifo (137)

1

) A2 +ie Nk +en") +en'/2) — w(k —en/2)) +ifo

1
A2+ ie Nk + en/2) — otk — £1/2)) + io
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|v<k>|2 / dpo / o
~ W@, n', tk)d
Z ()2 — iBo) (/2 + i (o + ifi) S

1
. /R /2 — i/ ()" + /2 — ' /2) — iBo
8 dn//
A2 +ie ()" +n/2+wm'/2) +ifo’

Integrating, first with respect to n” and then By variables, using e.g. (133), we get

B k)2 d WO, 1/, k)dy’
tim FoGn = 000 S [ O 17 a3,
e—>0+ 4|0’ (k)| = Atio'(k)n Jg A+iw' (k)n

From the second equality of (129) we can see that formula for 7~€S (A, n, k) can be
obtained from (135) by changing w(£) and w(¢’) to —w(£) and —w (£’) respectively
and altering the complex conjugation by the wave functions. It yields

Re(h, . k) ~ oF Z/ dﬂo- / W, n', kK dn'dk’
Pre ZJr 22 = iBo Jrxk—s,u+5]
1
S a2+ ie @I — en'/2) + wlk — en/2)) —iBo
1
“ A2 —ie~ N +en'/2) + ok — £1/2)) + iBo

1

x A2 +ie VW wk +en/2) — w(k —en/2)) +ifo ~0
(139)

as both the second and third lines are of order e, while the fourth one is of order 1.
Summarizing, we have shown that (see [9] for a rigorous derivation)

1 o
2 SEIE)IJr R emyWSz(t’ n, k)dn
RGOS ] _
4o /(k)|2 [10.a' (k)11 (Y) (W(O, y—= &' (k)t, k) + W (O, —y+ @ (o, —k))
(140)
and (48) follows.
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Control of Collective Dynamics )
with Time-Varying Weights ke

Benedetto Piccoli and Nastassia Pouradier Duteil

Abstract This paper focuses on a model for opinion dynamics, where the influence
weights of agents evolve in time. We formulate a control problem of consensus type,
in which the objective is to drive all agents to a final target point under suitable
control constraints. Controllability is discussed for the corresponding problem with
and without constraints on the total mass of the system, and control strategies are
designed with the steepest descent approach. The mean-field limit is described both
for the opinion dynamics and the control problem. Numerical simulations illustrate
the control strategies for the finite-dimensional system.

1 Introduction

Social dynamics models are used to describe the complex behavior of large systems
of interacting agents. Application areas include examples from biology, such as the
collective behavior of animal groups [3, 6, 10, 16], aviation [22], opinion dynamics
[13] and other. In most applications, a key phenomenon observed is that of self-
organization, that is the spontaneous emergence of global patterns from local
interactions. Self-organization patterns include consensus, alignment, clustering,
or the less studied dancing equilibrium [1, 5]. In another direction, the control of
such systems was addressed in the control community with a wealth of different
approaches, see [4, 14, 21].

This paper focuses on models for opinion dynamics. A long history started back
in the 1950s, see [9, 11], then linear models were studied by De Groot [7] and
others, while among recent approaches we can mention the bounded-confidence
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model by Hegselmann and Krause of [13], see also [12, 15]. In most of the existing
models, interactions take place between pairs of individuals (typically referred to as
agents) and depend only on the distance separating the two agents. More recently,
a model was introduced in which the interactions are proportional to the agents’
weights of influence, which can evolve over time according to their own dynamics
[2, 17, 18, 20]. This augmented framework allows us to model opinion dynamics
in which an agent’s capacity to influence its neighbors depends not only on their
proximity but also on an internal time-varying characteristic (such as charisma,
popularity, etc.). Four models were proposed in [17] for the time-varying weights:
the first model allows agents to gain mass in pairwise interactions depending on
midpoint dynamics; the second increases the weights of agents that influence the
most the other agents; and the third and fourth focus on the capability to attract the
most influential agents. In particular, the developed theory allows to address control
problems, which is the focus of the present paper.

The main idea is that an external entity (for instance with global control) may
influence the dynamics of agents by increasing the weights of some of them. We thus
assume that a central controller is able to act on each agent but possibly influence
just a few at a time, thus also looking for sparse control strategies. We first formulate
the control problem by allowing a direct control of weights but imposing the total
sum of weights to be constant, resulting in a linear constraint on allowable controls.
Under natural assumptions on the interaction kernel we show that the convex hull
of the agents’ positions is shrinking, thus we look for control strategies stabilizing
to a specific point of the initial convex hull.

The constraints on the control and given by the dynamics (shrinking convex hull)
prevent a complete controllability of the system. However, we show that any target
position strictly within the initial convex hull of the system can be reached given
large enough bounds on the control.

We then look for a greedy policy by maximizing the instantaneous decrease of the
distance from the target point. This gives rise to a steepest descent algorithm which
is formulated via the linear constraints of the problem. Under generic conditions, the
solution is expected to be at a vertex of the convex set determined by constraints.

As customary for multi-agent and multi-particle systems, we consider the mean-
field limit obtained when the number of agents tends to infinity. In classical models
without mass variation, the limit measure satisfies a transport-type equation with
non-local velocity. Here, due to the presence of the weight dynamics, our mean-
field equation presents a non-local source term. We formulate a control problem
for the mean-field limit and show how to formulate the control constraints in this
setting.

In the last section we provide simulations for the finite-dimensional control
algorithm and illustrate how the control strategies reach the final target in the various
imposed constraints.
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2 Control Problems

We consider a collective dynamics system with time-varying weights, introduced
in [17]. Let x° € (R?)N represent the N agents’ initial positions (or opinions)
and m® € (RT)N represent their initial weights of influence. We denote by a €
C(RT,R™) the interaction function. Lastly, let M = Z,N= 1 m? denote the initial
mass of the system. In this model, the evolution of each agents’ state variable x; (¢)
depends on its interaction with other agents through the interaction function a (as
in the classical Hegselmann-Krause dynamics [13]), weighted by the other agents’
weights of influence m; (¢). The weights of influence also evolve in time due to their
own dynamics. More precisely, the evolution of the N positions and weights is given
by the following system:

N
xi(t) = Al/[ ;mj(t)a(ﬂxz'(t) —xj (O (x; @) = xi (1)),

= (D
mi(t) = m; ()Y (x(t), m(1))

xi(0) =x0,  mi(0) =m).

We have established in [17] the well-posedness of (1) along with the following
hypotheses:

Hypothesis 1 The function s > a(||s|))s is locally Lipschitz in R?, and the
function v is locally bounded in (Rd)N x RN

Hypothesis 2 For all (x, m) € (RN x RV,

N
> miti(x, m) =0. )

i=1

Note that Hypothesis 2 is not necessary for the well-posedness of (1). It is a
modeling choice which enforces conservation of the total mass of the system, so
that the weights m; are allowed to shift continuously between agents, but their sum
remains constant. We refer the reader to [17] for a detailed analysis of this system
for various choices of the weight dynamics, exhibiting behaviors such as emergence
of a single leader, or emergence of two co-leaders.

In the present paper, we aim to study the control of system (1) by acting only on
the weights of influence. Let €2 (x) denote the convex hull of x, defined as follows.

Definition 1 Let (x;)ie(1,...,N} € (RN Tts convex hull € is defined by:

N N
Q= !Zg;x,- | &€ €10, 11" and Zg,- =1}.
i=1 i=1
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It was shown in [17] that for the dynamics (1)—(2), the convex hull Q(x(?)) is
contracting in time, i.e. forall , > 11 > 0, Q (x(%2)) € Q(x(11)).
Given o € R* and A € R, we define two control sets U% and U IA:

UYL = {u: Rt — R measurable, s.t. |u;| < a}

U# = {u: R — RN measurable, s.t. ZINZI luj| < A}.
We also define a set of controls that conserve the total mass M of the system: Uy, =
{u Rt — RY measurable, s.t. ZINZI m;u; = 0}. From here onwards, U will stand

for a general control set, equal to either UIA, Ug. UlA NUyorULNUy.
We aim to solve the following control problem:

Problem 1 For all x* € Q(x°), find u € U such that the solution to

N
) 1
= ;mja(ﬂx,' —x;) (xj —xi),

mi(t) = m; (Yi(m, x) + u;)
xi(0)=x2,  m;i(0) =m),

3)

satisfies: foralli € {1,---, N}, lim;_, o0 ||x; (¢) — x*| = 0.

We also suppose that the interaction function satisfies a(s) > 0 for all s > 0.
Then from [17], if the total mass is conserved, the system converges asymptotically

to consensus. Let x := Nl ZlN:l m;x; denote the weighted barycenter of the

i=1"Mi

system. Then the control problem simplifies to:

Problem 2 Find u € U such that the solution to (3) satisfies
lim ||x(r) —x*|| = 0.
11— 00

We seek a control that will vary the weights of the system so that its barycenter
converges to the target position x*. In (3), the control ¥ must also compensate for
the inherent mass dynamics. Here we will only consider the simpler case in which
there is no inherent mass dynamics, i.e. ; = O foralli € {1, .-, N}. The control
problem re-writes:

Problem 3 For all x* € 2(0), find u € U such that the solution to

1 N
fi= Y omjadln —xjl) (xj—xi),
/=t (4)

m;i(t) = mju;
x(0) =x?,  m;(0) =m?,

satisfies: lim;_, o [|X(#) — x*| = O.
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The solution to the more general Problem 2 can be recovered by the feedback
transformation u; +— u; — ¥;, hence without loss of generality we will focus
on Problem 3. It was proven in [17] that without control (i.e. with non-evolving
weights), the weighted average x is constant. The control strategy will consist of
driving x to x*.

3 Control with Mass Conservation

In this section, we explore the controllability of the system when constraining the
total mass of the system Z,N=1 m;(t) to M, by imposing u € Uy. This amounts to
looking for a control that will redistribute the weights of the agents while preserving
their sum. It was shown in [17] that this condition implies that the convex hull €2 (¢)
is contracting in time. We remind an even stronger property of the system in the case
of constant total mass (see [17], Prop. 10):

Proposition 1 Let (x, m) be a solution to (1)-(2), and let D(t) := sup{||x; —
xill®) | G, j) € {1,--- , N}2} be the diameter of the system. If inf{a(s) | s <
D(0)} := amin > 0 then the system (1)—(2) converges to consensus, with the rate
D(t) < D(0)e ™ %mint,

Remark 1 As a consequence, the convex hull converges to a single point Q =
Ni=0R2 (x (1)) = {limy— 00 X (1}).

The properties of contraction of the convex hull and convergence to consensus
imply that the target position x* is susceptible to exit the convex hull in finite time.
However, we show that that given sufficiently large upper bounds on the strength of
the control, the system is approximately controllable to any target position within
the interior of the convex hull, that we denote by Q. We state and demonstrate the
result for the control constraints u € U, N Uy, but the proof can be easily adapted
to the case u € UIA NUy.

Theorem 1 Let (x))ic(1,.. ny € RN, m?) € (0, M)N such thar YN, m¥ = M
and let x* € SDZ(xO). Then forall ¢ > 0O, there existsa > 0,1, > 0andu € U3 NUy
such that the solution to (4) satisfies: || x(t;) — x*| < e.

Proof First, notice that since m? > Oforalli € {l,---,N}, ||lxi(®) — x?|| >
0 for all # > 0. Notice also that since the shrinking hull is contracting, we have
lx; (#) —x; ()|l < Do forall (7, j) € {1,--- , N}? and r > 0, where Dy denotes the
initial diameter of the system. Let

§:= sup {sa(s)}. (®)]
5€[0, Do]
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From Hypothesis 1, § < oco. Then for all u € Uy, Z?’zl mj = M, hence for all
t>0,

dt lx; — x;

1 1 1 &
0 0 . 0
lxi —x;'ll = (xi —x;, %i) < llxi — x|l mjs =34
C ST T = Mg 2
j=1

from which we deduce that for all t > 0, ||x; () — x?|| < &t. Since x* € Q(xo),
there exists n > 0 such that B(x*, ) C Q(x%.Sofors < 7, x* € Q(x(t)) for any
control u. We now look for a control strategy that can drive X to a distance ¢ of x*
in time 7, := .

Let us compute the time derivative of the weighted barycenter. For u € Uy, the
sum of masses is conserved and x = Al,l ZlN:l m;x;. Then

a1 1 &
dti = M ;(m,-x,- +mix;) = M ;miuixis

as the second term vanishes by antisymmetry of the summed coefficient. While
lx — x*|| > 0, we have

d 1 N 1 N
= * = * = * *
X —X = X —X ,miu;x;) = _ X—X ,X; —X )m;ju;
4 1= pps — o ;< D)= e e Z}< i —x*)mju;
1= 1=
since vazl miu;x* = 0.Leti_ and i be defined as follows: foralli € {1, ---, N},
mi (X —x*, x;_ —x*) <mi(x —x*, x; —x%)
mi, (¥ — x*, x;, — x%) = mi(X —x*, x; —x¥).
Note that i_ and i are time-dependent, but we keep the notation i = i_(¢) and

i+ = i+(¢) for conciseness. Forall t < t,, x* € f?(x (1)) so necessarily
(X —x*xi. —x%) <0< (x—x*x, —x").

Notice also that the following holds (by summing over all indices):

M
= = 2
mi+<x _X*axi+ _-X*> = N ”'x _X*” .

Let @ > 0. We now design a control u such that:

. m; ~ . . . . .
i =a Ui, = —a; u;=0foralli e {1,--- ,N},i #i_,i #iy.
m;i_
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One can easily check that u € U)y. With this control, we compute:

1% — x|l (% —x o = XM+ m (8 =X, —xFug ]

1
= [m;_
dt M|x — x*|

< mi (X —x*, x;, —x*)(—a
= MIF — x| il i y(=a)
~ = *

o _ Ix —x
< - < —a Y

Mlx —x*|| N N

a - =0_ % _
Then [}£ —x*[|(1) < [¥0—x*[le” ¥ If& > ¥ 1n(“" ~ ”),then IE—x*[(7e) < .
It remains to show that there exists « > 0 such that u € UZ,. By construction of
the control u, for all # > 0 it holds:

i) (1) = ami, ) (1); i, oy (1) = —@m;, 1) (1); ni(t) =0foralli #i_,i#iy.

From the first equation, for all i € {1,---, N}, m;(t) < amax;{m;(t)}, which
implies that forall i € {1,---, N}, m;(t) < max,{m‘}}e&’.
From the second equation, for all i € {1,---, N}, m;(t) > —am;(t), which
implies that m; (f) > min j{mg}e*&f.
We deduce that for all r < ¢,
max j {m ate

~ maxj{m(j).}e maxj{m(j).}

%
J < :&

2at,
. 0 o 0 .—& . 0 e
mmj{mj} mmj{mj}e e mmj{mj}

lu;_ ()| <a =a,

where o depends on 6, 7, (m?)ie{l,...,N} and f.. Since |u;, () (t)] = a < & and for
all i # iy (1),i—(1), lui(t)] = 0, we deduce that u € UZ,, which concludes the
proof. O

Remark 2 The proof can be easily adapted to the case u € U IA N Uy by replacing
aby A/N.

We have shown that any target position strictly within the initial convex hull of
the system can be reached given sufficient control strength. The converse problem
of determining the set of reachable positions given a control bound is much more
difficult and remains open.

We now focus on designing feedback control strategies. Let us define the
functional

Xt X)) = ||x@) — x>
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We propose a gradient-descent control strategy to minimize instantaneously the
time-derivative of X, i.e. we define u € U such that for almost all r € [0, T],

d
t i X' ().
u(t) € arg 51;1(1}1 dt (t) (6)

We have

d

N N
. 1 2
th:Z()E—x*,)E):Z()E—x*, E uimiXx;) = E m; (¥ — x™, x; — x*)u;

i=1 i=1

(7N
since Z,N=1 uimix* = 0if u € U. Hence, for all t € RT, we seek

in F,
min 1 (u)

where we define the linear functional F; as F; : u — F;(u) = ZIN=1 m;(t)(x(t) —
x*, x; () — x*)u;. We minimize a linear functional on a convex set U. Hence the
minimum is achieved at extremal points of U. Notice that the control set U3, N Uy
is the intersection of the hypercube U, and of the hyperplane Uy;. Similarly, the
control set U lA N Uy is the intersection of the diamond U 1A and of the hyperplane
Uy . These intersections are non-empty since US,, U f‘ and Uy contain the origin.

The condition u € Uy renders even this simple instantaneous-decrease control
strategy not straightforward. Notice that despite the conditionu € U f‘ that promotes
sparse control, no control satisfying u € Uy can have just one active component.
We will provide illustrations of this phenomenon in Sect. 6.

4 Control with Mass Variation

In this section, we remove the total mass conservation constraint on the control,
and consider Problem 3 for U = U or U = U f‘. Remark that this problem can
be solved with the controls found in Sect. 3 (thus satisfying the mass conservation
constraint). However we purposefully look for a different solution in order to exploit
the larger control possibilities that appear due to the fewer constraints.

We first point out a fundamental difference in the behavior of the system
compared to that of the previous section: with a varying total mass, one can break
free of the convergence property stated in Properties 1.

Proposition 2 Let (x, m) be a solution to (1). Then there exist mass dynamics
that do not satisfy Hypothesis 2, such that the system does not converge to consensus.
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Proof Consider the constant mass dynamics given by: ¥; (x,m) = —R for all i €
{1,---,N}. Thenforalli € {1, ---, N}, m;(t) = mie’R’ and we can compute:
d(lxi —x1%

N
2m ;
i — x0T Talll — xjIDGg — x0)) < 20x — xPllse ",
dt — M

where § was defined in (5). From this we get: ||x; — x?|| < 2(1 — e~ 'Ry Hence for

R big enough, each x; is confined to a neighborhood of its initial position, which
prevents convergence to consensus. ]

Remark 3 As a consequence, in such cases the convex hull tends to a limit set
Qoo 1= Nr>02 (x(¢)) not restricted to a single point.

The dynamics of the barycenter of the system are now less trivial than in the
previous section due to the total mass variation. Nevertheless, as previously, we
prove approximate controllability to any target position strictly within the initial
convex hull.

Theorem 2 Let (x))ic(1,.. ny € RN, m?) € (0, M) such that YN, m® = M
and let x* € SOZ(xO). Then forall e > 0, there existsa > 0,1t > 0andu € UL\ Uy
such that the solution to (4) satisfies: || x(te) — x*| < e.

Proof Let x* € 502(x0) and let ¢ > 0. Then there exists (rl.o),-e{l,m,N} with tl.o €
[0, 11V, >, t® = 1and t° > Oforall i € {1,---, N} such that

N
*_2: 0.0
X = tixi.
i=1

We will show that we can drive each weight m; to a multiple « rl.o of its target weight,
while maintaining the positions withing close distance of the initial ones, ensuring
that the target position remains in the shrinking convex hull. Define

0
Fmin = min{ln (’”) lie{l . N))

i

0
Fmax = max{In (’:‘0) liefl,--- N}

i

Leta > g, with § defined in (5) and leta > @ > 0. Let T := "™>"'mn and

K := emin=@T Now consider the constant control defined by:foralli € {1,---, N},
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One can easily show that foralli € {1,---, N}, —a < u; < —a, and furthermore
mi(T) = /cr . From the proof of Propertres 2,forallt € [0, T], ||x;(¢) — x0|| <
where § was defined in (5). From this we compute:

0{’

- m;(T)xi(T)
I1¥(T) — x*|| = H - g ’ Z Ox) Zro(x,(T) —xD)
1m (T) i=1 i=1
al 5
< Ztio)xl-(T)—X?) <. =6
i=1
which proves the theorem. O

Remark 4 As for Theorem 1, the proof can be easily adapted to the case u € U f‘
by replacing o by ]f‘,.

As in the previous section, we design a feedback control strategy that minimizes
the time-derivative of the functional X instantaneously. With a total mass now
varying in time, we have:

d P
thZZN D omi(E = x*, xi — B 8)

i=1Mi ;—|

Since we removed the constraint u € Uy, the control strategy minimizing ”yf is
straightforward. For u € UZ,, we have:

uj = —aif (x —x*, x; —x) >0 ©)
u = aif (x —x*, x; —x) <0.
Foru € UlA,we define the set I := argmax{|m; (x—x*, x;—x)|, i€ {l,---,N}},
and we have:
up = —l/}lsgn(@ —x*,x;, —x))ifiel (10)
u; = 0 otherwise,

where | - | represents the cardinality of a set.
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5 Mean-Field Limit

5.1 Mean-Field Limit of Mass-Varying Dynamics Without
Control

In this section, we recall the definition of mean-field limit. Consider System (1).
The goal of the mean-field limit is to describe the behavior of the system when the
number of agents N tends to infinity. Instead of following the individual trajectory of
each individual, we aim to describe the group by its limit density w, which belongs
to M(Rd ), the set of Radon measures with finite mass. We endow M(Rd) with the
topology of the weak convergence of measures, i.e.

Wi —isco b & lim /fdm =/fdu
1—>00

for all f € Cfo(Rd). Let o € M(R?). We consider the following transport
equation for w:

Y

!atu + V- (V) = hiu]
12(0) = 1o,

We recall conditions for well-posedness of (11), see [18]:
Hypothesis 3 The function V[-] : M(RY) — C!(R?) N L (R?) satisfies

e V[u]is uniformly Lipschitz and uniformly bounded
* V is uniformly Lipschitz with respect to the generalized Wasserstein distance
(see [18])

Hypothesis 4 The source term 4[] : M(R?) — M(R?) satisfies

e h[u] has uniformly bounded mass and support
* hisuniformly Lipschitz with respect to the generalized Wasserstein distance (see

[18])
We now recall the definition of mean-field limit.

Definition 2 Let (x, m) € RN x (R*)N be a solution to (1). We denote by .y the
corresponding empirical measure defined by

N
1
uy (@) = Y, Elmi(l)%(t)-
i=
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The transport equation (11) is the mean-field limit of the collective dynamics (1) if

UN(O) =Nooo n(0) = uN(1) = N-oo p(1)

where w is the solution to (11) with initial data 1 (0).

The definition of empirical measure requires a crucial property of the finite-
dimensional system (1): that of indistinguishability of the agents. Indeed, notice
that there isn’t a one-to-one relationship between the set of empirical measures
(finite sums of weighted Dirac masses) and the set of coupled positions and weights
(x,m) € RIN x (R*)N. For instance, two pairs (x(¢), m(t)) € RN x (RT)Y and
@), q(1)) € RIN=D 5 (RN~ satisfying x) = x8 = y?, m{ + m = ¢ and
(x?, m?) = (y?, ql.o) foralli € {2,---, N — 1} correspond to the same empirical
measure. Hence if we want the concept of mean-field limit to make sense, we
must consider discrete systems that give the same dynamics to (x(¢), m(¢)) and

(y(®), q(®)).

Definition 3 Let t — (x(r),m(t)) € RN x RN and 1 — (y(1),q(1)) €
R4N=D 5 (R*T)N =1 be two solutions to system (1). We say that indistinguishability
is satisfied if

X =x =)0 X1 =XN =1

0 o _ 0 =
mi +my, = q) N mp+my =qi
.xi:yisie{zv"'sN_l} 'xiEyi’ie{27“"N_l}
mi:qisie{zs"'vN_l} miEqi’ie{27“"N_1}‘

Indistinguishability is a strong property, and it is not necessarily satisfied by the
general function i defining the weights’ dynamics in (1). We refer the reader to
[2, 17, 20] for examples of mass dynamics satisfying or not the indistinguishability
property. From here onward, we will focus on the following particular form of mass
dynamics that does satisfy indistinguishability:

1 N
¥i(x,m) = M;mjsm,xj), (12)

with S € C(R? x R4, R).
In order for a transport equation to be the mean-field limit of a finite-dimensional
system, it is sufficient for it to satisfy the following two properties (see [23]):

(i) When the initial data . is an empirical measure M?v associated with an initial
data (x0, m°%) e RIN x RN of N particles, then the dynamics (11) can be
rewritten as the system of ordinary differential equations (1).

(i) The solution () to (11) is continuous with respect to the initial data uO.
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The following holds:

Proposition 3 Consider System (1) with mass dynamics given by (12), where S €
C(RY x R? | R) is skew-symmetric: S(x,y) = —S(v, x). Then its mean-field limit is
the transport equation with source (11) with the interaction kernel

VIul(x) =/Rda(||x—y||)(y—X)du(y) (13)
and the source term
hlul(x) = /Rd S(x, y)du(y)pu(x). (14)

The proof of this result should consist of proving the two properties (i) and (ii)
above. Notice that well-posedness of (11)—(13)—(14) and continuity with respect
to the initial data cannot be obtained by applying directly the results of [18] since
h does not satisfy Hypothesis 4. Nevertheless, well-posedness and continuity can
be proven, using the total conservation of mass coming from the skew-symmetric
property of S, see [20]. In the present paper, we focus on proving the first

property (i).

Proof We prove that the transport equation (11) with the vector field (13) and the
source term (14) satisfies the property (i) above. Let (x,m) : RT — RN x RN pe
the solution to the system (1) with the weight dynamics given by (12) and initial
data (x0, m%) e RN x RN. We show that the empirical measure puy(f,x) =
Al,] vazl m; ()8, ) (x) is the solution to the PDE (11)—~(13)—(14) with initial data
1) =N, m?axlp(x). Let f € C2(R?). We show that

d
dt/fdMN_/vf'V[,U«N]d,U«N =/fdh[/uv]- 15)

We compute each term independently. Firstly, we have:

d a1y 1 ¥
dr /fdMN =dtM;mif(xi)= M;(ﬁlif(xi)+miii -V f(xi))

N N
D> mim; [S(xi,xj)f(xl-) +alllxi —xjDxj —xp) - Vf(xn].

i=1j=1

1
(16)
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Secondly,

/ Vo Vigwlduy = / Vi) / a(lx = YD — Wdpn(dpn ()

1 N N
= M2 Z Zmim/a(llm —xjDxj = xi) - V f(xi).
i=1 j=1
(17

Thirdly,

N N
1
/fdh[MN] =/f(x)/S(x,y)dum)duN(x) = DO mim f)S(xi. x)).
i=1j=1
(18)

Putting together (16), (17), and (18) and using the fact that (x, m) satisfies (1)—(12),
we deduce that uy satisfies (15)—(13)—(14). |

The general weight dynamics (12) include special cases studied in previous
works. Indeed:

e if S(x,y) = Sp(x), the mass dynamics can be simply written as h[u](x) =

|l So(x)pu(x) (see [18])

e if S(x, y) := S1(y — x), the mass dynamics can be rewritten as the convolution
hipl = (S1 % p)p (see [18])

e ifm; = AI/I 27:1 Z,ivzl mjmgS(xi, xj, x¢), we can show in a similar way that
the mean-field limit is the PDE (11) with the source term

hlu](x) = </Rd /Rd S(x,y,z)du(y)du(z)) m(x).

In particular, this applies to the following mass-conserving dynamics, which are
a slight modification of Model 2 proposed in [17]:

N N N

. m; 1

mi = Ml (E mja(llx; —x;IDlx; — x|l — M E E mjmga(llx; — xglD)lx; —Xkll))
Jj=1 j

j=lk=1

. 1
where S(x;, xj, xi) := ), (a(llxi — x;[Dlxi —x; 11 —alllxj —xxlDllx; — xxlD-
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5.2 Control Problem

From the mean-field limit of the system without control, we extract a natural control
problem corresponding to the mean-field limit of (3). Consider the controlled PDE:

:atuw-(vm]u) = ju (19)
12(0) = 1o

We define the kinetic variance X(¢) = || -[Rd (x — x*)du(t, x)||*>. We seek a control

function u : RT x R that minimizes instantaneously th (#). Similarly to Sect. 3,
we can further restrict the set of controls to functions satisfying

/ u(t,x)du(t,x)=0 foraete RT.
R4

We can also extend the L! and L> bounds on the control to the mean-field setting:

* L% condition: |[u| oo g+ xpd) < o
* L' condition: [[u(t, )| 1) < A

We can compute:

d * d * *

d X() =2(/ (x —xMdu(t, x), / (x —x%)dpu) =2(/ (x —xMdu(t, x),
t Rd dt R4 Rd

*/ (x —xMd(V - (V[plw)) +2(/ (x *x*)du(t,X),/ (o —xP)u(t, x)dp).
Rd Rd Rd

6 Numerical Simulations

We now provide simulations of the evolution of System (4) with the various control
strategies presented in Sects.3 (u € US, N Uy and u € UlA NUy)and 4 (u e U
andu € U).

Four simulations were run with the same set of initial conditions x° € RV for
d = 2, N = 10, and control bounds « = 2 and A = 10. In each simulation,
the control maximizes the instantaneous decrease of the functional X, with one of
the various constraints exposed in Sects. 3 and 4. Figure 1 shows that in all cases,
the control successfully steers the weighted barycenter x to the target position x*.
The evolution of the functional r — |x(¢) — x*|| (Fig.4 (right)) shows that the
target is reached faster with controls that allow for mass variation than for controls
constrained to the set Uy,. Figure 2 shows the evolution of each agent’s individual
weight for each of the four cases of Fig. 1. Interestingly, when mass variation is



304 B. Piccoli and N. P. Duteil

t=1 t=1
1
& AN
ﬂa; {
aF.\- rﬁ____
o8} ~
os | L ¥r
a4 o4
03t 0.
oz}t o2
a1 o
o o~
o o1 o2 o 0.4 05 o ar o a1 az 03 o4 as as 0.
t=1 t=1
1 1
09 L LE]
08 \ \ o8
I-\\ : .
07 < > 0
, } by

0 01 0z 03 04 05 08 a7 a 01 02 03 04 03 [T a7

Fig. 1 Trajectories of the positions x;(#) in R? corresponding to the controlled system (4) with

N =10anda : s > e* . The top row corresponds to controls satisfying u € Uy (Sect. 3)
while the second row corresponds to controls allowing total mass variation (Sect. 4). In each row,
the left column corresponds to u € U, and the right one corresponds to u € U lA. In each plot,
different agents are represented by different colors, and the size of each dot is proportional to the
weight of the corresponding agent at that time. The gray dotted trajectory represents the weighted
barycenter x. The black star represents the target position, inside the convex hull of the initial
positions (dashed polygon). The convex hull of the positions at final time is represented by the
dot-dashed polygon

allowed, we observe a general decrease in the total mass of the system in the case
u € UZ (dotted grey line, Fig. 2-left) and a general increase in the case u € U IA
(dotted grey line, Fig.2-right). Figure 3 shows the control values u; () for each
i € {l,---,N} and each ¢t € [0, 1]. Notice that in the case of mass-preserving
control u € Uy (top row), the controls do not saturate the constraints u € UZ, or
uel lA. In the case of varying total mass, as shown in Sect. 4, the control strategies

minimizing ‘fff saturate the constraints.
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Weights evolution with respect to time Weights evolution with respect to time
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Fig. 2 Evolution of the weights ¢ +— m;(t) corresponding to control strategies u € U, (left)
andu € U IA (right). In each plot, the continuous lines correspond to the mass-preserving control
u € Uy of Sect. 3, and the dashed lines to the controls of Sect. 4. Each colored line (respectively
dashed or continuous) shows the evolution of the corresponding colored agent of Fig. 1, and the
grey lines represent the evolution of the average weight 11] ZIN: m;

Figure 4 (left) shows that the constraint u € U f‘ promotes a sparse control
strategy. A control is said to be sparse if it is active only on a small number of
agents. As mentioned in Sect. 3, mass-varying controls cannot be strictly sparse,
and need to have at least two non-zero components at each time. Indeed, the control
strategy u € U lA N U has either two or three active components at all time.

7 Conclusion

In this paper we aimed to control to a fixed consensus target a multi-agent system
with time-varying influence, by acting only on each agent’s weight of influence. We
proved approximate controllability of the system to any target position inside the
convex hull of the initial positions. We then focused on designing control strategies
with various constraints on the control bounds and on the total mass of the system.

We also presented the mean-field limit of the discrete model for general mass
dynamics that satisfy the indistinguishability property. The population density
satisfies a transport equation with source, where both the source term and the
velocity are non-local.

The combination of our analysis with numerical simulations allows us to
compare the control performances of the four strategies. Firstly, the control strate-
gies allowing total mass variation are more efficient than the control strategies
conserving the total mass, as the weighted barycenter reaches the target position
faster.Interestingly, this is not obvious a priori from Egs. (7) and (8), as the time
derivatives of the functional X = || — x*||? are of the same order of magnitude in
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Fig. 3 Evolution of the control functions ¢ — u;(t) corresponding to the systems of Fig. 1. The
top row corresponds to controls satisfying u € Uy (Sect. 3) while the second row corresponds
to controls allowing total mass variation (Sect.4). In each row, the left column corresponds to
u € U and the right one corresponds to u € UlA. Each control function u; is colored according
to the corresponding agent x; of Fig. 1
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Fig. 4 Left: Evolution of the number of active components of the control with the various
strategies corresponding to Fig. 1. Right: Distance of the barycenter to the target position ¢ +
lx@) — x|
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the two cases. We also remark that the controls allowing mass variation can either
increase or decrease the total mass of the system.

The constraint u € U 1A is usually enforced to promote sparsity (see [8, 19]),
that is the activation at any given time of as few control components as possible.
However, the added constraint # € Uy renders strict sparsity impossible, and we
already remarked that in order to preserve the total mass, the control has to be active
on at least two components at any given time. Simulations shows that indeed, the
controlu € U 1A N Uy oscillates between two and three active components, whereas
the controlu € U f‘ maintains strict sparsity. On the other hand, the controlsu € U,
and u € UZ, N Uy act simultaneously on all components at all time.

Although in the illustrating simulations, all four controls manage to drive
the system’s weighted barycenter to the target position x*, this would not have
necessarily been achievable with either a target closer to the initial convex hull
boundary or with stricter control bounds « and A. The question of determining the
set of achievable targets given an initial distribution of positions and weights and
control bounds remains open and is an intriguing future direction of this work, as is
the control of the mean-field model obtained as limit of the finite-dimensional one
when the number of agents tends to infinity.
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Kinetic Modelling of Autoimmune m)
Diseases ik

M. Piedade M. Ramos, C. Ribeiro, and Ana Jacinta Soares

Abstract In this paper, we review previous results obtained by the authors,
concerning the mathematical modelling of autoimmune diseases when the kinetic
theory approach is used in order to describe the microscopic interactions between
cells. Three cell populations are considered and the distribution function of each
population depends on the biological activity variable defining the functional state
relevant for that population. We revisit the wellposedness of the kinetic system and
focus our study on the numerical simulations with the kinetic system in view of
investigating the sensitivity of the solution to certain parameters of the model with
biological significance.

Keywords Mathematical modelling - Kinetic theory - Cellular interactions -
Autoimmune diseases

1 Introduction

The main job of the immune system is to protect the organism against disease
whether caused by external factors such as bacteria and viruses, or internal aspects
such as the existence of cancerous tumour cells in the human body. In order to
provide this protection, the main players of the immune system must distinguish
between pathogens and healthy tissue.

An autoimmune disease is an illness in which the immune system wrongly
attacks healthy cells by reacting to self-antigens. In many cases it is chronic,
and patients alternate between periods of relapse, having suffering symptoms, and
periods of remittance, in which symptoms are absent.

Autoimmune diseases can affect just about any part of the body, and depending
on which part of the body is affected by the such a perverse mechanism, a different
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autoimmune disease can be identified. The consequence of this is that over one
hundred types of autoimmune diseases exist, some of the most common include type
1 diabetes, rheumatoid arthritis, multiple sclerosis, lupus, psoriasis, thyroid diseases,
and inflammatory bowel disease. Although these diseases are not, in general, deadly,
they are, in most cases, chronic. The chronic nature of autoimmunity can have
serious implications on the quality of life of patients suffering from these diseases.
Unfortunately, in spite of a significant increase in the number of patients suffering
from these conditions, particularly in the developed world, much about the process
of autoimmunity remains a mystery, although environmental changes associated
with industrialization have been long suspected as well as genetic factors. See, for
example, papers [1-4].

Motivated by the idea of developing a mathematical model in order to describe,
in a rigorous way, the complex dynamics of the variables involved in some
autoimmune disease, we have initiated a research project with this objective in
mind. We have proposed in paper [5] a rather simple, but mathematically robust,
model with the aim of describing the immune system interactions in the context of
autoimmune disease. The interacting populations are self-antigen presenting cells,
self reactive T cells and the set of immunosuppressive cells consisting of Regulatory
T (Treg) cells and Natural Killer (NK) cells. In paper [5], we have developed
a rather complete qualitative analysis of the model equations and investigated
the existence of biologically realistic solutions. Then, in paper [6], a new model
has been proposed by considering a further population of IL-2 cytokines and an
artificial inlet of external drug therapy with the aim of studying optimal policies
for the immunotherapeutic treatment of autoimmune diseases. Paper [6] focus on
the macroscopic formulation of this new model, whereas paper [7] introduces the
kinetic system approach and exploits the corresponding cellular dynamics. We
believe that the kinetic approach, where the model is developed at the cellular
scale, can give some insights concerning the biological processes involved in
autoimmunity.

In these proceedings, we revisit the model proposed in [5] and summarize
the results there obtained. Then we further develop a sensitivity analysis of the
parameters involved in the model equations in order to investigate which trends
and outcomes, that are common in autoimmune diseases, can be replicated with
our numerical simulations. On the one hand, the sensitivity analysis presented here
studies the effect of immunotolerance on the evolution of the main populations of
cells involved in autoimmunity by, for example, decreasing or increasing certain
proliferative parameters defined in the model and on the other hand it shows the
effect of immunosupression in the evolution of the same populations by changing
certain destructive parameters appearing in the model. A sensitivity analysis of
the model to certain conservative parameters is also given, showing the effect
of increasing or decreasing these parameters on the number of more active cells
participating in the process.

To the best of our knowledge, only few contributions are known on the mathe-
matical modelling of the process of autoimmunity. Some examples of these models
prior to our work can be found in [8—10]. On the other hand, several well-known
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studies on the mathematical modeling of the tumour-immune system interactions
can be found in [11-15].

The content of these proceedings is organized as follows. In Sect.2 we briefly
describe how the immune system can be represented within a mathematical
framework, introducing the cellular populations considered in our model and their
main role in the dynamics. Then, in Sects. 3 and 4, we revisit the model proposed in
[5] and summarize the results concerning the wellposedeness of the kinetic system.
Section 5 is devoted to the numerical simulations and their biological interpretation
and contains a sensitivity analysis of the parameters involved in the model equations.
Finally, in Sect.6 we state our conclusions and present future ideas in terms of
research perspectives.

2 The Mathematical Representation of the Immune System

The immune system can be considered, at the cellular level, as a system constituted
by a large number of cells belonging to different interacting populations, and
therefore a kinetic theory approach can be used to describe the dynamics of the
populations.

In our model, we consider three interacting cell populations p;, i = 1,2, 3,
that are involved in the development of autoimmunity, namely the population p;
of SAPCs (self-antigen presenting cells), the population p, of SRTCs (self-reactive
T cells), and the population p3 of ISCs (immunosuppressive cells).

These populations interact at the cellular level, and the relevant effects that are
considered in our description are the following.

* SAPCs transport self-antigens to their encounter with SRTCs.

e SRTCs are activated when they encounter a SAPC that has digested a self-
antigen.

» ISCs regulate the activity of SRTCs and SAPCs.

2.1 The Functional Activity at the Cellular Level

The functional state of each population is described by a positive real variable
u € [0, 1], called activation variable or activity, whose biological meaning is
characterized as follows.

* The activity u of SAPCs is the ability to stimulate and activate SRTCs. When
u = 0, SAPCs do not activate SRTCs and, therefore, any autoimmune response
is induced in the body.

* The activity u of SRTCs is the ability of promoting the secretion of cytokines
which, in turn, can induce an inflammatory process. When u = 0, SRTCs do
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not produce cytokines, meaning that SRTCs are not sensitive to the stimulus by
SAPCs and no inflammatory process is triggered.

* The activity u of ISCs is the ability to inhibit the autoimmune response by either
suppressing the activity of SAPCs and SRTCs or eliminating SAPCs or SRTCs.
When u = 0, the ISCs are neither able to inhibit the activity of SAPCs and
SRTCs nor to eliminate SAPCs or SRTCs.

2.2 The Cellular Interactions

The dynamics at the cellular level is modelled under the following assumptions.

(i) Interactions are homogeneous in space and instantaneous modify the state of
the participating cells.

(i) Only binary interactions between cells of different populations are significant
for the evolution of the system.

(iii) Interactions among cells of populations p; (SAPCs), p» (SRTCs) and p3
(ISCs) can create SAPCs, SRTCs and ISCs (proliferative type), or destroy
SAPCs and SRTCs (destructive type), and they can also simply change the
activity of SAPCs and SRTCs (conservative type).

(iv) The population p3 (ISCs) is homogeneous with respect to its biological
activity, so that interactions involving ISCs can be only proliferative or
destructive type.

Assumption (i) indicates that the interactions occur without time delay. Assumption
(ii) is rather natural and common when modelling biological systems, and means
that interactions involving more than two cells are not effective in our model.
Assumption (iii) is motivated by the immunobiology associated to autoimmune
diseases. We consider that interactions among cells of populations p; (SAPCs),
p2 (SRTCs) and p3 (ISCs) can create SAPCs, SRTCs and ISCs (proliferative
type), or destroy SAPCs and SRTCs (destructive type), and they can also simply
change the activity of SAPCs and SRTCs (conservative type). In fact, during an
immune response, a proliferation of both SRTCs and ISCs occurs and an increase
of circulating APCs also occurs. Simultaneously, the role of ISCs is to control
proliferation of both magenta SRTCs and SAPCs and, decrease their activity.
Assumption (iv) results from the fact that we do not consider internal degrees of
freedom for ISCs population. In fact, we do not consider the impact of the cellular
interactions on the activity of both Treg and NK cells and, therefore, the population
of ISCs is considered homogeneous with respect to its biological activity.
The admissible interactions in our model are described as follows.

 Interactions between SAPCs and SRTCs can be of conservative type, increasing
the activity of both SAPCs and SRTCs, of proliferative type, enlarging the
number of SRTCs and also that of SAPCs.
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Fig. 1 Illustration of the
immune system interactions
among SAPCs, SRTCs and
ISCs. Proliferative
interactions are represented

W |
by blue starred arrows 77 |
whereas destructive
interactions are represented
by purple crossed arrows =

SRTCs

 Interactions between SAPCs and ISCs can be of conservative type, decreasing
the activity of SAPCs, of proliferative type, enlarging the number of ISCs, as
well as of destructive type, decreasing the number SAPCs.

 Interactions between SRTCs and ISCs can be of conservative type, decreasing
the activity of SRTCs, and of destructive type, decreasing the number SRTCs.

The populations considered in our biological system and the non-conservative
interactions among them are illustrated in Fig. 1. The proliferation of SRTCs by
stimulation by SAPCs (blue starred arrow) induces an inflammatory response, in
which the immune system mistakenly attacks the body. A cytokine storm produced
by SRTCs increases the number of SAPCs (blue starred arrow) which, in turn, will
activate more SRTCs. Additionally, ISCs, on the one hand, downgrade the function
of both SAPCs (purple crossed arrow) and SRTCs (purple crossed arrow) and, on
the other hand, eliminate both SAPCs and SRTCs.

3 The Kinetic Model for Autoimmune Diseases

The overall state of the biological system is described by the distribution functions
associated to the populations p1, p2, p3, namely f; : [0, 00] x [0,1] — RT,i =
1, 2, 3, such that f; (¢, u) gives the expected number of cells of population p; with
activity u at time ¢. Integration of each function f; over the activity variable leads to
the number density of p; population,

1
n;(t) = / Sfi(t, u)du, i=1,2,3, (1)
0

which defines the expected number of cells of population p; at time ¢.
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Note that, as a consequence of Assumption D introduced in Sect.2.2, the
distribution function of the population p3 is independent of its functional state, that
is f3 = f3(1).

The time evolution of the distribution functions f; is described by the kinetic
equations, that require a detailed description of the interaction balance operators,
regarding the encounter rates and transition probability densities of cells in con-
servative interactions, as well as the proliferation rates and destructive rates of cell
of different populations. See paper [5], where the complete structure of the kinetic
system is explained in detail.

The kinetic system consists of the following coupled integro-differential equa-
tions

9 u 1 1
ail (t,u)=2c12 A (u —v) f1(t, v)dv A Ht, wydw — cip(u — D2 fit, u)/o f2(t, wydw

1
+2e13.55(0) / (W= ) fi(t, v)dv — 136> f1 (6, ) f3(0)
1
pia filt ) fo ot widw — dis fi(t, 1) f3(0), @

9 u 1 1
20 = 2en [ v e ods [ AGwdw = ciw =17 A0 [ e

1
+ 23 f3(0) / (0 — ) ot V) — i falt, ) f3(1)
1
+P21f2(l,u)/0 f1(t, wydw — daz fo(t, u) f3(2), 3)

dfs

1
P = pufsio / Filt. wydw, @)
t 0

where parameters p;;, d;; and ¢;; indicate constant rates of proliferative, destructive
and conservative interactions, respectively, and parameter w* € ]0, 1[ describes the
tolerance of SRTCs towards self-antigens, in the sense that the greater the value of
w* the less efficient are SAPCs in increasing the activity of SRTCs after encounter.
We have considered that during proliferative encounters, cloned cells inherit the
same aggressive state as their mother cell, at a constant proliferation rate, and,
additionally, that the destructive encounters occur at a constant destruction rate. See
paper [5] for more details about the derivation of Egs. (2)—(4).
The initial conditions for the system (2)—(4) are given by

[O.w) = @), fO.u)=ffw), [0 =f. &)

The kinetic system (2)—(4) describes the microscopic dynamics at the cellular
level starting from the initial data (5). The system reflects how the cellular
interactions affect the activity of the various populations and how they contribute
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to the evolution of the distribution functions f;, i = 1,2, 3. This system is used in
the numerical simulations presented in Sect. 5.

4 The Mathematical Analysis of the Model

The mathematical analysis of the kinetic system (2)—(4) is in general a complex
problem. Conversely, the mathematical analysis of the macroscopic system derived
from kinetic equations is obviously an easier task, with the particularity that, under
certain assumptions, relevant information on the solution to the kinetic system can
be extracted from the mathematical analysis of the macroscopic equations. This
is the case of our model. These observations motivate the content of the present
section.

4.1 On the Initial Value Problem for the Kinetic System

The existence of a unique local solution to the initial value problem (2)-(4) and (5)
can be stated, as follows.

Theorem 1 (Local Existence) Assume initial data fl.o(u) in L'[0, 1]. Then, there
exists Ty > 0 such that a unique positive solution to the Cauchy problem (2)—(4) and
(5) exists in L'[0, 1], for t [0, Ty].

A general local result has been proven in paper [12] for a rather vast class of
kinetic systems with conservative, proliferative and destructive interactions. The
solution does not exist globally in time, since a blow-up can occur due to the
proliferative interactions. However, a local result is enough when the system is
solved numerically and an approximate solution is obtained in the considered
biological context.

As it will become clear in the following, Theorem 1, together with the assumption
of constant proliferation and destruction rates, assure that the basic information on
the kinetic model is contained in the corresponding macroscopic system. Therefore,
we introduce now the macroscopic model and present the main results concerning
its qualitative analysis.

4.2 The Macroscopic Equations

From the kinetic equations (2)—(4), we formally derive the corresponding macro-
scopic balance equations describing the time evolution of the number of cells of each
population, namely n;(t), i = 1,2, 3, defined as in (1). These balance equations
are obtained by integration of the kinetic equations (2)—(4) over the biological
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activity variable u € [0, 1]. As expected, conservative interactions do not give any
contribution to the equations for n;(¢), since they do not modify the number of
cells of each population and are lost through the integration process. Therefore, the
system of ordinary differential equations (ODEs) obtained in this way is

d

;tl (1) = prani (Ona(r) — dysny (D3 (1), ©6)
dny

dt (t) = pana(t)n(t) — dazna(H)nz (1), @)
d

d”f (1) = pa1nz (O (t). ®)

For this system, we consider the following initial data

n0)=nl, n0)=nY, n30)=nd, with n)>0 for i=1,23.

€)

The description obtained with the balance equations (6)—(8) gives information at
a macroscopic scale and only reflects information concerning the changes on the
number of cells of each population. All aspects related to the cellular activity are
embedded in the macroscopic dynamics but are not directly recognizable in the
balance equations.

4.3 The Qualitative Analysis of the Macroscopic Model
Equations

The starting point of this analysis is the local existence result stated in Theorem 1.
In fact, Theorem 1, together with the assumption of constant proliferation and
destruction rates, assure that the boundedness of the solution to the macroscopic
system (6)—(8) implies the boundedness of the L'-norm || f;(z, -)||1. See also paper
[13]. This is an immediate consequence of the positivity of the local L!-solution
stated in Theorem 1. The estimates on the solution to the macroscopic system (6)—
(8) provide a priori estimates on the solution to the kinetic system (2)—(4), due to
the relationship kinetic-macro given by Eq. (1) of the population densities n;(¢) in
terms of the distribution functions f; (¢, u).

Starting from Theorem 1, we prove in paper [5] the following results on the
existence of a global, positive solution of the Cauchy problem for the macroscopic
system (6)—(8) and (9).

Theorem 2 (Positivity) Letn(t)=(n1(t), na(t), n3(t)) be a solution of the Cauchy
problem (6)—(8) and (9) defined on [0, T], 0 < T < +4o00. Then ni(t) > 0, na(t) >
0, n3(¢t) >0, fort € [0, T].
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Theorem 3 (Global Solution and Asymptotic Behaviour) Assume that py; <
p31. Then the Cauchy problem (6)—(8) and (9) has a unique solution n(t) =
(nl(t), no (1), n3 (t)) defined on Ry, satisfying the conditions

lim n(t) =0, lim ny(t) =0, lim n3(t) = o <400,
t——+400 —>+400 t—>+400

whatever are the corresponding initial data.

From the biological point of view, condition p21 < p31, considered in Theorem 3,
corresponds to assume that the proliferation of SRTCs resulting from the encounters
with SAPCs is dominated by the proliferation of ISCs resulting from the encounters
with SAPCs. In this case, the solution of the system does not possess blowups.

Theorems 2 and 3 are crucial to assure the consistency of the model and therefore
to validate the numerical simulations to be performed with the kinetic system (2)—
(4). These properties are important, not only from the mathematical point of view,
but also from the biological point of view, to obtain solutions that are biologically
significant. In particular, the positivity and the boundedness of the solution are
essential features in the present context.

S5 Numerical Simulations for the Biological System

In this section, we perform some numerical simulations with the kinetic system (2)—
(4) in order to investigate the sensitivity of the solution to certain parameters of the
model. Different scenarios are considered with the aim of analyzing if the solution is
capable of describing the behavior of autoimmune diseases. The simulations show
the evolution of the number density of the SRTCs, this being biologically the main
indicator of an autoimmune reaction.

5.1 The Numerical Scheme

System (2)—(4) is solved numerically by discretizing the integro-differential equa-
tions in the activation variable u and using a trapezoidal quadrature rule to perform
the numerical integration of the interaction terms.

More specifically, we choose a uniform discrete grid for the activation state
variable u € [0, 1] and introduce the set U of m + 1 (m € N) equidistant grid
points ux € [0, 1],k =0, ..., m, defined by

up = kAu,
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where Au = 1/m is the step size. We assume that parameter w*, describing the
tolerance of SRTCs towards self-antigens and appearing in Eq. (3), coincides with
the grid-point on the £-position in U, that is w* = uy.

Grid points uy are used to approximate both the distribution function f; (¢, u) and
the integral collision terms in Egs. (2)—(4). Therefore, we introduce the notation

Ko = fi, up), (10)

where i stands for the population p; and k indicates the localization of the activation
state variable u € [0, 1], withi = 1,2and k =0, 1, ..., m. Moreover, we consider
the integral approximations

upg
f g(t, v)dv ~ 28 [g(1,v)], 0<a<p=<m, (1D
Ug
with
(t, vy) + g(t, vg) A1
o@g[g(t,v)]zg e 2g ’ﬂAv—l— Zg(t,vs)Av, 0<a<pB<m,
s=a+1

12)

to obtain the quadrature approximations
1 1
/0 fit,vydv = 25 fi(t, v)], /0 ofj (1, v)dv ~ Zg'[vfit,v)], j=1,2,
1 1
/ fi@ vydv~ 2 [, )], / vfj(t, vydv ~ 2 [vfit, )], j=1,2,
U Uk

U Uk
/O fit, v)dv ~ D[ fi(t, )], /O vfj(t, v)dv ~ D[vfit,v)], j=1,2,

1
fit,v)ydv = 2'[ fi(t, v)].

w*k

13)

Proceeding in this way, we obtain the following system of 2(m + 1) + 1 ODEs,

dflk m m 2 rk
L 0=2013 50 (LA 0] =k ZLLAE0]) = e O F30) (14)
e [2 (e 2Bl 0] = Dhlofi,0)]) = G = D2 £ 2510 )]

TP ffO20 H ] —disffO @), k=0,...,m,
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dek m i 2 ¢k

2 0=2033 f50 (L2 0] = g ZL L2 0)]) — e} £ (0 F3(6) (15)
tea2(uk L 20, )] = Dlufa(e, v)]) LELA )]
S OEA VI

P FXODILf1 (0] —dos XD f3(0),  k=0,....m,

d
L{: O=p31 325 f1(t, v)]. (16)
The ODE system (14)—(16) constitutes the numerical scheme to approximate the

solution to the full kinetic system (2)—(4).

5.2 The Numerical Solution

We solve system (14)—(16) using the standard Maple dsolve command with the
numeric option. A considerable number of simulations have been performed and
we have selected a representative sample of figures to show the common features
of the evolution of autoimmune diseases. These figures show the evolution of the
number density of the SRTCs when different scenarios are considered.

In all simulations, the initial data are taken to be

=1072 for i=1,2,3. (17)
The parameters that are not investigated in the present simulations are fixed as
cip2=2 and c13 =0.01. (18)

They are associated to the SAPCs conservative interactions with SRTCs (c12) and
with ISCs (c13).

All other parameters are varied in order to appreciate their influence on the
solution to the kinetic system. In particular, parameters

*

w*, p21, dyz, c21 and 23 (19)

have a direct influence on the number density of SRTCs, since they represent the
tolerance parameter of the SRTCs with respect to SAPCs or, equivalently, the
capacity of SAPCs to activate SRTCs (w*), the proliferative rate of SRTCs after
interaction with SAPCs (p21), the destructive rate of SRTCs after interaction with
ISCs (d»3), the conservative rate of SRTCs after interaction with SAPCs (c1) and
the conservative rate of SRTCs after interaction with ISCs (c¢33). On the other hand,
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parameters

p12, p31 and di3 (20)

have an indirect influence on the number density of SRTCs, because they represent
the proliferative rate of SAPCs after interaction with SRTCs (p12), the proliferative
rate of ISCs after interaction with SAPCs (p31) and the destructive rate of SAPCs
after interaction with ISCs (d;3).

We underline that the influence of the conservation rates c¢p; and cp3 on the
number density of the SRTCs is quite recognizable, because we are dealing with a
kinetic system which retains the conservative cellular interactions in the dynamics.
On the other hand, the simulations show that the effect of the other conservation
parameters, c12 and c13, is not as recognizable in the evolution of the number density
of the SRTCs because the related conservative interactions have an indirect impact
on the evolution of SRTCs.

We consider different scenarios in view of illustrating the sensitivity of the
solution when varying the parameters (19) and (20) that have biological significance
in the present modelling of autoimmunity. More specifically, we have a first scenario
describing the trend to illness and three other scenarios in which the autoimmune
reaction is controlled to a certain extent.

(A) The scenario where there is development of an autoimmune disease corre-
sponds to the situation in which the ISCs are unable to regulate the autoimmune
reaction, resulting in a full autoimmune cascade and trending to illness. In this
scenario, we consider

w* =1/30, pa =19, dy3=0.025 ¢ =10, c23=0.01,
pr2=1, p31 =20, di3=0.35,

3y

and the corresponding solution is depicted in Fig.2. We can observe a
considerable mass proliferation of very active SRTCs, of the order 10* of the

Fig. 2 Scenario (A)—trend
to illness. The evolution of
SRTCs is determined by the
approximating solution to the
kinetic system (2)—(4), when
the parameters are given by
(21). The figure shows a
considerable mass
proliferation of very active
SRTCs

SRTC
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Fig. 3 Scenario
(B)—Immunotolerance.
Effect of increasing the
parameter w*, as described
in. The evolution of SRTCs is
determined by the
approximating solution to the
kinetic system (2)—(4), when
the parameters are given by
(22), and in particular

w* =29/30

initial data, due to insufficient regulation by ISCs and low tolerance of SRTCs
to SAPCs.

(B) The scenario where SRTCs become more tolerant to SAPCs corresponds to the
situation in which SAPCs are less efficient in increasing the activity of SRTCs.
In this scenario, we consider

w* =29/30, py1 =19, dp3 =0.025, ¢33 =10, ¢33 =0.01,

pr2=1, p31 =20, d;3=0.35,
(22)

and the corresponding solution is illustrated in Fig. 3. We can observe that, in
comparison with Fig. 2, a moderate decrease in the mass proliferation of very
active SRTCs is observed, whereas a slight decrease in the mass proliferation
of low active SRTCs is recognizable.

(C) The scenario where there is immunosuppression of the autoimmune reaction
corresponds to the situation in which the biological system is able to abort
the autoimmune reaction in an efficient manner, by controlling different
proliferative or destructive rates.

In this scenario, we maintain all parameters of scenario (A) with exception
of one that is varying once per time. In particular, we consider a lower value of
P21 Or pi2, or a greater value of p3j, di3 or dr3. The corresponding solutions
are shown in diagrams (a)—(e) of Fig. 4. From the qualitative point of view, the
behaviour represented in these diagrams is the same and all pictures exhibit a
very low proliferation of active SRTCs.
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0

(e)

Fig. 4 Scenario (C)—Immunosupression. The evolution of SRTCs is determined by the approx-
imating solution to the kinetic system (2)—(4), when the parameters are given by (21), with
exception of one parameter. (a) Decreasing the proliferative rate p>; to po; = 17. (b) Decreasing
the proliferative rate pjp to pj2 = 0.5. (¢) Increasing the proliferative rate p3; to p3; = 23. (d)
Increasing the destructive rate dy3 to dj3 = 0.7 . (e) Increasing the destructive rate dp3 to dp3 = 0.1.
Each diagram shows that, by varying one parameter with respect to the value considered in (21), the
biological system is able to reduce considerably the mass proliferation of the SRTCs and therefore
to abort the autoimmune reaction in an efficient manner
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(D)

* In Fig.4a, the reduction of SRTCs proliferative encounters with SAPCs
(lower value of py1) obviously implies a significant impact on the mass
production of SRTCs capable of avoiding the trend to illness. The figure
shows the effect of p>1 on the suppression of the autoimmune reaction.

* In Fig.4b, the reduction of SAPCs proliferative encounters with SRTCs
(lower value of p12) has an indirect impact on the mass production of SRTCs
since the concentration of SAPCs decreases and the activation of SRTCs
by SAPCs is weakened, so that the trend to illness is avoided. The figure
illustrates the effect of p1> on the suppression of the autoimmune reaction.

* In Fig.4c, the number of ISCs produced by the biological system is
increased by proliferative interactions with SAPCs (greater value of p3j),
the result being that the trend to illness is avoided in an efficient manner.
The figure shows the effect of p3; on the suppression of the autoimmune
reaction.

* In Fig.4d, the results show that for the number of SAPCs destroyed as
a consequence of their interaction with ISCs (greater value of dj3) will
ultimately control the proliferation of SRTCs and therefore avoid illness.
The figure shows the consequences of djz on the suppression of the
autoimmune reaction.

* In Fig.4e, the results show that the number of SRTCs destroyed as a
consequence of their interaction with ISCs (greater value of dp3) can
definitively avoid a full blown autoimmune reaction. The figure shows the
impact of d»3 on the suppression of the autoimmune reaction.

The scenario where there is control of the disease also corresponds to the
situation in which the biological system is able to abort the autoimmune
reaction in an efficient manner, due to a reduction of the activity of the SRTCs
after conservative interactions with SAPCs or ISCs.

In this scenario, we maintain all parameters of scenario (A) with exception
of one that is varying once per time. In particular, we consider lower values of
¢ or greater values of ¢»3. The corresponding solutions are shown in diagrams
(a)—(d) of Fig.5.

The comparison between this scenario and scenario (A) shows that the
total number of SRTCs for u € [0, 1] is exactly the same, because we only
modify the rates of certain conservative encounters. As a consequence, the
mass proliferation of SRTCs shows a moderate reduction and the aggressive
nature of the autoimmnune reaction is only slightly weakened.

» Diagrams (a) and (b) of Fig. 5 show that the mass proliferation of very active
SRTC:s is slightly reduced when the conservative rate ¢ is decreased. This
is a consequence of a lower production of cytokines by SRTC since these
encounters reduce the activity of SRTCs and, therefore, control the trig-
gering of an inflammatory process and the development of an autoimmune
disease to a certain extent.
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Fig. 5 Immunosupression. The disease is controlled by decreasing the conservative rate cyp,
diagrams (a) and (b), or by increasing the conservative rate 13, diagrams (c) and (d), as described
in scenario (D). (a) c21 = 2. (b) c21 = 0.5. (¢) ¢33 = 0.03. (d) c3 = 0.05. The evolution
of SRTCs is determined by the approximating solution to the kinetic system (2)—(4), when the
parameters are given by (21) with exception of ¢, and )3

» Diagrams (c¢) and (d) of Fig. 5 also show that the mass proliferation of very
active SRTC:s is slightly reduced when the conservative rate c¢;3 is increased.
This is a consequence of a lower production of cytokines by SRTC due
to a greater inhibiting effect of ISCs on the SRTC function and, therefore
moderating the autoimmune disease.
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6 Conclusion and Perspectives

The mathematical model that has been proposed in [5], based on a kinetic theory
approach, is here revisited. The mathematical analysis of the model, showing
existence, uniqueness, positivity and boundedness of the solution, is also reviewed
here.

Starting from the model proposed in [5], we develop here some numerical
simulations in order to investigate the sensitivity of the model to certain parameters
that are involved in the biological description. We consider different scenarios with
the aim of describing different behaviors occurring in autoimmunity. In particular,
we study the influence of certain parameters related to immunotolerance and
immunosupression on the evolution of the variables characterizing this model for
autoimmunity. The conclusion of this study is that increasing the parameters related
to immunotolerance and immnunosupression is effective in reducing the production
of highly active SRTCs and thefore controlling the progression of an autoimmune
episode.

Therefore the numerical simulations developed here and the corresponding
biological interpretation of the results constitute a valuable complement of the
mathematical model proposed in [5].

Other extensions of the model proposed in [5] have been already considered and
others are still open to further developments. We have extended our research work
in view of introducing drug therapies on the dynamics and investigating optimal
treatment strategies. The results have been submitted for publication, see [6, 7].

Another extension has been considered in order to introduce recurrence in the
macroscopic model presented in [5] by considering a constant input by the host
environment of self-antigen presenting cells (SAPCs) and the natural death of all
cell populations involved. Such a model is able to study the chronic character of the
autoimmune diseases. The results are presented in [16].

Other interesting problems that we plan to study is the introduction of delay terms
in the equations in order to describe the delay in the reaction to cellular impulses.
Memory terms may also be introduced with the aim of describing the ability of cells
to retain information related to past experienced cell interactions.

Acknowledgments This work is partially supported by the Portuguese FCT Projects
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A Generalized Slip-Flow Theory )
for a Slightly Rarefied Gas Flow Induced e
by Discontinuous Wall Temperature

Satoshi Taguchi ) and Tetsuro Tsuji

Abstract A system of fluid-dynamic-type equations and their boundary conditions
derived from a system of the Boltzmann equation is of great importance in kinetic
theory when we are concerned with the motion of a slightly rarefied gas. It
offers an efficient alternative to solving the Boltzmann equation directly and, more
importantly, provides a clear picture of the flow structure in the near-continuum
regime. However, the applicability of the existing slip-flow theory is limited to the
case where both the boundary shape and the kinetic boundary condition are smooth
functions of the boundary coordinates, which precludes, for example, the case where
the kinetic boundary condition has a jump discontinuity. In this paper, we discuss
the motion of a slightly rarefied gas caused by a discontinuous wall temperature in a
simple two-surface problem and illustrate how the existing theory can be extended.
The discussion is based on our recent paper [Taguchi and Tsuji, J. Fluid Mech.
897, A16 (2020)] supported by some preliminary numerical results for the newly
introduced kinetic boundary layer (the Knudsen zone), from which a source-sink
condition for the flow velocity is derived.

1 Introduction

Let us consider a rarefied gas in contact with a smooth boundary (or boundaries).
We are concerned with the steady behavior of the gas. Suppose that the molecular
mean free path is small compared with the characteristic system size (the Knudsen
number is small). Then, it is often advantageous to solve the fluid-dynamic system
derived from the Boltzmann system. This approach is known as the generalized
slip-flow theory and was developed notably by Sone and his coworkers [13—16].
The generalized slip-flow theory is based on the asymptotic analysis of the
Boltzmann system for small Knudsen numbers. Both the boundary shape and the
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boundary condition need to be smooth. This smoothness condition is required for the
Knudsen-layer problem to be reduced to a half-space problem of a kinetic equation
in space one dimension, from which the slip/jump boundary conditions are obtained.

The smoothness condition can be, however, restrictive in some situations. For
example, S.T. considered in [17] a rarefied gas flow around a sharp edge with
different surface temperatures on each side. But due to the limitation, only a
qualitative argument was possible for the flow structure around the edge. Motivated
by this, in this article, we discuss the possibility to extend the generalized slip-
flow theory to the case where the boundary condition has a jump discontinuity in a
simple two-surface problem. That is, we consider a steady rarefied gas flow between
two parallel plates with a discontinuous wall temperature in the framework of the
generalized slip-flow theory. The discussion is based on our recent paper [18] with
some new numerical result, which supports the present theory.

Finally, we remark the following. In our problem (to be stated next), the boundary
condition has a jump discontinuity (through the plate’s temperature distribution).
This induces discontinuities of the velocity distribution function on the boundary,
and they propagate into the gas region. This feature is important in a numerical
analysis and was taken into account in [2], where a similar temperature-driven flow
has been considered (see also [18]). It is also considered in our numerical results
shown in Sect. 5, although the numerical approach is different. The propagation of
boundary-induced discontinuity in kinetic equations is also a mathematical concern
and has been investigated in, e.g., [1, 6-9].

2 Problem and Formulation

2.1 Problem

Let L be the reference length and let pp, Ty, and po be the reference density,
temperature, and pressure of the gas, respectively. We consider a monatomic rarefied
gas occupying the space between two parallel plates located at x; = —7 and
X = g, where (Lx1, Lx2, Lx3) is the Cartesian coordinate system, as shown in
Fig. 1. The upper halves of the plates (x2 > 0) are kept at temperature To(1 + 7yw),
while the lower halves (x2 < 0) at temperature To(1 — ty), where 7y is a constant.
Henceforth, we assume ty, > 0. Therefore, the surfaces’ temperature has a step-like
distribution, which is discontinuous at x, = 0 with the jump 27yt,,. We also assume
that the gas is subject to no pressure gradient nor external force. We investigate the
steady behavior of the gas under the following assumptions: (i) the behavior of the
gas is described by the Boltzmann equation; (ii) the gas molecules make diffuse
reflection on the plates; (iii) Ty is so small that the equation and boundary conditions
can be linearized around the reference equilibrium state at rest with density pg and
temperature Tp; (iv) the Knudsen number defined by the molecular mean free path
at the reference state divided by L is small.
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2.2 Formulation

Let us denote by (2R To)l/ 2(§1, {2, ¢3) the molecular velocity (R is the specific gas
constant) and by po(2R To) 321 + ¢(x, ¢))E the velocity distribution function,
where E = 773/% exp(—|¢|?). The time-independent Boltzmann equation reads

1
Gidip = Sf(fﬁ), ey

where 9; = 9/dx;, Zis the linearized collision operator [16], and ¢ is a parameter
defined by
£
&= v Kn = v by (Kn: Knudsen number).
2 2 L
Here, ¢ is the mean free path of the gas molecules in the equilibrium state at rest
with temperature Ty and density pg. Note that € is the Knudsen number multiplied
by /7 /2. The operator .Zis given by

f(F):/ E.(F.+ F — F, — F) BdQ(e)d¢., (2a)

(&x,e)eR3xS?

F=F@), F.=F(@y, F =F¢), F,=F). (2b)

=041 —8)-ele, &, =8x—[(s—2)-ele, (2¢)
_ le - (&« — &) . _ 1 —1t4?

B—B< 14 — | 3 18 ;l)s E*_JT3/26 , (2d)

where dS2(e) is the solid angle element in the direction of e, B is a non-negative
function whose functional form is determined by the designated intermolecular

force. For example, B = 4«/12:1 le - (¢« — &)| for a hard-sphere gas. The diffuse
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reflection boundary conditions on the plates are summarized as

s=2vn [ JalBd @R -2n. a=0  (u=-]. xz20).

£1<0
Ga)
2 g
o=2vn [ JalpBdc (P -2n. a<0 (n=7.xz20).
¢1>0 2
(3b)

where d¢ = d¢1dgdes.

The macroscopic quantities of interest, namely, the density, the flow velocity,
the temperature, and the pressure of the gas denoted by po(1 + w), (2R To)'2u;,
To(1 4 1), and po(1 + P), respectively, are defined in terms of ¢ as

=(¢), wi=(9) —2«|F—ﬂ > P=lPe) = o+
w={p), ui=/{e), T—3 s 2¢s —3§¢—w T,
4)
where (-) designates
)= [ Forae. )

In the present two-dimensional problem, we may assume that ¢ is independent
of x3. Nevertheless, the x3-dependency has not been precluded in the above
formulation for later convenience.

The study on the behavior of a slightly rarefied gas (i.e., the gas with small
Knudsen numbers) has a long history (see, e.g., references in [15]). In the case of a
smooth boundary, Sone and his coworkers have extensively studied the question
both for the steady [13-16] and unsteady [16, 19] settings. It is based on the
asymptotic analysis of the Boltzmann system for small Knudsen numbers, and
the theory is nowadays known as the generalized slip-flow theory. However, the
approach above precludes the discontinuous boundary data. One of the paper’s
purposes is to show that we can extend Sone’s asymptotic theory to include the
latter situation.

3 Case of a Smooth Temperature Distribution

Before we discuss the discontinuous surface temperature case, it is useful to review
the case of a smooth temperature distribution. Let the temperature of the two plates
be given by To(1 + ty), where T is a smooth function of (x2, x3). Then, assuming
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the diffuse reflection condition, the boundary conditions (3a) and (3b) are replaced
by

¢ = 2\/77/ 11 EdE + (5P = DTw, £120

010

(x1=:|:72T,—OO<x2<oo, —oo<x3<oo). (6)

We consider the asymptotic behavior of the solution ¢ of the linear system (1) and
(6) for small ¢ following Sone’s method [15, 16]. It should be noted that for the
linearization, |0;Tw| < 1 should be assumed.

By the symmetry of the problem, one can assume that the solution is even with
respect to x; = 0. Therefore, in the sequel, we consider the problem only in the
left-half domain D™ = {(x1,x2,x3)| =] < x1 <0, =00 < x3 < 00, —00 <
x3 < oo}. The solution in the right-half domain is obtained from that of D™ by
@ (x1, X2, X3, {1, 82, £3) = p(—=x1, X2, X3, —&1, 2, £3).

According to [15], the solution is expressed in the form

¢ = ¢n + ¢k, @)

where ¢y is called the Hilbert solution and describes the overall behavior of the
gas, while ¢k is a correction to ¢y required in the vicinity of the boundary (the
Knudsen-layer correction). More precisely, ¢y is a solution to Eq. (1) subject to the
condition d;¢py = O(¢n) (i.e., moderately varying solution). On the other hand,
¢x is appreciable only in a thin layer (the Knudsen layer) adjacent to the boundary
X =— 727 , whose thickness is of the order of ¢. The Knudsen-layer correction ¢k is
subject to the conditions

019k = O(¢k/e), (8ij —ninj)djPx = O(¢k), (8)

where §;; is Kronecker’s delta and n = (1, 0, 0). The ¢y and ¢k are expanded in &
as

$H = PHo + e + 7P + - | (%a)
$x = spki + P+ (9b)
Accordingly, the macroscopic quantities 4 (h = w, u;, T, P) are also expressed as
h = hyg + hk, (10a)

hu = hyo + ehuy + e*hm + - - -, (10b)
hx = ehgi + e2hga + -+, (10c)
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where
2 , 3
wHm = (PHm), UWiHm = ({iPHm), THm = 3 [¢]” — 2 dtm ) » (11a)
Pam = wum + THm, (11b)

(m=0,1,...),and

2 3
oKm = (PKm), Uikm = (CiPKm), Tkm = 3 <<|§|2 - 2)¢Km>a (12a)

Prm = wkm + TKm, (12b)
m=1,2,--).
Then, it is shown in [15] that ¢no, ¢H1, and ¢k are expressed in the form
$HO = PeHO, (13a)
1
¢H1 = Pert — G A(E])iTHO — 2é“ié“jB(ICI)(ajuiﬁo + 0iujHo), (13b)

oK1 = 9050)('7, 1, 1¢1) (317HO)0
+¢; [9051)(77, ¢, 1¢D) nj (3 uin0 + it jHO)o

x1+7
.

+¢5"0n. 1. 16D @rrodo) . n = (130)

Here,

1. ¢enm is a linear combination of (1, ¢;,|¢|) forming the (linearized) local
Maxwellian

5
PeHm =PHm+2§i”iHm+<|§|2_ 2) THm, m=0,1.
2. The functions A(|¢|) and B(|¢]) are the solutions to the integral equations
2 S . 2
AGiA) ==& (1§17 — 5 ) with ([¢[°A) =0,
i B) = —2¢ij,
here ¢ — &0+ — 181 s..
where {ij = &i{j 3 Oij-

3. n is a stretched coordinate of x; near the boundary x; = —72’, adequate to
describe the Knudsen-layer corrections.
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4. ¢ is a projection of ¢ onto a plane orthogonal to n = (1, 0, 0), i.e.,
$i = ¢j(8ij —ninj).

5. The symbol (-)g indicates the value on x; =

6. The functions (p( ) = cplo)(n ¢1,1¢1) and (p(l) = cp(l)(n ¢1,1¢1), j =1, 2, solve
the following half-space problems (Knudsen layer problems)

c10,0\" = Ap\”), (14a)

o = —(¢? =2 + A

+4/ / 1cligle®e 8 daidlz], ¢ >0, n=0,  (14b)

0

¢, — 0, as n— oo; (14¢)
aoyel) = A, jell,2), (15)
o =2V 405 a=0, n=0, (15b)
(/)51) — 0, as n— oo, (15¢)

with
Ji=aB(¢), Ja= AL, (162)
(O), bﬁ.l) (j =1,2): constants. (16b)

Note that |¢| = \/ ¢ 12 + |¢|?. Tt is known that there exists a solution to the problem

if and only if the constant cio) or b'¥ takes a special value and that the solution is
unique [3, 5, 15]. It has also been proved that the solution decays exponentially
fast as n — oo.

Suppose that the functions A, B, (pio), and <pl.(1), i = 1,2, are known. Then,
the functional dependency of ¢n,, and ¢k, on the molecular velocity ¢ is
prescribed through these auxiliary functions and ¢epy,,, . On the other hand, the spatial
dependency enters through those of u;y, (x), THm (x), and Py, (x) (and their spatial
derivatives when m > 1). The dependency of u;H, THm, and Py, and oy, on x
are obtained via the fluid-dynamic-type problems stated next.
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Stokes Problem The expansion coefficients of the macroscopic quantities /iy,

(h = w, u;, T, P) are described by the following equations and boundary
conditions on x; = —7 . The equations are

0; Pao =0, (I7)
Oiimm = 0, (continuity equation) (18a)
V1Auiam — 0i Pam+1 = 0, (equation of motion) (18b)
Atgm =0, (energy equation) (18¢)
wdm = Pam — Tdm, (equation of state) (18d)

(m =0,1,...). The boundary conditions on x| = —g are
Order * :  wuipo = uono = usHo =0,  THO = Tw» (19a)
Order ¢! : U =0, tH = cio)almo, (19b)
ujHItj = bgl)tjnk(ajl/lkHO + Ok jHO) + bél)t,-aj THO. (19¢)

Here, A = 812 + 822 + 8_% is the Laplacian, the viscosity y; > 0 is defined by

2
y= 15<|;|4B>, (20)

t; is any unit vector orthogonal to n = (1,0, 0), and bl.(l) (i = 1,2) and c{o),

known as the slip/jump coefficients, are the same constants arising in the Knudsen-
layer problem introduced above. The numerical value of y; and those of the
slip/jump coefficients for a hard-sphere gas are obtained as y; = 1.270042427 and
B b8V, ) = (—ko, =K1, di) = (1.2540,0.6465, 2.4001), where ko, K1, and
d are the notations used in [15, 16].

It should be noted that, since we are seeking a solution that is symmetric with
respect to x; = 0, the above system should be supplemented by an appropriate
reflection condition at x; = 0. A similar comment applies throughout the paper and
will not be repeated in the sequel.

Solution Procedure For a given 7, the process to obtain the solution ¢ to order ¢
is as follows:

1. From Eq. (17), Pyo = Co (constant).

2. Solve Egs. (18a)—(18c) for m = 0 under the condition (19a) to obtain upy,
PH1, and tg9. Note that Py is determined up to an additive constant (say, C1).
Compute wyo from Eq. (18d) with m = 0. The leading-order solution ¢y is
derived from Eq. (13a).
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3. Solve Egs. (18a)—(18c) for m = 1 under the conditions (19b) and (19¢) to obtain
uH1, PH2, and ty. Note that Py is determined up to an additive constant (say,
C>). Compute wy from Eq. (18d) with m = 1. The first order solution ¢y + ¢K1
is obtained from Eqs. (13b) and (13c).

In the above procedure, Py, @Hm, and ¢n,, are determined up to a (common)
additive constant C,, at each m, although u;y,, and ty, are determined without
such ambiguities. A physical argument can single out a solution. For example, we
can specify the gas pressure at a certain point in the domain or specify the average
gas density in the domain. Another possibility to remove the ambiguity might be
through a symmetry argument (depending on ty,), as in the next section.

4 Case of a Discontinuous Wall Temperature

Now we return to the original problem. Again, we assume that the solution is
symmetric with respect to x; = 0 and restrict the domain to D~. Moreover, we
seek the solution that is antisymmetric with respect to x» = 0, i.e.,

@ (x1, —x2, %3, 81, — 2, §3) = — (X1, X2, X3, {1, 2, £3). (21)
Henceforth, we assume that the solution is x3-independent, i.e., 33 = 0, and even in
g3 (hence, u3 = 0).

First, leaving aside the fact that the boundary condition is discontinuous at
(x1,x2) = (—g , 0), we look for a solution to the system (1)—(3) in the form

¢ = duk = ¢ + k. (22)
Here, ¢y is the Hilbert solution, ¢k the Knudsen-layer correction, and ¢k their

sum. Hereafter, we call ¢k the Hilbert-Knudsen (HK) solution. Note that ¢y and
¢k are subject to the conditions

dign = O(pn), =12, 0digx = O(gx/¢e), 02k = O(dK). (23)

As in the previous section, ¢y and ¢, and thus ¢yk, are expanded in ¢ as

ou = ¢no + EPHI + -+, (24a)
oK =¢epk1 + -, (24b)
PHK = ¢HKo + €PHKI + - - -, (24¢)

with

¢HKO = $HO, PHKI = PHI + PKI- (25)
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To obtain ¢yko and ¢uk1, we apply the solution algorithm given in the previous
section.

Step 1 The leading-order pressure is Pyo = Co (constant). We chose Pyo = Co =
0 in view of the antisymmetry of the solution.

Step 2 The Stokes problem to determine ;o and g reads

Oiuino =0, y1Aujgo —0;Pu1 =0, Atgo=0, wHo= —7tHo, in D7,
(262)
T
uigo =0, THo = *Tw, ON X1 = — 5 x2 2 0. (26b)

The solution is given by

uigo =0, Pu1 =0, (27a)

T <1~|—sinz

TH) = —WH) = wAI‘g . > s Z=x1+ ix2a (27b)
b4 1 —sinz

where i is the imaginary unit, and the additive constant in Py is chosen to be zero
because of the solution’s antisymmetry. Hence, we obtain the leading-order HK
solution as

5 5 W 1 i
PHKO = PHO = <|c|2 - 2) THO = <|c|2 - 2) i Arg( “?“). (28)
i1 1 —sinz

Step 3 The Stokes problem for the first order in ¢ is reduced to

iuig1 =0, yiAujp — P2 =0, Aty =0, ou =-t41, in D7,

(29a)
)
27, 1
uig1 =0, t™HI =— "l . , on x| = —n, x2 # 0. (29b)
w  sinhxp 2
The solution is given by

uig1 =0, Py =0, (30a)

0 . .
S‘L'WC§ ) X2 cos x1 cosh xo + x1 sin x1 sinh x»

, (30b)
w2 cos(2x1) + cosh(2x7)

THI = —WH] = —
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where the additive constant in Py is chosen to be zero because of the solution’s
antisymmetry. Hence, we obtain the first-order HK solution ¢nk; as

5
ou1 = <|;|2 — 2) 1 — &GA(E)diTHo

0 . .
8twc§ ) <|;|2 5) X7 cos x1 cosh xa + x1 sinx sinh xp

w? 2 cos(2x1) + cosh(2x7)
4t £1 sinxp sinh x2 4+ &3 cos x1 cosh xp
() : (3la)
b cos(2x1) + cosh(2x2)
27 1 x1+73
dki=—"_" . goi‘”( 2,;1,|z;|), (31b)
7 sinhx, 5
dHK1 = HI + @K1 (3l¢)

Drawbacks We have obtained the first two terms of the HK solution ¢k = ¢nuko+
e¢pnk disregarding the fact that the boundary data are discontinuous at (xq, x2) =
(—g , 0). This solution has the following drawbacks.

1. The solution does not produce any non-zero flow velocity, which is not mean-
ingful. Note that a non-uniform surface temperature of a body usually causes
a rarefied gas flow such as the thermal creep. This remains true even if the
temperature distribution is piecewise uniform with a jump discontinuity [2].

2. Near the point (x1, x2) = (—g ,0), the ¢uko and ¢yk; have the following
asymptotic properties:

2
PHKO = Tw <|<;|2 - ;) <i9 + ;T sin(26) + 0(r4)) , (32a)
27y [ @ sing 5 1 +7
di == [C‘ - <|c|2— 2) 4 ?A(|c|>+x2¢§°)<xl Tl |c|)
+ow), (32b)

as r N\ 0, where

T\2 2 X2
= 5 OZA t )
r \/(xl-l-z) + x5 rcan<x1+§)

and g = —¢1sin6 + {» cosB. Thus, |¢yk1| grows indefinitely with the rate r1
as r N\ 0. In other words, the e-expansion of ¢pk is meaningful only in the
regionr > ein D™.
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4.1 Knudsen Zone

Motivated by the above observation, we now look for a solution in the form

#HK = ¢H + ¢k in Dﬂ{(X1,xz)|V>>8, r=\/(X1+§)2+X§},
¢ = 5
¢z in D_ﬂ{(xl,x2)|r<<1,r=\/(x1+§) —l—x%},

(33)

allowing ¢nx and ¢z to overlap in the region ¢ < r < 1. Here, ¢z replaces ¢k in
the region close to the point of discontinuity (x1, x2) = (—g ,0) (i.e., the Knudsen
zone). In the Knudsen zone, the length scale of variation of ¢ is assumed to be of
the order of ¢, i.e., d;¢pz = O(¢pz/e) (i = 1,2).

To analyze ¢z, we introduce new spatial variables by

x,'=—72[5i1+8yi, i=1,2, (34)

and assume that ¢z = ¢z (y1, y2, ¢). Expanding ¢z in the form

¢z =dz0+edpz1+ -, (35)

the zeroth-order term ¢z satisfies the following equation and boundary conditions:

9 9
& éz0 +& éz0 = Adzo), (y1 >0, —00 < y2 < 00), (36a)
ay1 ay2
¢ZO:2\/7T/ 1¢11¢z0E £ (1E1* — 21w, &1 >0, 1 =0, y220),
21<0
(36b)
27, T 2 5 ©
bpo— W F ¢ sin(20) + fw <|;|2 - ) 6— 1 sing
|yl T 2 |yl
27, 0 1
- (5 Aleh+ o0, |c|)), as |y| — oo, (36¢)
7 \I|yl 2
6 = Arctan <y2> , & =2C1cosO+Lpsinf, o = —¢;sinf + {rcosb,
Y1
(36d)

where Fgl) is a constant that represents the far-field asymptotic property of ¢z,
and should be determined together with the solution. This problem can be viewed
as a two-dimensional analog of the thermal creep flow [10-12], and represents a
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“reaction” of a rarefied gas to a forced temperature variation in the gas. We give
further details on the derivation of (36¢) in Appendix.

4.2 A Source-Sink Condition for the Flow Velocity

Let us assume that ¢z is known including Fgl). We consider a point in D~ such

thate < r = \/ (x1 + g)z + x% <« 1, and consider the asymptotic behavior of ¢z

in the limit ¢ N\ 0, keeping r (= ¢|y|) fixed. With the aid of (36¢), this is obtained
as

) )
21, T 2 5 c

b7 =¢ iz ¢ sin(20) + tw <|;|2— )(9—8 ! sin@)
r T 2 r

2Ty 1 + 7
—e " (§9A<|c|)+ cofo)( P2 mu))
T r X2

) )
2 5 27, 5
_ <|;| - )9+s[ Tl ¢ sin(20) — <|c| - )Cl sin 6
r r
2 27y 1 +7
fw geA(|§|) o 90{0)( P2 ,§1,|§|)], as ¢ \ 0 with r fixed,
X2

(37

where 6 = Arctan( ,, ). Hence, ¢k is matched to the first two terms of ¢z if

2 F(l) 5 ()
QUK — iz ¢ sin(20) — (ICI2 )Cl sin 6
r r
2‘1,' 27w 1 1+7
W‘“GA(|<;|) " cpi‘”( 2, |;|) as r— 0. (38
4 T X2

Separating the Hilbert part from the Knudsen-layer part, we have

1
b1 — ZIWFé )

(0)
& sin20) — -7 <|c| 5)61 sind — ™ % Aqig),
r T r
(39)

as r — 0. Thus, the radial and circumferential components of the flow velocity
urH1 = (¢r¢oH1) and ugH1 = (Le¢H1) near the point of discontinuity behave as

()
UrH1L —> iz sin(20), wugg1r — 0, as r — 0, (40)
r
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with

T\2 X2
2
r=\/<x1+2) + x3, 9:Arctan(x1+n>. (41)

2

The condition describes a source-sink pair located at (x1, x2) = (— ’2’ , 0) and serves
as a “boundary condition” that provokes a non-vanishing flow velocity in the Stokes
system. As we will see later (Sect. 5), I' él) is likely to be a positive number. Thus, a
sink flow toward the discontinuity point appears in the region x < 0 and a source
flow in the region x2 > 0.

To summarize, after the consideration of the Knudsen zone, Step 3 should be
replaced by

Step 3’ The Stokes problem for the first order in ¢ is given by

iuig1 =0, y1Aujgr —0iPi2 =0, Aty =0, oy =-tH1, in D7,
(42a)

2z0c” 1

uig1 =0, THI = — on xp = —Z, x2 # 0, (42b)

7 sinhxy’
(€Y

r 2
UrH1 — Twl z sin(20), ugg; — 0, as r = \/(xl + 72[> ~|—x% - 0.
r

(42c)

The solution g7 is given by (30b), while (#1171, #2H1) can be obtained, for instance,
by applying the Fourier transform. With these solutions, the first-order HK solution
¢HK] 1s given by

oH1 = 281u1H1 + 282u2H1

0 . .
SIWci ) <|;|2 5) xp cos x1 cosh x3 + x1 sin x1 sinh x»

w2 2 cos(2x1) + cosh(2x7)
4t £1 sinxp sinh x2 4+ &3 cos x1 cosh xp
- A®gD : (43a)
b4 cos(2x1) + cosh(2x2)
2T 1 x1+7%
pki=—"" <p§°>( 2.4 |c|), (43b)
7w sinhxp e
dHK1 = PHI + PK1- (43c¢)

Note that ¢k has not been changed from (31b).
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5 Numerical Results for the Knudsen-Zone Problem

Finally, we show some preliminary results for the Knudsen-zone problem. To
simplify the numerical analysis, we employ the Bhatnagar-Gross-Krook (BGK)
collision operator [4, 20] instead of the Boltzmann collision operator. The linearized
BGK collision operator is well-known and its explicit form is omitted [16].
Figure 2a shows the streamlines of the flow velocity (1170, #270) and the (perturbed)
temperature 7z in the upper-half domain y; > 0 and y, > 0. Here, u;79 and 779 are
defined by

2 3
uizo = (&idzo), =12, 170 = 3 <(|§|2 - 2) ¢zo>- (44)

Note that the wall temperature is discontinuous at y» = 0 along y; = 0 (the plates’
temperature is To(1 £ ty) for y» 2 0). Figure 2b shows the flow-velocity vector
(1170, u270) and its absolute value near the origin. As seen from these figures, a flow
is induced in the positive y; direction, which exhibits a diverging flow pattern in the
region far from the origin. Note that, by the antisymmetry, it implies that there is a
shrinking flow toward the origin in the region y» < 0. The flow speed is strongest

near the discontinuity point and decreases as \/ yl2 + y% increases (see Fig.2b). In
this way, the flow field obtained by the numerical analysis of the BGK model clearly
indicates the presence of a source-sink flow pattern in the far field. This becomes the

— vizo| IR 1
0.05 7 |0 0.06
T T T T T T T T IO
IS S A B A

Iy Lot A { 7]
Y ]
A /\/ .
by &7t 7y 1l s ]
Y (R /// 1or ]
fﬁ/ 7‘4 11 /// ////;
%’/7‘\4,////// Y ||
V| EEYSYSR Ny

/ 4

mw’w”}\h/\¢\\\f\\M\t‘\l\h\"\h‘\\i
0 1 2 3 4 5

Y1

Fig. 2 Numerical results for the Knudsen-zone problem based on the (linearized) BGK collision
operator. (a) The thick gray curves with arrows show the streamlines of the flow velocity
T, Y120, u2z0), and the dashed contours show the temperature 7zg/7y. (b) A magnified figure
near the origin. The arrow indicates the flow-velocity vector 7 Y20, uazo) at its starting point,
and the contours visualize the absolute value
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source-sink condition near the point of discontinuity when rescaled with the spatial
variables x; and the limit ¢ — 0 is approached, as discussed in the previous section.

6 Discussions

We have considered a slightly rarefied gas confined between two parallel plates
whose common temperature distribution has a jump discontinuity along them. In the
case of a smooth temperature distribution without jump discontinuities, the Hilbert
expansion and the Knudsen-layer correction yield a practical tool (i.e., the Stokes
system) to investigate a thermally-driven flow between the two plates (Sect.3).
On the other hand, the case of the discontinuous surface temperature cannot be
handled solely by the Hilbert solution and the Knudsen-layer correction. Indeed,
the term ¢k can grow indefinitely near the point of discontinuity, which disproves
the validity of the HK solution there (Sect.4). Given this observation, we have
introduced the Knudsen zone near the point (x1, x2) = (—g ,0), in which the
solution is allowed to undergo abrupt spatial variations in both x; and x, directions.

The Knudsen zone is described by the system (36), which is a half-space problem
for the linearized Boltzmann equation in two space dimensions. In this problem, the
constant r§” occurring in the far-field asymptotic property (36¢) is essential from
the macroscopic view points. Indeed, Fgl) is inherited to the source-sink condition
(42c) in the Stokes system and plays a role to induce a non-zero flow velocity
u;y1. In this sense, I‘gl) is of equal importance as the viscosity or the slip/jump
coefficients.

Finally, let us make a brief comment on the global flow structure when ¢ is
small. Since the zeroth-order flow velocity u;yo is identically zero, the overall flow
vanishes as ¢ tends to zero except in the Knudsen zone. In the Knudsen zone,
the nonzero flow of the order 7,,O (1) is induced as seen from Fig. 2 and remains.
However, the Knudsen zone shrinks to (x1, x2) = (— 727 , 0) with the decrease of ¢.
Therefore, the strong flow of 7y, O (1) is gradually localized near (x1, x2) = (—g ,0)
as ¢ becomes smaller. The localized flow affects the global flow at the order ¢
through the source-sink condition for u;y; and induces an overall flow with the
magnitude ty, O (¢). In this way, a global flow of the order ty, O (¢) is established as
aresult of the piecewise uniform temperature distribution of the plates. The present
analysis successfully provides a clear picture of the flow structure, which is also
consistent with the picture inferred in [2].
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Appendix

In this appendix, we briefly explain the derivation of the condition (36¢). Our stating
point is the asymptotic behaviors of the leading order HK solution ¢yx = ¢pnko =
¢Ho near (x1, x2) = (—7,0), e,

2 5
PHKO = f <|§|2—2>9+0(r2), r <1, 9=Arctan( 2 )
T

x1+ 7
(45)
This suggests that the leading-order term of ¢z is of the form
2 5
o70 = fw <|;|2— )0, as |yl - oo, y1 >0, 9=Arctan<y2>.
b4 2 Vi
(46)

Thus, the problem for ¢z consists of (36a), (36b), and (46). We regard this problem
as a kind of “scattering problem” and seek a solution with the following asymptotic
property [18]:

() ) .

21w 2 5 sin 6
g0~ 7 gsino) + (|c|2— ) o— 1

|yl b4 2 |yl

2Ty 1
_ (“ A(lL]) + wi‘”(yl,a,wn), as |y| — oo, (47)
7 \ |yl 2

where r§” is a constant. Note that the terms inversely proportional to |y| represent
the “reaction” to the imposed external condition (46).
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A Revisit to the Cercignani—-Lampis )
Model: Langevin Picture and Its s
Numerical Simulation

Shigeru Takata, Shigenori Akasobe, and Masanari Hattori

Abstract The Cercignani-Lampis (CL) model for the gas—surface interaction is
revisited from the Langevin dynamics viewpoint. Starting from a time-independent
Fokker—Planck formalism by Cercignani, its time-dependent extension and the
corresponding Langevin description are introduced. The Langevin description sheds
light on dynamical features of a stochastic process corresponding to the CL model.
Numerical simulations on the basis of the Langevin description are performed
as well to reproduce the scattering kernel and reflection intensity distribution
numerically. Although the noise in the stochastic process is apparently simple, the
Milstein scheme rather than the Euler-Maruyama scheme has to be adopted to
achieve a satisfactory numerical convergence in time discretisation.

1 Introduction

Gas flows in low pressure and small-scale circumstances, which we generically call
rarefied gas flows, require the kinetic theory description rather than the usual fluid
dynamics description because the latter is implicitly limited to the local equilibrium
states [4, 16]. Inter-molecular collisions inside the gas are not necessarily frequent
in such circumstances, and sometimes molecular velocities inside the gas can be
traced back without changes to the velocities just after the reflection on a container
surface, i.e., a wall. Hence, the velocity distribution of reflected molecules can have
adirect impact on the gas behavior in the bulk region. An enough simple but realistic
gas—surface interaction model has been desired for a long time.
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Many efforts have been devoted even in rather recent years by Molecular Dynam-
ics (MD), theoretical, and experimental approaches (e.g., [1, 2, 18] and references
therein; a very good survey of the gas—surface interaction models before 1990s can
be found in [4]). Nevertheless, the progress so far is not necessarily satisfactory,
probably due to difficulties of background physics in such interface problems.
Even now, the diffuse reflection condition and/or its convex combination with
the specular reflection condition, the so-called Maxwell condition, are primarily
used and regarded as the standard in the literature [4, 16]. The former implicitly
assumes perfect accommodation of incident molecules with the wall and reproduces
the Lambert cosine law of the reflection intensity, while the latter introduced by
Maxwell takes account of imperfect accommodation. Although the latter reproduces
some effects of the imperfect accommodation at a macroscopic level, the specular
reflection part induces a spike in the reflection intensity distribution, which is
different from observations in molecular beam experiments.

After Maxwell, the concept of accommodation has been developed to introduce
different coefficients to represent a possible difference of accommodation in
momentum and energy exchanges [4, 11, 15]. Cercignani and Lampis [5] proposed
in 1971 a mathematical physical model, which is now called the Cercignani—Lampis
(CL) model. A similar model was independently proposed by Kliscer et al. [12].
Their models have an impact in their capability to reproduce typical features of the
reflection intensity distributions experimentally observed.

The CL model has been enjoying successful practical applications, including
its extension and easy implementation [13] to the Direct Simulation Monte Carlo
(DSMC) algorithm since 1990s. Nevertheless, it seems that the dynamical back-
ground is still behind a mysterious veil, though its physical interpretation and
alternative derivation were reported in 1970s (e.g., [6, 17]). No further attempts
have been made to shed light on the dynamical aspects of the model. It is the main
motivation of the present study.

In the present paper, we discuss the CL model mainly along the lines laid
by Cercignani in [4]. We, however, modify his original discussions for a time-
dependent problem in order to have a stochastic dynamical picture, the Langevin
equation description. Results of numerical simulations and scheme accuracy in time
discretisation will be presented as well.

2 Scattering Kernel and Cercignani-Lampis (CL) Model

Let us denote by f(¢, x, &) the velocity distribution function of gas molecules,
where ¢ is a time, x is a position, and & is a molecular velocity. Assuming that a
resting solid wall occupies the region x; < 0, the reflection law for gas molecules
on the wall is expressed as

S x),x1 =0,£)=/

§1<

OK(xn,&,&)f(t,xu,m =0,8)dg, & >0, (D)
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or equivalently as

& ft,x),x1=0,8) :/

§1<

O’R(xnaE,E)Iéllf(t,xu,m =0,8)d§, & >0.
(2)

Here x| = (x2, x3), which will be suppressed mostly in what follows because the
discussion is not concerned with the variation of K (or R) in that direction. In the
present paper, we shall call K the scattering kernel and R the reflection probability,
respectively.! They are related to each other as

511K (&, &) = 1511R(E. §), 3)

and are usually supposed to be independent of f both in physics and mathematics.
Physically, it implies that the microscopic properties of the wall do not change by the
interaction with the gas. We follow this convention, and thus the right-hand sides of
(1) and (2) are linear with respect to f. Experiments of mono-collimated molecular
beam scattering are performed on the basis of the same convention, though it is not
explicitly mentioned. In the case of the diffuse reflection condition, the scattering
kernel reads

131 &7

= 22 (RT2 P27, @

where T, is the wall temperature and R is the specific gas constant (the Boltzmann’s
constant kp divided by the mass of a molecule m; R = kp/m). Cercignani and
Lampis [5] proposed the following form of the scattering kernel:

2
& 1 o516 Jl—an)ex (_sf+sl<1—an)
T 2 (RT))2 ar (2 — ) O RTy P 2RT,aty
&) — &1 —a)l?
_ , 5
X XD T (2 — ) %)
where EH = (&, &) and [y is the modified Bessel function of the first kind and
zeroth order:
1 2
Iy(x) = / exp(x cos @)do. (6)
2 0

The boundary condition (1) with the kernel (5) is called the Cercignani—Lampis
(CL) model and contains two adjustable parameters: 0 < o, < l and 0 < oy < 2.
When o, = a; = 1, it recovers the diffuse reflection condition (4).

1 'We have adopted the terminology in [16]. In [4], R is called the scattering kernel, which is a flux
based terminology like (2). As /51 .oRdE = 1 and R > 0, R can be interpreted as the probability
density of finding a reflected molecule at a specific value of the velocity.
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3 Cercignani’s Fokker-Planck (FP) System

In [3], Cercignani introduced a time-independent Fokker—Planck system for the
probability density P(xj,&) of a molecule at position x; with velocity &. It
reproduces the CL model in the parameter range 0 < o, < land 0 < o < 1
and reads

oP 0P
61t i = LP (d < <0, (7a)
32 3 dD;;
LP = geag (PiP)+ g [(F"fg" o )P} (70)
be. PG = 0, & < 0.£)) = (& — £n). (70)
P(ri = —d.&1.8)) = P(x1 = —d. —£1. £, & > 0. (7d)

Here §,, is the molecular velocity of incidence, the interaction with the wall is
supposed to occur in x; < 0, and x; = —d is the position of the potential barrier
beyond which a molecule is forbidden to proceed (Fig. 1). The X;, D;;, and F;; in
the above are defined as follows:

2RT, 2RTy,
X; =0, Du= P |&1l, D = D33 = ¢ €11, (7e)
n t

Dij=0 (G#)), Fj= D;j, (71)

RT,,

Fig. 1 Schematics of
scattering of a gas molecule e

|
Solid :
1

,,,,,,,,,, 0

posirtion of solid surface
potential barrier ~ (the bound of the interaction range)
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where ¢; and ¢, are a characteristic length of molecular velocity diffusion in the
x2x3-plane and that in the x;-direction, respectively. By solving the above system
(7), we have the velocity distribution P(x; = 0, & > 0, §) of reflected molecules
against the incident molecular beam §(§ — &;,). Substitution of f = §(§ — §;,) into
(1) or (2) gives the relation

511 K >0,&,) = 511 P(x; =0,& > 0), (8)
[&in1] [&in1]

(see [4, Sec. I1I. 2, Eq. (2.12)]). Hence, finding the form of K is identical to finding
P at x; = 0 for & > 0. Here and in what follows, we suppress & in the argument
of K etc., if no confusion is expected.

R(E > 0,§,) =

4 From Fokker-Planck to Langevin System

The time-independent Fokker—Planck (FP) system in Sect. 3 is the starting point
of our discussions. We first introduce its simple but natural extension to the time-
dependent situation. Then, we identify the Langevin system, namely the stochastic
dynamics of a test particle, that is equivalent to the extended system.

4.1 Time-Dependent Fokker-Planck System

In order to draw out a dynamical picture behind the CL model, we simply add a
time derivative term to the left-hand side of (7a), allow the spatial dependence in
(x2, x3)-directions, and modify the condition (7c) in accordance with the time and
spatial localization of the incident molecular beam. Then, we have the following
initial- and boundary-value problem:

9 9 92 9 aD;;
Q_ =& Q + (Di; 0) + [(Fijéj - ’/> Q} , (=d <x1 <0),

dt dx;  0&;0& & 9§
(9a)
be. O, x,8) =8(1)3(x)38(5 — &), & <0, x1=0, (9b)
O(t,x1 =—d, &) = Q(t,x1 = —d, —§), & >0, (9¢)

where Q(z, x, £) is the probability density finding a molecule at time ¢, position
x, and velocity &. As Q is the fundamental solution (the Green function) to the
initial- and boundary-value problem for the same FP equation, we switch its notation
to G(0,0,&;,; t, x, &) from now on. Here, the first three arguments of G indicate
that the time, position, and velocity of incidence are t = 0, x = 0, and & = §;,
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respectively. Since the microscopic property of the wall, or the coefficients D;; and
F;j, are independent of ¢ and x|, the solution is invariant under the translation both
in time and in the xpx3-plane:

G(s, Xin, Eip3 1, %, 8) = G(0,0, &5t — s, x —xin, §), s =1, (10)

where xi, = (0, xiy). This motivates us to define G = fioo Jr2 G(s, Xin, &5 1,
x, &)dx|ds. The following property holds:

t
G:/ / G(s, Xin, Eip3 £, x, §)dxds
—0 RZ
t
=/ / G(0,0,&,;t—s,x —xin, §)dxds
—0 R2

=/oo/ G(0,0,&;,;7,x,8)dxdr. (11)
0 Jr2

It is seen from the last equality that G is a solution of (9a) independent of xj,| as
well as ¢ and x |; accordingly it will be denoted as G (§;,; x1, &). Note that G solves
(7a) as well. It is readily seen from (9b) and (9c) that G satisfies the conditions (7¢)
and (7d). Thus, G is a solution of the system (7).

In Sect. 4.2, we present the Langevin system corresponding to the above system
(9). The observation on G tells that the scattering kernel K is identical with
G (&;,; x1 = 0, &) and thus can be constructed from G. This implies that the kernel
of the CL model can be reproduced by many samples of a test particle simulation of
the Langevin system. We will come back to this issue in Sect. 5.2.

4.2 Langevin System for the CL Model: A Stochastic
Dynamical Picture

We first consider the following Langevin equation:

dx; =§&dt, d& = (~y;j§; + F)dt + §5;;dW;, (12)
where W; is the Wiener process that satisfies (dW;dW;) = dt§;;. Just for
convenience, let us introduce a six-dimensional vector variable y, (¢ = 1,...,6)

defined by y; = x; and y;43 =& (i = 1, ..., 3) and rewrite (12) as follows:

dye = (Aggys + Bo)dt + Onid Wi, (13a)
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where
000 1 0 0

000 O 1 0
000 O 0 1 (13b)

[Agp]l = ,
o 000 —y11 —y1i2 —¥13
000 —y21 —y22 —¥23
| 000 —y31 —y32 —¥33
[0 ] [0 0 0 ]
0 0O 0 O
0 0O 0 O
B,] = , Oyl = 13
[Ba] F (O] Si1 Sia Sis (13¢)
F S$21 822 523
L F3 ] | S31 S32 33 |

The corresponding Fokker—Planck equation is known to take the following form [7]:
ag 2

9 1
=— A B
9 8y ([Augys + Balg) +

Oni®pig). 14
28ya8y;3( ol /Stg) ( )

Using the original pair of three-dimensional vector variables (x;, &;) in place of y,,
(14) is rewritten as

At & 2 0§;0¢;

Now, comparing (15) and (9a) leads us to find the correspondence of coefficients:

9 9 9 192
8 _ ~ o (6ig) — 9 (=vij§jg + Fig) + (SikSjkg). (15)
i i

1 aD;;
SikSjk = Dij, vij§j — Fi = Fij§j — . (16)
2 0§
Note that, because of the definition (7e),
oD;; 2RT,
ij _ 51 wail- (17)

A& &l Ln
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Thus, y;;, Sij, and F; are identified as

1 €11 €11
vij=Fij = RT, Di; =2[ 0 8i18j1 + 0 (8282 + 8i38;3)], (18a)
2RT,
i = 3 Y8 (18b)
|El| En
_ €11 €11
Sij =2, |RTy ¢ 8i18j1 + 2,/ RTy ¢ (812682 + 8i393). (18¢)
n t

Here, we have chosen S;; to be symmetric.
To summarize, we have identified the Langevin system corresponding to the
time-dependent FP system (9):

dx; = &dt, (i=1,2,3), (19a)
2 &1 €11
dé=— (&1 — [ RT,)dt+2 |RT, =~ dWi, (19b)
n €11 Ly
2 1811
dé = ~y |E1162dt +2 | RTy, ' dwy, (19¢)
t 1
_ 2 €11
d& = -, |E11&3dt + 2 | RTy, . dws, (194d)
t t
supplemented by the specular reflection at the potential barrier x; = —d and the

initial condition

x(0)=0, £§0) =&, (19¢)

5 Discussions

5.1 Dynamical Aspects of the CL Model

The Langevin system (19) tells that, after the incidence, a molecule changes its
velocity under two types of interactions with the wall. One is the first term on the
right-hand side of (19b)—(19d), which we call a drift part. The other is the second
term on the same side of (19b)—(19d), which we call a diffusion part. Below we
discard the spatial translation (19a) and concentrate on the dynamics described by
(19b)—(19d). Before going into details, it should be noted that the motion in the
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normal direction is seen to be independent of those in tangential directions. The
reverse is not true.

Role of the Drift Part

In the direction normal to the surface, the drift part decelerates a molecule if the
kinetic energy (1 /2)mé§l2 in that direction is beyond the thermodynamic energy
(1/2)kpT,, distributed by the equipartition law [8]. If not, it accelerates the molecule
until the kinetic energy (1/ 2)m§12 reaches that energy. To see the mechanism more
closely, discard the second term in (19b) and integrate it in time. Then, we have for
§1 <0

1 F c_exp(—*VETwyp)
& = —/RT, snr o+ —VRT, S E(<0), (20a)
1+ c_exp(— ¢, Y1)
and for & > 0
1+ cp exp(—*VRTwyp)
& = RT, o JRT, S &G 0), (20b)

lFcy exp(—4*/£R;T“’ 1)

where c4 is a positive constant not larger than unity. Hence, there is no reversal of
motion in the normal direction if neither thermal noise nor potential barrier exist.
The drift part thus drives & towards +/RT,, depending on its sign exponentially
in time.

In directions tangential to the surface, the drift part always decelerates the
molecular motion in proportion to the momentum transferred by the incoming
molecule, i.e., —|&; |£H, where EH = (&, &3). Thus, it works on the molecule in a
similar way to the viscous drag. To see the effect more closely, consider the motion
in the xp-direction. The motion in the x3-direction follows the same dynamics, as
is clear from (19¢) and (19d). As before, discarding the second term in (19c) and
integrating it in time give

2
§2=coexp(—, /Iélldt), 2L
t

2 Using the relation (31) that appears later, the exponential factor can be rewritten as

4/RT, ,

n

VRTw
)= (1—ay) 2",

exp(—

Hence, if |£;] < +/RTy, the molecule stays longer than 2d/+/RT, in the interaction region,
making the above factor smaller and smaller until leaving. If |£;| > +/RT,, the molecule stays
shorter, keeping the same factor between 1 — «,, and unity.
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where cq is a constant. Hence, as far as & # 0, the drift-part force decelerates &
and makes it vanish if the integration of |£;| in time is not bounded. It is also seen
that the larger |&;] is, the larger the decaying rate is.

Role of the diffusion Part and Competition with the drift Part

In order to see the role of the diffusion part and its competition with the drift part,
we go back to the time-dependent FP system, (9a) without the spatial translation
term and (9b).

Let us first single out the diffusion part. The FP system without the spatial
translation and the drift part admits a stationary solution inversely proportional to
|£1] in the normal direction, provided that the integrability condition is discarded. In
the tangential directions, it is just a usual diffusion process without center shifting,
and only its time scale depends on |£|. A couple of examples of particle simulations
of (19b) and (19c) without the drift part are shown in Fig.2a,b, which clearly
demonstrate those features. The diffusion part competes with the drift part to form
the half-range Maxwellian in the normal direction and the full Maxwellian with the
zero mean velocity in the tangential directions as a stationary state; see Fig.2c,d.
The admitted stationary solution under the competition corresponds to the full
accommodation situation, namely the diffuse reflection model. In the CL model,
however, molecules spatially translate in the interaction region and may leave there
before reaching the full accommodation.

5.2 Langevin System and the Reflection Intensity Distribution

We first consider the way how to recover G from the samples (test particles) of the
Langevin system simulation. The base of our discussion is the identity

G(E:0.8) = [oof G(0,0,& 7.x1 = 0, x|, £)dx dr, 22)
0 R2

which has already appeared in Sect.4.1. Remind that solving the Langevin system
is identical to getting the above integrand G.

Taking account of the time and the spatial integration in (22), let us first count the
number of sample molecular velocities at the instance of exit from the interaction
region x1 < 0, irrespective of the x| position and exit time. Then, N samples for the
common velocity of incidence & yields a normalized distribution in the molecular
velocity:

- 0
E 5(& — &), (23)
Ni=1
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Fig. 2 The diffusion-part effect and the competition between the drift and the diffusion part in the
case |§in|/\/2RTw = 1.56718 with (£in2, &n3)/+/2RT,, = (—0.78359, 0). No spatial translation
is considered. (a) the diffusion-part effect in the normal direction, (b) the diffusion-part effect
in the incident tangential direction, (¢) the competition between the drift- and the diffusion-part
in the normal direction, and (d) the competition between the drift- and the diffusion-part in the
incident tangential direction. Here, f = (/2RT, /£)t with £ being £ = —(1/8)(In0.7)¢, =
~(1/4)(In0.9)¢, and Fo(6a) = SN Xit, ey a6,1(E8)/ (N At /V2RT,) (@ = 1,2) with £
and yx 4 being the molecular velocity of the i-th sample of simulation and the characteristic function
of A, respectively [see the sentence following (29) that appears later]. The Milstein scheme to be
explained later is used with the timestep At = 0.0002(¢/+/2RT,,)), and the number of sampling
and the intervals for the histogram of % in molecular velocity are respectively N = 107 and
A& = A& = 0.05/2RT,
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where §(i) is the molecular velocity at the instance of exit in the i-th sample of
simulation. The above simple counting is, however, not directly connected with G
(or more precisely G) because G (or G) is the quantity that is concerned with the
small interval [0, dx1]. The time duration for which the molecule is in the small
interval should have been taken into account in (23) to have a direct connection
with G. Hence, the counting with weight dx; /& 1(’) should be taken

N
1 d ;
G 0.6)dvi o Y gii;a@—e(’)). (24)
1

i=1

Remember that the left-hand side is nothing else than K (&, &)dx;. Thus, from (8)
and f51>0 R(&,&)dé = 1 (see footnote 1), we arrive at the relation (in the sense of
weak formulation) that

1] :
816G =", ;a@—s“)), (25)

which establishes the way how to construct the scattering kernel from the Langevin
system simulation.

Next, we proceed to the reflection intensity distribution. Introducing the polar
coordinates (£, 6, ¢) of the molecular velocity with positive x; being the polar
direction, the normalized intensity distribution / (6, ¢) is expressed as

10, ¢) = 11 foo f&)EcosOE2dE, cosb > 0, (262)
in JO
in = / 1611 £ §)dE, (26b)
§1<0

where f is the velocity distribution function of molecules on the wall. Substitution
of (2) into (26a) gives

1 (e.¢]
o=, [T([ ereos@d)se a0 @
in JO £1<0

In the case of the mono-collimated molecular beam, f(§) = §(&§ —§;,), the intensity
distribution is reduced to

1
|é;-in1|

f g3cosO Gde, (cosf >0). (28)
0

10, ¢) = /O R(E. £) £2dE = /0 £ G de

1
|in1 |
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Here it has been used that [;, = f$1<0 |€116(& —&,,)d& = |&in1|. Note that I follows

the Lambert cosine law, if G is isotropic as the diffuse reflection case. The deviation
from the cosine law implies the non-isotropy of G. Now using (25), the intensity
distribution can be reproduced by the following sample counting of the Langevin
system simulation:

1 oo o+Ap O+AO S a0 50 — e(l) s NG
I sin0 A0 Ap = E d%'fz do 4o sin@ (& —&Y)( . V(9 — ')
N=Jo @ 0 £25in6

N
1 . .
= N > x10.642010 D) X1+ 201 (). (29)
i=1

where (Q(i), (p(i)) are the polar and the azimuth angle of & @ and xA(x) is the
characteristic function: it takes unity when x € A and zero otherwise. The results
of the above sample counting (29) are to be compared with the following intensity
distribution Ict, for the CL model (5):

1 e} 2 L ; 1 —
Iop = / dt £ , &in1 | I €181 \/ Oln)
&1l Jo 2w (RTw)* o (2 — ag)ay RT, oy
2 g2 (1 — — & (1 —ap))?
% eXp(—Sl +$m1( O(n))exp(_ |£\| ‘Em”( I)|
2RT,ap 2RT 0 (2 — ay)
1 0 o0 i 0 Oin /1 —
_ 2 cos / d 5310(551,, cos @ cos Oy /1 — ay )
27 (RTy)* o (2 — ar)an Jo RTy Op
5 exp(_52 sin? 0 + &2 sin? Oin (1 — o)? B £2cos? 0 + &2 cos? Oin(1 — ay)
2RT 0 (2 — ay) 2RTyap
- sin O sin 6 — o)1 —
+ &&in sin By sin O cos(@ — @in) ( ar) ). (30)

RTya: (2 — o)

Figure 3 shows a couple of comparisons of the simulation results of (29) with
(30). Good agreement is achieved, telling that the present construction of the
Langevin system is appropriate. In the numerical simulations of the Langevin
system, the Milstein scheme [10] has been adopted to achieve a sufficient numerical
convergence with respect to the time-step size, see Sect. 5.3. Comparisons are made
in the figure by using the relation between the parameters (o, ;) and (¢, €;, d) in
(413

8d 4d
ap,=1—exp(— ), o =1—exp(— ). 31D
L £y

3 There are misprints in (7.23) of [4], probably due to the inconsistent use of the notations ¢, and
£, between [3] and [4].
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Fig. 3 In-plane and off-plane reflections of the mono-collimated molecular beam obtained by
108 particle simulations of the Langevin system (19): the case o, = 0.3 and oy = 0.1. The
speed of the incident molecule is set as |&;,|/+v/2RT,, = 0.522394. (a) Qig = 30°, (b) Qig = 75°,
where Qig (= m — 6ip) is the angle of incidence of the velocity of the molecular beam &;,. ¢ is the
azimuth angle measured clockwise from the direction of the projection of &;, to the &-£3 plane
(—m < ¢ < m). Symbols indicate the simulation results. Corresponding Icr’s in (30) are also
shown for reference by solid lines. The arrow in each panel indicates the direction of &;,. Note the
relation (31). The Milstein scheme with At = 0.002d/+/2RT,, and p = 2 has been used

5.3 Some Aspects of the Numerical Method for the Langevin
System

Probably the simplest and widespread numerical algorithm for solving the Langevin
equation is the Euler—-Maruyama method, the scheme of which reads in the present
case

D = LA (=1,2,3), (320)

| &" &)
gD =g - {Iéf")lé(") |;(n)|1erw}m+z RT, ") AtABY",
1 n

(32b)

()
£ g _ |§f">|§2(n)m+2\/ |§1 |A;AB§"), (32¢)
t

£0)
2
grth g_qf")—e |gf")|g§")m+2\/ 1 AtAB3("). (32d)
t
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Fig. 4 Numerical convergence: the Euler—Maruyama scheme vs. the Milstein scheme. The results
for the in-plane reflection of molecules (¢ = 0°, 180°) for the same parameters as Fig. 3b, except
for the time step. (a) The Euler—Maruyama scheme, (b) the Milstein scheme with p = 2. Here,
Af = (J/2RT,,/d) At. Symbols indicate the simulation results, while thick solid lines indicate /¢y,
in (30). Note the difference of A7 between (a) and (b). Common symbols are used for common
values of Af

Here, xl.(”) = x;(t), él.(") = &(ty), t, = nAt (n = 0,1,2,...) is the discretised
time, At is the size of time step, and ABl.(") (i = 1,2, 3) are mutually independent

standard Gaussian random variables and are related to W; as \/ AtABi(n) =
Wi (th+1) — W;(t,). The Euler—Maruyama scheme is 1/2-order in the strong-order
of convergence. In fortunate cases where §;; is constant, the scheme becomes first-
order [9, 10], which does not apply in the present case because of (18c). Indeed,
the implementation of the Euler—Maruyama scheme shows a very slow convergence
with respect to the size of time discretisation, see Fig. 4a. The difficulty of the slow
convergence is, however, resolved dramatically by switching to the Milstein scheme,
which is known to be first-order in the strong-order of convergence [10], see Fig. 4b.
In the present case, as the noise is not commutative* for & and &3, the scheme

4 The noise is said to be commutative, if ©; in (13a) satisfies the condition ©pi (004 /0yg) =
©p;j(00q;/dyp).
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becomes rather complicated as’

D o 2 mem S 3 )
& =£ _en(p;1 & —lg(n)lRTw)At—i-Z RT, . AtAB)

1 n

£" 2RTy

) (33a)
|%.1(n)| L, 11
(n) (n)
2 1€, £" 2RT,
(n+1) _ £ (n) (1) £ () 1 m , S w o (n)p
£ =" _ T Mg At+2\/RT AtABY +
2 2 et 1 2 w Et 2 |§1(n)|\/et£n 12
(33b)
(n) (n)
2 1€, g™ 2RT,
(n+1) _ 2 (1) £ (n) 1 m , S w o (n)p
£ =M T Mg At+2\/RT AtABY +
3 3 et 1 3 w Et 3 |§1(n)|\/£t£" 13
(33¢)
where
At
1Y =" (AB")? 1), (34a)
At At 1
137 =) ABABY + ) 37 (6 (V2AB —iig) = 1y (V2ABY — )
q=1
+ AR/ pP P ABY — 1P ABP), (34b)

P
mp _ AL ) p p) | AL ) ()
1wy = 5 ABMABY + - ) q{ésq(JzABl" —1g) — C1g(V2ABY — 3}

q=1
+ At\/ p® (P AB™ — 1P ABM), (34c)
11 &
wm_l_ . 34d
P T on2 qX_; 42 (34d)

5 See [10, pp. 346-347] for the details. Unfortunately, there are misprints in the corresponding
formula in Sec. 6.4.3 of [9], though the latter reference is an excellent textbook. Incidentally, in
[9], the Milstein scheme for the non-commutative noise is referred to as Kloeden and Platen’s
approximation.
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Fig. 5 Influence of the 1

truncation number p in the *00 30°
Milstein scheme: the in-plane Ior, ’
reflection of molecules o= T

(¢ = 0°, 180°) for the same o ﬁ; 256 ‘s
parameters as Fig. 3b, though 08 <y

a coarser time step

At =0.2d/+/2RT, is used
here. Symbols indicate the
simulation results, while the

160°
solid line indicates Iy, in
(30) 30°
60
solid surface
Here, Mgp ), Nig» and ¢, are mutually independent standard Gaussian random

variables,® and p is the truncation number of the infinite series, which should be
chosen so that p > C/At for a positive constant C. As is clear from (33) and (34),
the Milstein scheme requires the generation of 6(p + 1) standard Gaussian variables
at each time step, which is 2(p + 1)-times as many as in the Euler-Maruyama
scheme and looks a serious drawback at a glance. Fortunately, however, numerical
experiments show that the convergence rate with respect to p is excellent and that
the setting p = 2 is found to be good enough, see Fig.5.

5.4 A Further Observation: Some Features of Time Delay
in Exit

We have so far focused on the way to construct the scattering kernel and/or the
reflection intensity distribution without time delay. The scattering model without
time delay supposes that the time duration of interaction with the wall is so short
that the process may be considered to be instantaneous in the time scale of our

6 Originally, ,u,;p ) is defined as

oo
! \/p(p)Atq:erlﬂq 2 1

(p)

According to [10], however, ;" thus defined becomes a standard Gaussian random variable. This

property is very useful from the actual computational point of view.
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Fig. 6 Distribution of
reflected molecules with
respect to the exit time t for
various angle of incidence Oig.
The parameters are the same
as Fig. 3, except for a part of
values of thj. Here P(7) =
S a1t e4a0)/(NAT) with
T = t(2RT,)'?/d,

A% =0.05, and N = 10}

30

interest. However, if we change the sample counting to that at a specified exit time
7, a closer observation of the dynamics is possible. It would also give a hint toward
the construction of the scattering kernel with a time-delay effect. Here, we present
a few examples of such sample counting.

Figure 6 shows the distribution of the exit time of samples in the same simulation
as Fig.3. As is observed, the larger the angle of incidence is, the longer the time
duration of interaction is. We have also observed that there are no test particles that
experience the reversal of motion in the normal direction except for the reflection
at the potential barrier [see also Fig. 2c]. Hence, they commonly travel 2d in depth.
These numerical observations suggest that in the CL model molecules of tangential
incidence have more chance to remain at a low speed in the normal direction, and
thus to need a longer time duration before leaving.

The common travelling distance 2d in depth implies that [ |§;|d7 = 2d holds,
so that the drift-part deceleration yields & = &;,, exp(—4d/¢;) = &, (1 — o) at
the exit time; see (21). This coincides with the central velocity of the Gaussian in
tangential directions in the kernel of CL model; see (5). Finally, an example of the
in-plane reflection intensity distribution in a specified interval of exit time is shown
in Fig. 7. The distribution inclines more to the tangential direction for the molecules
of larger exit time.

6 Conclusion

In the present paper, we have revisited the Cercignani—Lampis model for the gas—
surface interaction, along the lines of Cercignani in [4]. Starting from his time-
independent Fokker—Planck system, we have introduced its simple and natural time-
dependent extension and have identified the corresponding Langevin system.

In the Langevin system, there are two types of interactions with the wall. One
is a stochastic thermal agitation, which we call the diffusion part, and the size of
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Fig. 7 Time-dependent in-plane reflection intensity distribution 7: the same case as Fig.3. (a)
Gig =30°, (b) Gig = 75°. I is computed by the sample counting 7 (T € A, 6, ) AT4sin0 AOAp =
NN xa GO 1160048010 ) Xip.0 001 (@ D), where N = 1010, Az, is the size of time
interval A, and £ is the dimensionless time of exit of the i-th sample

agitation depends on the random variable &;. The other is what we call the drift
part, which leads |£1| toward the speed of kinetic energy given by the equipartition
law. In the tangential directions it decelerates the molecule by the viscous-like drag
proportional to the moment transferred by that molecule.

The appropriate sample counting of the Langevin system simulation has also
been discussed, and the capability of reproducing the scattering kernel and/or the
reflection intensity distribution have been numerically demonstrated. It has also
been remarked that the present stochastic noise causes the application of the Euler—
Maruyama method to be inefficient and requires the Milstein method.

Finally, we stress that, from a numerical point of view, the Langevin system
is advantageous to the FP system in that the incident mono-collimated molecular
beam is easily handled to allow a close observation as in Sect.5.4. Indeed, the
sampling there gives a way toward a construction of the time-delay effect in the
scattering model. Such an extension has a potential importance for such as an
evacuation-speed prediction in vacuum technologies. Modifications of the dynamics
by coupling with strong scatterings suggested in [4] will also be possible in
the same numerical framework, if desired. Unlike the concise expression of the
original CL model, the extensions above suggested might require a data fitting to
construct a ready-to-use kinetic boundary condition. Nevertheless, a flexibility of
the present simple approach is an advantage of modern computational facilities over
the tools/techniques available in 1970s.
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Appendix

The numerical simulation of the Langevin system is performed particle by particle.
The process of computations for each test particle, say k-th particle (k = 1, 2, .. .),
is as follows.

Suppose that the size of time step A7 is given. Set the initial position x© and
velocity £© of the test particle as x(® = 0 and 0 = &, Let x™ and £™ be
known, where xfn) €[—d,0landn =0,1,2,...

Step 1. Compute the particle position x "1 at time t*"*D by (32a). If xi"H) <

—d, discard it and reset x{"H) as xf"H) = —-2d — x{") — él(")At. This is
due to the specular reflection at the potential barrier.
Step 2. Compute the particle velocity £ at time ¢t by (33) with (34).

2a. If x{"H) < —d occurs in Step 1, change the sign of él("ﬂ); then go to

2c.

2b. Ifxfnﬂ) > 0, put AtF = At — x{"H)/Sl(n), and compute x” and §ﬁ by
(32a) and (33) using At? in place of At. If élt > 0, which is the case
usually, record n At + A%, x¥, and & % as the exit instance, position, and
velocity of the k-th particle, and stop the computation. In case élt <0

happens to occur, continue the computation to reset x "1 and gt
by (32a) and (33) using (Ar — ArF), x%, and Eﬁ in place of Az, x™,
and E("); then go to 2c.

2¢. I x"*Y <0, go back to Step 1 and shift n to n + 1.

Repeat the above steps until an enough number of samples have been collected. In
the actual computations, the Mersenne Twister pseudo-random number generator
[14] has been used in generating the standard Gaussian variables.

Acknowledgments The present work has been supported in part by JSPS KAKENHI
Grant No. 17K18840 and by the Japan-France Integrated Action Program (SAKURA) Grant
No. JPJSBP120193219.

References

1. Aoki, K., Charrier, P, Degond, P.: A hierarchy of models related to nanoflows and surface
diffusion. Kinet. Relat. Models 4, 53-85 (2011). https://doi.org/10.3934/krm.2011.4.53

2. Brull, S., Charrier, P.,, Mieussens, L.: Nanoscale roughness effect on Maxwell-like boundary
conditions for the Boltzmann equation. Phys. Fluids 28, 082004 (2016). https://doi.org/10.
1063/1.4960024

3. Cercignani, C.: Scattering kernels for gas—surface interactions. Trans. Theory Stat. Phys. 2,
27-53 (1972)

4. Cercignani, C.: The Boltzmann Equation and Its Applications. Springer, New York (1988).
Chap. III


https://doi.org/10.3934/krm.2011.4.53
https://doi.org/10.1063/1.4960024
https://doi.org/10.1063/1.4960024

A Revisit to the Cercignani-Lampis Model 365

5.

6.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Cercignani, C., Lampis, M.: Kinetic models for gas—surface interactions. Trans. Theory Stat.
Phys. 1, 101-114 (1971). https://doi.org/10.1080/00411457108231440

Cowling, T.G.: On the Cercignani-Lampis formula for gas—surface interactions. J. Phys. D:
Appl. Phys. 7, 781-785 (1974)

. Gardiner, C.W.: Handbook of Stochastic Methods for Physics, Chemistry and the Natural

Sciences, 2nd edn. Springer, Berlin (1985). Sec. 4.3

. Jackson, E.A.: Equilibrium Statistical Mechanics. Dover edition, New York (2000). Sec. 4.6
. Jacob, K.: Stochastic Processes for Physicists, Understanding Noisy Systems. Cambridge

University, Cambridge (2010). Secs. 3.6-3.8

Kloeden, P.E., Platen, E.: Numerical Solution of Stochastic Differential Equations. Springer,
Berlin (1992)

Kogan, M.N.: Rarefied Gas Dynamics. Plenum, New York (1969). Sec. 2.10

Kuscer, 1., Mozina, J., Krizamic, F.: The Knudsen model of thermal accomodation. In: Dini,
D., et al. (eds.) Rarefied Gas Dynamics, vol. I, pp. 97-108. Editrice Tecnico Scientifica, Pisa
(1971)

Lord, R.G.: Some extensions to the Cercignani—-Lampis gas—surface scattering kernel. Phys.
Fluids A 3, 706-710 (1991). https://doi.org/10.1063/1.858076

Matsumoto, M., Nishimura, T.: Mersenne twister: A 623-dimensionally equidistributed uni-
form pseudo-random number generator. ACM Trans. Model. Comput. Simul. 8, 3-30 (1998).
https://doi.org/10.1145/272991.272995

Schaaf, S.A.: Mechanics of rarefied gases. In: Fliigge, S. (ed.) Handbuch der Physik, band
VIII/2, pp.591-624. Springer, Berlin (1963)

Sone, Y.: Molecular Gas Dynamics, Birkhéuser, Boston (2007). Supplement is available from
http://hdl.handle.net/2433/66098

Williams, M.M.R.: A phenomenological study of gas—surface interactions. J. Phys. D: Appl.
Phys. 4, 1315-1319 (1971)

Yamanishi, N., Matsumoto, Y., Shobatake, K.: Multistage gas—surface interaction model for
the direct simulation Monte Carlo Method. Phys. Fluids 11, 3540-3552 (1999). https://doi.org/
10.1063/1.870211


https://doi.org/10.1080/00411457108231440
https://doi.org/10.1063/1.858076
https://doi.org/10.1145/272991.272995
http://hdl.handle.net/2433/66098
https://doi.org/10.1063/1.870211
https://doi.org/10.1063/1.870211

On the Accuracy of Gyrokinetic )
Equations in Fusion Applications e

Edoardo Zoni and Stefan Possanner

Abstract This article concerns the asymptotic derivation of equations of motion
for gyro-centers in strongly magnetized fusion plasmas. In particular, we focus on
the role of the electron—ion mass ratio in the gyrokinetic coordinate transformation.
We discuss the ordering assumptions for the ITER and ASDEX Upgrade Tokamaks
in detail. A system of generating differential equations is derived and solved by
asymptotic expansion to second order for ions and to fourth order for electrons. It
is shown that the higher-order expansion for electrons is necessary for achieving
first-order accuracy in the gyro-center equations of motion, which is usually desired
for gyrokinetic simulations.

1 Gyrokinetic Theory in a Nutshell

The physics application considered in this article is magnetic confinement fusion.
In particular, we are interested in the mathematical modeling of high-temperature
plasmas created inside experimental fusion reactors, such as, for example, the
Tokamaks ASDEX Upgrade [17] and ITER [22]. Such plasmas are macroscopic
physical systems composed of a very large number of microscopic particles, of the
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order of 10?° particles per cubic meter in the case of the two Tokamaks mentioned

above. Moreover, we are mostly interested in the study of non-equilibrium physical
phenomena, such as plasma turbulence. Based on these observations, we apply the
principles of the kinetic theory of gases and derive suitable kinetic models, such as
the Vlasov—Maxwell model described in Sect. 2.

However, such models are defined on a six-dimensional phase space (three
dimensions for the position of the plasma particles and three dimensions for their
velocity) and exhibit a variety of space and time scales that vary within a large
range. When the model equations need to be solved through computer simulations,
the high-dimensionality of the phase space and the multi-scale nature of the problem
become significant computational limitations, resulting in long run times and heavy
memory footprints. Therefore, it becomes useful to develop reduced models that
retain a physically meaningful description of the system and decrease, at the same
time, the computational cost of the model. Gyrokinetic theory [4] is an example of
such reduced kinetic models.

The fundamental idea of gyrokinetic theory is to separate the fast time scale
associated with the motion of gyration of the charged plasma particles around
the field lines of the confining magnetic field from the slower time scales of the
problem. This is achieved by choosing new phase-space coordinates, different than
the physical positions and velocities of the particles, defined in such a way that
the fast motion of gyration is decoupled from the particle dynamics. The resulting
dynamical equations govern the evolution of the so-called “gyro-centers”. They
are defined on a five-dimensional phase space and enable more efficient computer
simulations of plasma turbulence in fusion reactors. The basics of this method have
been outlined many decades ago [2, 11] and the understanding of gyrokinetics and
its application have come a long way since then [3-5, 8, 12, 18, 19, 21, 23]. Indeed,
many of the large production computer codes for fusion research are based on
gyrokinetics [1, 7, 9, 10].

In this work we aim to investigate the electron gyro-center equations of motion
on an equal footing with the ion equations. Electron gyrokinetic modeling has not
received a lot of attention on its own, meaning that usually the ion gyro-center
equations are used also for electrons, with the adequate adjustment of physical
parameters such as mass and charge. This can be dangerous when judging the
validity of such a model, or when trying to assess its accuracy. Here, we present
a rigorous two-species gyro-center reduction that takes into account the mass ratio
between electrons and ions.
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2 The Vlasov-Maxwell Model

We consider a non-collisional plasma made of ions and electrons described in terms
of particle distribution functions f; : R x R* x R3 5 (¢, x,v) = fi(t,x,v) e RT
that obey the non-collisional Vlasov equation’

9 , 9
Sy Vi ® ®rvxn).
ot ms av

0, (1)
where gs € R and ms € RT denote the particle charge and mass, respectively.
The electric and magnetic fields E : RT x R3 5 (t,x) — E@,x) € R? and
B: Rt xR3> (¢,x) —» B(r,x) € R? satisfy Maxwell’s equations

v.E=° (2a)
£0
V.B=0 (2b)
VxE=_"P 2¢)
X = — C
ot
9E
V xB=poJ+eono (2d)

at

where g9 and o denote the vacuum electric permittivity and the vacuum magnetic
permeability, respectively. The sources ¢ : Rt x R? 5 (7,x) — o(t,x) € R and
J: Rt xR3> (1,x) > J@,x) € R are expressed in terms of the distribution
functions as

Q:Z/d3vqsfs, J=Z/d3VQSst- (3

The derivation of the Vlasov—Maxwell system (1)—(3) from an action principle was
recognized first by Low [16]. Denoting by ¢ : Rt x R3 5 (1,x) — ¢, x) e R
and A: Rt xR3 3 (r,x) —» A(t,x) € R3 the electric scalar potential and the
magnetic vector potential associated with the electric and magnetic fields via
E=-V¢—-0A/0t and B =V x A, Low’s action principle reads

3]
5/ dt (Lint + Lp) =0, @)
1

0

1 All equations in this article are written in SI units.
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where § denotes the Fréchet derivative and the Lagrangian is the sum of the
electromagnetic free-field Lagrangian

2

0A 1
Lin(@. A) = = /d3x v+ A - /d3x|v x A2, 5)
2 at 210
and the particle Lagrangian
Lp(x(1), V(1)) = Y _ / dxo dvo foo Le(x (1), V(1)) . (6)
S

Here, fs0 := fs(t0, X0, Vo) and Lg denotes the single-particle Lagrangian for the
particle species s, which in the phase-space coordinates (X, v) reads

Ls(x(1),v(1)) = (msV(1) + gsA) - x(t) — Hs,  Hy = ”;s VOP +as¢, ()

where Hg denotes the particle Hamiltonian and the potentials are evaluated at
(z,x(t)). We remark that Ly depends implicitly on the potentials ¢ and A and
describes the self-consistent interaction between the plasma particles and the
electromagnetic fields.

The variational principle (4) leads to: the characteristics of the Vlasov equation
(1), by computing variations of Lg with respect to single-particle trajectories
(x(2), v(t)); Coulomb’s law (2a), by computing variations of Lg with respect to ¢;
Ampere-Maxwell’s law (2d), by computing variations of Ly with respect to A. We
remark that only the non-homogeneous Maxwell’s equations, featuring source terms
coupling to the plasma particles, can be derived from the variational principle. The
homogeneous Maxwell’s equations (Faraday’s law (2c) and magnetic Gauss law
(2b)) follow from the definition of E and B through ¢ and A. With appropriate
initial and boundary conditions, this results in a well-posed system for (f;, E, B),
which describes the self-consistent interaction between the plasma particles and the
electromagnetic fields.

3 Normalization and Ordering

The formulation of the Vlasov—Maxwell system as a perturbation problem requires
the non-dimensionalization of the physical equations, also referred to as scaling
or normalization. The process of quantifying the size of the non-dimensional
coefficients appearing in the normalized equations in terms of a single small
perturbation parameter ¢ < 1 is referred to as ordering. Different orderings lead
to different perturbation theories and to reduced models with different physical
content. In other words, an ordering is the mathematical expression of a specific
physical scenario. Two such scenarios for magnetic confinement fusion experiments
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Table 1 Physical parameters for the Tokamak ASDEX Upgrade [17]

371

Tons Electrons
Major radius Rp =1.6m
Minor radius a =08m
Toroidal magnetic field Br=39T
Average particle density  (ng) 2.0x10°/m* 2.0 x 1029/m3
Average thermal energy  kp(T5) 8.7keV 8.7keV
Cyclotron frequency wes = qsBr/my 1.9 x 108 Hz 6.9 x 10! Hz
Thermal velocity vs = (kg(Ts)/ms)'/? 64 x100m/s 3.9 x 107 m/s
Thermal frequency ws = vs/a 8.0 x 10° Hz 4.9 x 10’ Hz
Larmor radius Ps = VUs/Wcs 34x1073m  57x10°m
Debye length As = (sokp (Ts)/q2 (ns)'/? 49%x10°m 49x10°m
Table 2 Physical parameters for the Tokamak ITER [22]

ITons Electrons
Major radius Rp =62m
Minor radius a =20m
Toroidal magnetic field Br=53T

Average particle density (ng) 1.0 x 10%0 / m? 1.0 x 1020 / m3

Average thermal energy kg (T) 8.0 keV 8.8 keV

Cyclotron frequency wes = qs Br/ms 25%x108Hz 9.3 x 10" Hz
Thermal velocity vs = (kp(Ts)/mg)'/? 62 x10°m/s 3.9 x 10" m/s
Thermal frequency ws = vs/a 31x10°Hz 2.0 x 107 Hz
Larmor radius Ps = Vs/Wes 24x1073m  42x10°m
Debye length As = (eo ks (Ty)/q2 (ns)'/? 66x107°m 7.0x10°m

are shown in Tables 1 and 2. In this section we present a detailed normalization
and ordering analysis, where we consider a plasma consisting of deuterium ions
and electrons in a realistic physical scenario relevant for existing and future fusion
experimental reactors, such as, for example, the Tokamaks ASDEX Upgrade [17]
and ITER [22]. These two scenarios do not differ significantly for modeling
purposes. However, from a physics point of view, the ITER scenario is significantly
larger in plasma volume and certainly one step closer towards self-sustained fusion
energy gains.
In order to write the Vlasov—Maxwell model in non-dimensional form, we
introduce reference scales for times, frequencies, lengths, and velocities,
t=V/wi, w=wwo, x=ax, vi=13V, (8)
where primed quantities are non-dimensional. Here, we choose as characteristic
length and time scales of observation the minor radius a of the fusion reactor and
the inverse of the ion thermal frequency w; = v;/a, that is, the time required for an
ion to travel the distance a. The reference velocity vs denotes the average thermal
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velocity per species, defined as vy = (kp(T5)/ ms)l/ 2, where kg (Ts) represents the
average thermal energy per species over the plasma volume.

The ion thermal frequency wj is close to the characteristic frequency of micro-
turbulence observed in Tokamaks [12, 13, 24]. Since gyrokinetics is ultimately the
theory of low-frequency dynamics in strongly-magnetized plasmas, the perturbation
parameter ¢ is typically defined around the ratio between the characteristic ion
turbulence frequency and the ion cyclotron frequency w; := giBr/mi:

=103~ . 9)

Wci

We remark that the numerical values reported here and in the following are
computed by taking the mean of the physical parameters given in Tables 1 and 2
for each species.

It is also common to express the magnetic field as the sum of a static background
By and dynamic fluctuations Bj. The amplitudes of the corresponding magnetic
vector potentials satisfy Ag/a ~ By & Bt and k1 A1 ~ Bj, where k) denotes the
characteristic wave number of the turbulent fluctuations on the planes perpendicular
to the magnetic field, and Ag := |Ag| and so forth for the other vectors. With the
symbol ~ we mean, for example, Ao = O (a By) as the value of a is changed in the
physical setup. Similarly, the amplitude ¢ of the electric potential satisfies k¢ ~
E. Following the standard gyrokinetic ordering [4] we assume k; p; ~ 1, where p;
denotes the ion Larmor radius.

The single-particle Lagrangians (7) are then normalized with respect to the
thermal energy, Ly = msvs2 L}, which leads to

a wj a wi gsBt a awijqgsBr a By 1
Lg= IV/+ i dsDT A6+ i s DT 1 /1 Y
Vs Vg Mg Vg vs ms Vs Brak|
/2 (10)
_VP e
2 msvs2 '

The non-dimensional coefficients in (10) can be computed by using the physical
parameters given in Tables 1 and 2, combined with the observation that measure-
ments in Tokamaks have shown that fluctuation levels in turbulent plasmas satisfy
[4,13,24]

Ble

~ ~ 1073, (11)
Br  Bry;

which means that fluctuations are small compared to the corresponding background
quantities and that the E x B velocity is small compared to the ion thermal velocity.
The values of the non-dimensional coefficients in (10) for ions and electrons are
summarized in Table 3. The ordering of these coefficients in terms of powers of ¢ is
done by logarithmic comparison: for example, the order p of the coefficient a w; /v
is determined by minimizing | log;y(a wi/vs) — p|, where p € Z.
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Table 3 Non-dimensional coefficients in (10)

Tons Electrons
a wi -2
1 lo6x 107"~ ¢
Us
- g.B 1 1
awi 4gs bt a 4.9 x 10% ~ 4.7 x 10?2 ~
Vs Mg Ug & ¢
i s B By 1
aw;j qsBr a B 103 ~ ¢ 9.5x 107 ~e
vs mg vs Brak,
5]s¢2 103 ~¢ 95x107* ~¢
MgV}

Applying our ordering yields the following normalized Lagrangian (with primes
omitted for readability):

A

) eQ, (12)

L= <ssv+ ASO —i—sAl) SX —
where s = 0 for ions and s = 1 for electrons, and the sign of the charge is absorbed
into the definition of the potentials. Our ordering is the standard gyrokinetic
ordering [4], with the exception that we take the mass ratio m./m; into account.
The only place in the Lagrangian where this plays a role is the first term of (12),
where a w;/ve = vj/ve ~ (me/mi)l/2 ~ ¢ appears because X is normalized to the
ion thermal velocity for both species. This, in turn, is motivated by the fact that
X ~ a wj is not related to the thermal velocity of a species, but rather to the chosen
space and time scales.

The Euler-Lagrange equations corresponding to (12), evaluated at the particle
trajectory (x(t), v(¢)), yield

Cdx ~dv v X By
&’ =v, & =E vxBj. 13
o0 i + . + 1 (13)
Here, we used the fact that lengths have been normalized to the minor radius @ and
that we also assumed k1 a ~ 1/¢ as well as kja ~ 1, such that in non-dimensional
variables we have

1 A
E=¢ <8Vl¢+boV|¢—bo 3t|> , Bi=ViA xby. (14)

Here, V| 1= —bg x bg x V, V| := bg - V denote the gradients with respect to the
direction perpendicular and parallel to the background magnetic field, respectively,
with by := By/By. Moreover, we assumed a static and homogeneous background
magnetic field By, we introduced the parallel vector potential A := Aj - bg and
assumed by x A1 x bg = 0. These assumptions allow us to simplify our calculations
in order to focus on the novelty of this work, namely the inclusion of the electron—
ion mass ratio in the gyrokinetic reduction.
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4 Guiding-Center Reduction

We start with the guiding-center transformation [14, 15] to decouple the rapid
gyration around the static and homogeneous background magnetic field By from
the slower dynamical variables. We define first a “semi-canonical” set (x, p) of
phase-space coordinates via the transformation p := v + &'~ Aby. This leads
to the single-particle Lagrangian L = S — H, where the symplectic part S and the
Hamiltonian H read

2

Ao . 2 ‘ A
S= <8°p+ SO) ‘X, H= |p2| — e A+ 2” +ed. (15)

We then switch to the angle representation p = pjbo + /2L By ¢o defined by

Ibo x p x bol? p-e
=p-bg, = , 0 :=arct , 16
pI=P-bo, 1 28, arctan Do (16)

where (eq, e2, bg) represents a local static orthonormal basis of R3, given an arbi-
trary unit vector e; perpendicular to by, and (ag, by, ¢g) represents a 9-dependent
orthonormal basis, with ¢y := —e;|sinf — e cosd and ag := e cosf — e sinb.
We remark that the Jacobian determinant of the transformation leading to the angle
representation is By.

The guiding-center transformation reads x = X 4 p, where X denotes the
guiding-center position and p the generating vector field of the transformation,
to be determined. Substituting the guiding-center transformation into S, expanding
Ap(X + p) around X as Ag(X)+ p- VAo (X), using the equivalence of Lagrangians
under the addition of total differentials (denoted by ~ here and in the following),
namely Ag(X) - p ~ —AO(X) -p = —X - VAo(X) - p, and the vector identity
VAg-p—p-VAg=p x (V x Ap), finally yields

S = <8sp|b0 + SS\/ZMB() co + AOEX) _p XSBO) - X
A7)

‘ : VA(X)\ -
+<8°p|bo+sA\/2uBoco+p 80( )>~p

Defining the generating vector field as

/2B (2
p=¢lt \/BMZ OBO x ¢p = !t \/B'zao (18)
0
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removes the 8-angle dependence from S and yields the well-known guiding-center
Lagrangian [15]

Ao(X .
L:(ssmbo—l— Oi )) X+ ué—H. (19)

Here, the positive sign is to be used for ions and the negative sign for electrons. We
also note that p is positive for ions and negative for electrons, due to the term By in
(18) and our convention that the fields carry the sign of the particle species.

5 Gyrokinetic Reduction

As a result of the guiding-center transformation, the problem of gyrokinetic reduc-
tion has been reduced to removing the #-angle dependence from the Hamiltonian H
in (19). This is usually accomplished by canonical Lie-transforms, which leave the
symplectic part of the Lagrangian unchanged [3, 4, 6, 23]. In this work we follow a
different approach, which closely resembles the guiding-center formalism and has
been applied recently in the drift-kinetic regime [19, 21] and in the gyrokinetic
regime in the electrostatic case [18], and apply it to the electromagnetic case.

5.1 Generating Differential Equations (GDEs)

We introduce first the “preliminary” gyro-center coordinates (X, Pj, [t, ®) via the
transformation

X=X+p, p=P+G), n=p+G,, 6=0+Gp, (20)

where (p, G|, Gy, Ge) is the generating vector field of the transformation, to be
determined as a function of the new gyro-center coordinates. Moreover, we shall
make use of the equivalence L ~ L + S, for a total differential S of the form

. 1 . 9S8 . 0S8 .. . 38
S=| ViS+VShy)-X P - ) . 21
(s 1StV 0) +3PH ”+3MM+8@ + o, 2D
Here, the factor 1/¢ in front of V, appears because we assume S with the same
scale lengths as the potentials ¢ and A, namely k1 a ~ 1/¢ and kja ~ 1 asin (14).

We will check the validity of this assumption a posteriori. Substituting (20) in the
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guiding-center Lagrangian (19) and adding (21) leads to

) AgX + . .
L= [8°(P| + G)bo + o . p)} X+ )
1425~ . . 0S
+e (“+GM)(®+G@)_H+at (22)
1 . S S. 08
ViS+V;Shy ) -X P, R O,
+<8 1S+V 0) +8PH ”+au”+a®
where the Hamiltonian reads
Pi+Gp* s Al

The next step is to identify in this Lagrangian the components of the symplectic
form and the complete Hamiltonian in the new coordinates. In other words, we aim
to express p and G(.) in terms of the “basis vectors” (X, PH , fI, @) and a Hamiltonian
part (corresponding to £ ), as in (21).

Let us briefly describe the steps that lead to the desired form of the Lagrangian
(22). First, we can use (P —}—G”)bo p~ —(P” —}—G”)bo p and introduce the notation
Pl :=bo - p. Moreover, we use [t Go ~ -1 Gg and apply the same manipulations
to the term Ag(X + p) - X+ p), as in the guiding-center transformation. This leads
to the Lagrangian

1
L= |:5S (P| +G)+ o8 V|S> bo +

S s . IS .o "
_ P R +2&G
+<8P| €p|> |+<3M¢€ @)u

Ap(X) n (Vi8S —px Bo)} %
I I

(24
R 1 28\ . : :
+etE (M FOuE 1 a®> O+ G Go — ¢ p|G)
oy 'S
ar

An additional term quadratic in p, which can be shown to be zero up to second
order, is neglected in the X component for simplicity. Other scalar terms quadratic
in the generators are instead kept in order to illustrate the method. The terms Gg
and G | can be expanded as in (21). From (24) we can define a system of “generating
differential equations” (GDEs) for the functions G introduced in the transformation
(20). The GDE:s follow from the simple principle of eliminating as many terms as
possible from L by suitably choosing the generating functions G and the auxiliary
function S. The former are the degrees of freedom in the change of coordinates
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(20) and the latter is a degree of freedom due to the invariance of Lagrangian
dynamics under the addition of total time derivatives. We can now see why the
particular representation (24) of L is favorable for our purpose. Each component of
the symplectic form contains one degree of freedom that can be used to eliminate
terms:

+ the component X - by contains G ;
* the component X 1 contains p ;

+ the component Py contains pj;
 the component TI contains Gg;
 the component ® contains 48 /00;
* the Hamiltonian terms contain G;.

The component © is particularly important because it contains the partial derivative
of & with respect to ©. This means that only gyro-fluctuations can be absorbed
via 0S/00, whereas gyro-averaged terms cannot be removed without introducing
secularities. Hence, these gyro-averaged terms in front of © stay in the Lagrangian
and yield eventually higher-order corrections to the gyro-center magnetic moment.
In order to compute these corrections we need to introduce the gyro-average (G)
and gyro-fluctuations G of a function G(®) via

21
(G) := ! / G(®)dO, G:=G- (G) . (25)
2w 0

The gyro-center motion will be determined by the gyro-averaged potentials (¢)
and (A ) We therefore write the Hamiltonian (23) as the sum H = Hy.+8H, where
Hy contains the gyro-averaged potentials,

. %
Hoe= ) +@Bo—e' Py {A)) + &>

) +e(9), (26)

and § H contains the remainders,

G2 2

b GuBy— " (P A +GAp +273 T 4eg. @)

0H = PG| + ’

2

In order to remove all dependencies on ® from the Lagrangian (24), we demand
that the generating functions G and the gauge function S satisfy the following
system of equations, each of which can be attributed to a particular component of
the symplectic form in (24):

e component X - bo:

1 ,
G+ VIS+e™ GuViGo — p V) Gy =0; (28)
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° COmpOnent XJ_:
VJ_S—pXB():i:SIJrzS G.\V1Ge —¢ pVIG| =0; 29)

* component Py:

0S s 1425 0Ge . 0G)
— +eB G —&f =0; 30
ap| eppxe k9P € Pl P (30)
hd component a
0S . . dGe . 0G
T 81+2& G@ + 81+2& GM AO _ 8.& ,OH ’\” — 0’ (31)
o o D

¢ component O:

~ ., 1 a8 9Ge 1 (G, .
O g2 ho (G” 90 ) el (p' s ) =0 (32)

» Hamiltonian (component £):

oS
_ SH + at :l:81+25‘ Gu

3Ge G|

e 0. 33
ar Py (33)

The system (28)—(33) is a non-linear system of PDEs for (p, G|, Gy, Ge.S),
termed the GDEs. Assuming that the generating functions satisfy the GDEs, the
Lagrangian (24) reads

L:[sSP|bo+ -X — Hge

~ 0Go 1 0G| .
Zl: 1+2S _ i
2 (M +(Gu) + <Gu 90 > gl <P| 90 >) S

This is the most general gyro-center Lagrangian, containing all possible corrections
to the gyro-center magnetic moment ft, at any order in ¢. In order to leverage
absence of the coordinate ® in L one usually adopts as one of the coordinates the
conjugate momentum

Ao(X) }
’ (34)

. JL —A—i-(G >+ G 0Ge 1 G| (35)
M= THTITRITAT 40 | T e \Plge |

which in the literature is typically referred to as gyro-center magnetic moment.
Then, since L is independent of the gyro-angle ®, the coordinate u is a constant
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of the motion. The corresponding Lagrangian in the final gyro-center coordinates
X, P, i, ©) reads

-X:l:SlJrzSM@_ch, (36)

L = I:SS P”bo + AO;X)i|

with the Hamiltonian

P ~<Aﬁ>

Hye= ) +RGBo— &' P {A))+&>72 " T +e(e), (37

where |t () is the inverse of (35). We remark the following comments:

1. The Lagrangian (34) is equivalent to the exact Lagrangian if and only if the GDE
system (28)—(33) has a solution. It is known, and we will show again in the next
section, that it has at least asymptotic solutions as ¢ — 0. Such solutions can be
computed via Lie-transforms for the generating functions, but also with a simple
power series expansions, as shown below. Depending on the order of truncation
of these asymptotic solutions, gyrokinetic theories of different accuracy can be
obtained.

2. A particular complication for solving the GDEs arises from the fact that the
dynamical potentials ¢ and A are evaluated at the true particle position:

X 2@+ G
X _ “’is&\/(“; “)ao(®+G@). (38)

I3 I3 0

Here, we indicate the strong variations in the perpendicular direction,> k;a ~
1/e. It will be shown below that |p| ~ &2 such that a Taylor expansion around
X/e is possible for electrons (s = 1) but not for ions (s = 0). Therefore,
our gyrokinetic reduction will result in a drift-kinetic Lagrangian for electrons
(without gyro-average operators) and a gyrokinetic Lagrangian for ions (with
gyro-average operators).

3. The Lagrangian (36) is equivalent to the exact Lagrangian if and only if system
(28)—(33) has a solution, and moreover if the mapping |t +— u in (35) is
invertible. Again, the inverse mapping can be found asymptotically as & — 0.

4. The symplectic part of the gyro-center Lagrangian L in (36) is the same as in the
guiding-center Lagrangian (19). Hence, with the ansatz (20) we have obtained
the same result as with canonical Lie transforms, which leave the symplectic part
unchanged by construction.

2 The argument X/¢ is a consequence of our normalization of the spatial coordinate with respect
to a. We note however that kja ~ 1 is still assumed. A more rigorous notation would be x/e =
(x|, X1/8).
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5. The Euler—Lagrange equations corresponding to (36) read

dX 1 0H bo x VH du
= b , =0,
dr &5 AP o+e By dr
(39)
dpP| 1 de 1 0H
= — ‘V”H , = ios .
dr s dr elt2s g

The explicit form of the Hamiltonian is determined by the inverse t(u) of (35).
Hence, H is an asymptotic series in ¢, as it depends on the generating functions
G. Moreover, H is not necessarily convergent when the number of terms in the
expansion is increased, and thus needs to be truncated. This results in an error
with respect to the exact dynamics. The truncation error is larger for electrons. In
particular, the phase © (¢) has an error that is by a factor ¢ > larger for electrons
(s = 1) than for ions (s = 0), if both Hamiltonians are truncated at the same
order.® The same is true for the parallel coordinates X(¢) - by and Pj(¢), where
the error amplification for electrons is ¢ ! larger than for ions. We conclude that
in order to have the same truncation error for ions and electrons with respect
to their exact slow-manifold dynamics, the electron Hamiltonian should contain
one order more in the e-expansion. If truncated at the same order, the electron
dynamics will be less accurate and possibly lead to erroneous dynamics in the
long time limit.

5.2 Asymptotic Solution of the GDEs

We now aim to solve the system (28)—(33) for the generating vector field, which
we denote by F = (p, G|, G, G(.)).4 Since we are not able to solve the GDEs
exactly, we try an asymptotic expansion of the solution in €. There exist different
approaches to constructing such an asymptotic expansion, the most popular in the
context of gyrokinetics being Lie transforms [2, 11, 23]. In this work we use a simple
power series for the unknowns F and S,

o o
F:ZFns", S:ZSns", (40)
n=0 n=0

3 Since the phase ©(¢) is decoupled from the rest of the gyro-center motion, the phase error is not
relevant when looking at gyro-tropic particle distributions.

4 The function S plays the role of an auxiliary function.
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as well as for the dynamical potentials ¢ and A,

o (e.¢]
d=> ¢ne". A=) A" (41)
n=0 n=0

We compute the coefficients F,,, S,, by substituting this ansatz into system (28)—(33)
and comparing coefficients of the same power in ¢. By convention, coefficients with
a negative index vanish. From the component X - by in (28) we obtain

n—1-2s n—s
Gln—s +VSp £ Z GueViGon—1-25—0 — ZPH,ZVHGH,WH =0.
=0 =0
(42)
From the component X in (29) we obtain
n—1-2s n—s
ViSi—puxBot Y GuiViGon 12t~ Y peViGla—s—e=0.
=0 =0
(43)
From the component P in (30) we obtain
98 n—1-2s aG() st n—s 8GH '
n O,n—1-25— n—s—
_ o+ G ’ — ’ =0. 44
aPH Pl.n—s Z W, aPH Z P.e aPH (44)
=0 =0
From the component L in (31) we obtain
98 n—1-2s aG@) s n—s BG” '
n n—1—2s— n—s—
FGon_1-2s £ G N - " =0.
o F Go.n-1-25 Z w,e o Z,Ou,z o
=0 =0
(45)

From the component © in (32) we obtain

— 38, 3Go T 9G,
Gun—1-2s £ +|G — =0. 46
n—1-2s n—s
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From the Hamiltonian component  in (33) we obtain

n

G.¢Gn—¢
~ PGy — Y I G By

2
=0
n—1+4s n—2+42s -
ey (Al eA) n—2425—€)
+ P At + Y GleApntss—e— 3 ur; +25
=0 =0
aS n 172 aG@) 1—25—¢ n—s BG” .
bt ! n—l—as— n—s—
e * G | - R}
b1t ; e ;W "

(47)

Proposition 1 (Order n = 0) For electrons, let Ajo = (A).0). Then a solution of
the Eqs. (42)—(47) at order n = 0 for ions (s = 0) and electrons (s = 1) is given by

n=0 Ions Electrons

plo O Undetermined
pro O 0

Gio O Undetermined
Guo O 0

Ge,0 Undetermined Undetermined

The auxiliary function is So = 0 for both ions and electrons in this case.

Proof Setting n = 0 in (42)—(47) yields

0=0-5G,0+ VHS() - =95)p,0V1Gy.0, (48a)

0=V.180—poxByg—(1—-5)p,0VLG|0, (48b)
RS BG” 0

0= — (1 — — (1 - - 48
ap| (I=5)pj0— (T —=5)pp0 aP| (48¢c)
0S8 G

0="""~1=s)pp0 %, (48d)
o o

—_—~—

_ S0 9Gy.0
0= = a=9)(mo"30"). #se)
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—_—~

Gio — A%,
0=—RGo- g _G”’OBO+S<PIA|,0+ g )
(481)
a'SO 8G” 0
— 1_ s
t o, ~d=9e0 o

By assuming pj,0 = O for the ions, Eq.(48e) yields Sp = 0 for both ions
and electrons. The other results can then be deduced easily from the remaining
equations. In Eq. (48f) for electrons (s = 1) we use the assumption A o = (AH,O)
(or equivalently A’F 0 =0). a

Proposition 2 (Order n = 1) For electrons, let ¢o = {(¢o). Then a solution of the
Eqs. (42)—(47) at order n = 1 for ions (s = 0) and electrons (s = 1) is given by

n=1 Ions (s =0) Electrons (s = 1)
Pli-s 0 0
PL1 0 0
Gyi-s O 0
1 — ~ 1 — —
Gui g (PA0 = o) (PpA)1 — AjoAy.1)
0 By
Goo 0 Undetermined
The auxiliary function is 81 = 0 for both ions and electrons in this case. The

generators Gg .1 remain undetermined at this order and the generator p),1 remains
undetermined for electrons at this order.

Proof Setting n = 1 in (42)—(47) and substituting the results obtained from n = 0
yields

0=Gy1-s + V|S1 =5 0,0V G 1-s (49a)

0=V.8 —p1 xByg, (49Db)
9S8

0="_""—puis. 49
P Pl 1—s (49c¢)
S

0=""!—(1-9Gey, (49d)
I

0S8, 0G 1
0=""1_ 1), 49
o (p"o 90 (4%)
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0=—PG1—Gui1Bo + PjAj,
3 (491)

+5(GliApo — AjoALr) = do + 0

By assuming pj,0 = O for the electrons, Eq. (49¢) yields S; = 0 for both ions
and electrons. The other results can then be deduced easily from the remaining
equations. In Eq. (49f) for electrons (s = 1) we use the assumption ¢9 = (¢o)
(or equivalently q% =0). O

Proposition 3 (Order n = 2) A solution of the Egs. (42)—(47) at order n = 2 for
ions and electrons is given by

n=2 lons (s =0) Electrons (s = 1)
1S,
_ 0
Pl,2—s 3[_.,”
bo
v 0
pL2 Bo x V18,
Gla-s —V|S2 0
G Y (PGt PAT - 60 gﬁ“ﬁ 05 Y (P ATy =G — AroAr g‘z'v"
.2 Bo<_ 1G12+ A —dr— 7+ ) Bo< 1412 = d1 = Apodiz— )
S
Go,1 a,\z Undetermined
i
The auxiliary function Sy is given by
®
(1—1) ~ — ,
$2(0) = (¢0 — PjAj0) dO’, (50
BO —00

and therefore vanishes for electrons. The generators G g » remain undetermined at
this order and the generator p||,2 remains undetermined for electrons at this order.
Moreover, the generators Ge .o and Ge,1 also remain undetermined at this order
for electrons.

Proof Setting n = 2 in (42)—(47) and substituting the results obtained from n = 0
and n = 1 leads to

0=Gj2—s+VS2, (51a)

0=V185—p2 x By, (51b)
0S8

0=""2—pjos, (51c)
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9S8
0="2-@ -5Go,1,
G
—~— 382
0=(1-sG ,
( s) w1+ 90
yohasl Aj040
0=—-PG2=Gu2Bo + PAjis = (1 =) 7
——— A4y ~  30S
+5| G24p0 — Aj04)2 — 5 —¢1+ ar -

Equation (51e) yields

1— e —_
820 = BOS) / (¢0 — PjA)0) dO’.

The other results can then easily be deduced from the remaining equations.

385

(51d)

(Sle)

(51f)

(52)

O

Proposition 4 (Order n = 3 for electrons) For electrons (s = 1), a solution of the

Eqgs. (42)—(47) at order n = 3 is given by

n=23 Electrons (s = 1)

P12 0
pL3 0
G2 0

1 ~ ~ — —
Ous g (PuAu.s —d2— Ajodys — Au.lAn,z)

Goo O

The auxiliary function is S3 = 0 and the generators Go .1, Go,2, Go,3 and p) 3

remain undetermined at this order for electrons.

Proof Setting n = 3 and s = 1 in (42)—(47) and substituting the results obtained

fromn =0,n =1 and n = 2 leads to
0=Gj2+V)Ss,

0=V183—p3 xByg,

O = - 3
BPH Pl,2
S

0= A3 +Go,0,
N

(53a)

(53b)

(53¢)

(53d)
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983
0= 90 (53e)

0=—P|G3—Gu3Bo + PjA|3

L s (530
+ (G|\,3Au,o — Aj04)3 — An,lAu,z) —ht

We try a solution with Ge,0 = 0. Substituting the assumption Ao = (Ajy,) (or
equivalently Aj o = 0) into Eq. (53e) yields S3 = 0. The other results can then be
deduced easily from the remaining equations. O

Proposition 5 (Order n = 4 for electrons) For the electrons (s = 1), a solution of
the Egs. (42)—(47) at order n = 4 is given by

n=4 Electrons (s = 1)
084
P

bo
PL4 ) X V184
B;

Gi3 -V S4

1 — —~— Al . S
Gua B ( ~PIGat PiAja+ Gradio — Apods — Ajadps — ) —$t

0 t

084
Go,1 T on
The auxiliary function Sy for the electrons is given by

1 r® — —
S4(®) = By / (PHA”J - A”,()A”J) de’. (54)
—o0

The generators Ge 2, Go,3, Go,4 and p) 4 remain undetermined at this order for
electrons.

Proof Settingn = 4 and s = 1 in (42)—(47) and substituting the results obtained
fromn =0,n=1,n =2 and n = 3 leads to

0=G|3+VSs, (55a)

0=V184—p4xBg, (55b)
oS

0=""" — i3 (55¢)
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0S84

0= __ +Ge.u, (55d)
G
1 — — 9S4
0= (PA — AjoA )— : 55¢
By \F14I1 1,041 90 (55e)
0=—PGja— GuaBo + PjAj
A2
RN - as, 6D
T\ Gradjo — ApoAps — Ap1A)s — —¢3+ :
2 ot
Equation (55e) yields
1 r® — —
S4(®) = / (PHA”J — A”,()A”,l) de’. (56)
BO —00
The other results can then be deduced easily from the remaining equations. O

Let us make the following remarks on the above propositions:

1. It is not hard to conclude from the above propositions that all generating
functions can be determined up to arbitrary order n for both ions and electrons
from the GDEs (42)—(47).

2. The derivation presented here and the resulting system of Eqs. (42)—(47) for the
gyro-center generators at arbitrary order represents a good starting point for the
future implementation of computer algebra software for gyrokinetic reductions,
such as the ones mentioned in [5, 20].

5.3 Ion and Electron Gyrokinetic Hamiltonians

In order to get truncation errors of first order O (¢) for both species in the slow-
manifold dynamics (X and PH) of (39), it is sufficient to use the first-order ion
Hamiltonian and the full second-order electron Hamiltonian. The second-order
contributions to the ion Hamiltonian can be used to determine polarization and
magnetization of the particles [4]. Based on the preceding propositions, we can
compute the explicit form of the gyro-center Hamiltonian (37) up to second order
in ¢ for both ions and electrons. This will be done in three steps:

1. Computation of the conjugate momentum (35);

2. Expansion of the averaged potentials (¢) and (A”> in ¢ for ions and electrons;

3. Collection of the results to determine the second-order Hamiltonians for both
species.
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For both ions and electrons, the conjugate momentum (35) can be expanded as

Go,1

d
nw=n+e (Gui
Q)

> + 0, (57)

where we already used the results from the preceding propositions: pj0 = pj,1 =0,
Gio = Gj1 = 0,Guo = 0, (GILJ) = (GMJ) = 0, Gogo = 0, and
G2 = 0 (for electrons only). By substituting (57) and expanding the potentials
as ¢ = ¢o + € ¢1 + ... 1in (37), the second-order gyro-center Hamiltonian reads

P 1Go,1
Hge = Iy By — &% By <Gu,1 '

00

) >-%8<(¢0)+-8(¢1)> (58)

— sl“‘Pn((An,OHS (Ana) +e° <A”’2>)

A2 >
225 ( 1.0

(4.)
5 +e (A oAy)+ & y + e (Aj.04).2)

2

+

It follows that for the ions (s = 0) we need first-order expansions of ¢ and A;
for the electrons (s = 1) we need additionally A >. Given that the potentials are
evaluated at the particle position (38), using that p9 = p1 = 0 for ions and electrons
and p, = O for electrons, and introducing the guiding-center displacement vector

\
pg=/£%@x (59)

we have

X X s 2
e g e pgcte(l—s5)p2+ep3
(60)

; dpgc dpgc
+e( Gy T +G £
& < w1 i + Go,1 90 +
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Taylor expansion of the potentials then leads to

Tons Electrons
$o ¢ (X/e + pg) ¢ (X/e)
Ajo Ay (X/e + pgc) A (X/e)
9pgc 0pgc
G Ge . —poc - Vo (X
o1 (P2+ w1 o + Go,1 96 Pgc - Vo (X/e)
V¢ (X/E + pgc)
0pgc 0pgc
Aja (Pz + G o tGou o0 ) —Pge - VA X/e)
VA| (X/e + pge)
1
Aj2 not needed 2(pgc V)24 (X/e)
0pgc
by)— G
+ (ps,u 0 w1 o
ap
- Go. ag) - VA| (X/e)

In particular, for ions we can write more elegantly

d d
=p Vo +G Ge ,
¢1=p2-Vé+ “’1d@¢+ 0,1d®¢
A1 = VA + G d A+ G d A
.1 = P2 I u’ldﬁ I ®’1d® >

which leads to

d
= PY{AL1)+ (00) = ~Bo(p2 - VGt) ~ Bo o (G )

Here, we used (p2) = 0, (G,,,1) = 0 and (Ge,1) = 0. For electrons we find

(¢1) =(A)1)=0,

i 1 2
ALAL 0~ 5 |ViAL| (Ao — P,
0 B}

(A)2) = 2B

-~

~ W
<A\|,1 >= By VLA,

389

(61)

(62)

(63)

(64)

(65)

(66)
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where we substituted

_ (100
D P

((ch'Vz)Au,0>= g, ALAl0; <pgcpgc>= s (010] (67)
0 ®\000

and A denotes the Laplace operator in the perpendicular direction to the back-
ground field. With regards to the generating functions, from the preceding proposi-
tions we deduce

Ions Electrons
1, o~ 1
G g, (P10 =) o (PiATT = AvoApr)
3Go,1 _9Gy, 3Gy
20 o o
0Go1\  1d [, 1d .,
<G“" 90 > T2di <G”’1) 24 (Gw)

With this we can state our final result by inserting the above findings in the general
Lagrangian (36) and the Hamiltonian (58), respectively. The second-order gyro-
center Lagrangian for both ions (s = 0) and electrons (s = 1) then reads

Ap(X . .
L= |:8SP|bo+ ; )} X+ 60— Hy, — Hy, — Hy, . (68)
with the Hamiltonians
Tons Electrons
Hy, PP/2+ uBy PP/24 uBy — PjAj 0+ Af /2
Hg —Py{A)0) + (¢0) %0
1 By d By d "
2 2 2 2 2
H2 L (480)- i (62.,) ) (62.,)+ 5, VALl

— Bo(p2 - VGy.1) + (Ao — PP (A)2)
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Written fully explicitly, the second-order gyro-center Hamiltonian for ions reads
1 1 d ~ ~2
=, (4o 28y dp \(P1A10 = 90)

b o _ U
- <[Bg x Vi/ (0 — PjA}0) dg} -V (PAyo — ¢0)> (69)

0 —00

+<[b°/®ffd®’]v(1)fx~—$)>
By | A1 1410 = o) ) -

This result corresponds to the findings in [23], where canonical Lie transforms were
applied for the asymptotic expansion. The explicit version of the second-order gyro-
center Hamiltonian for electrons reads

(A=A

H2= iAol |u
& By I 2By

7
— (P — A ALAlo.
} (P 0’”)230 L1A|,0
(70)

According to our analysis of the truncation errors in the gyro-center Egs. (39), this
term should be included in the electron equations to obtain an accuracy that is
consistent with the ion equations with first-order Hamiltonian.

Future work will address the implementation of the new electron model derived
in this section within existing gyrokinetic codes, for the purpose of verifying
numerically the accuracy of the truncation error estimates presented here.

6 Conclusions

In this article we studied the asymptotic derivation of gyro-center equations of
motion in strongly magnetized fusion plasmas. We presented a consistent normal-
ization procedure that takes into account the role of the electron—ion mass ratio in the
gyrokinetic coordinate transformation and we applied a physical ordering relevant
for realistic magnetic confinement fusion devices, such as the Tokamaks ITER
and ASDEX Upgrade. We derived a system of generating differential equations
for the generating vector field of the gyrokinetic coordinate transformation and
presented its solution by means of asymptotic expansions. We finally discussed the
accuracy of the gyrokinetic transformation for both ions and electrons necessary
to achieve overall first-order accuracy in the gyro-center equations of motion. As a
consequence of the ordering assumptions used in the early steps of our gyrokinetic
reduction, we showed that higher-order asymptotic expansions for electrons, in
particular the term (70), are necessary for achieving consistent accuracy overall with
respect to ions.



392 E. Zoni and S. Possanner

Acknowledgments We would like to thank Eric Sonnendriicker for supporting our research
work and Bruce Scott, Roman Hatzky and Cesare Tronci for insightful discussions about many
of the topics treated in this article. This work has been carried out within the framework of
the EUROfusion Consortium and has received funding from the Euratom research and training
program 2014-2018 and 2019-2020 under grant agreement No 633053. The views and opinions
expressed herein do not necessarily reflect those of the European Commission.

References

1. Bottino, A., Scott, B., Brunner, S., McMillan, B.F,, Tran, T.M., Vernay, T., Villard, L.,
Jolliet, S., Hatzky, R., Peeters, A.G.: Global nonlinear electromagnetic simulations of tokamak
turbulence. IEEE Trans. Plasma Sci. 9, 2129-2135 (2010)

2. Brizard, A.J.: Nonlinear gyrokinetic Maxwell-Vlasov equations using magnetic co-ordinates.
J. Plasma Phys. 41(3):541-559 (1989)

3. Brizard, A.J.: Variational principle for the parallel-symplectic representation of electro-
magnetic gyrokinetic theory. Phys. Plasmas 24(8), 081201 (2017). https://doi.org/10.1063/1.
4997484

4. Brizard, A.J., Hahm, T.S.: Foundations of nonlinear gyrokinetic theory. Rev. Mod. Phys. 79,
421-468 (2007). https://doi.org/10.1103/RevModPhys.79.421

5. Burby, J.W., Squire, J., Qin, H.: Automation of the guiding center expansion. Phys. Plasmas
20, 072105 (2013). https://doi.org/10.1063/1.4813247

6. Cary, J.R.: Lie transform perturbation theory for Hamiltonian systems. Phys. Rep. 79(2), 129—
159 (1981). https://doi.org/10.1016/0370-1573(81)90175-7

7. Chang, C.S., Ku, S., Weitzner, H.: Numerical study of neoclassical plasma pedestal in a
tokamak geometry. Phys. Plasmas 11(5), 2649-2667 (2004)

8. Garbet, X., Idomura, Y., Villard, L., Watanabe, T.H.: Gyrokinetic simulations of turbulent
transport. Nucl. Fusion 50(4), 043002 (2010)

9. Gorler, T., Lapillonne, X., Brunner, S., Dannert, T., Jenko, F., Merz, F.,, Told, D.: The global
version of the gyrokinetic turbulence code GENE. J. Comput. Phys. 230(18), 7053-7071
(2011)

10. Grandgirard, V., Sarazin, Y., Garbet, X., Dif-Pradalier, G., Ghendrih, P., Crouseilles, N., Latu,
G., Sonnendriicker, E., Besse, N., Bertrand, P.. GYSELA, a full-f global gyrokinetic Semi-
Lagrangian code for ITG turbulence simulations. AIP Conf. Proc. 871(1), 100-111 (2006)

11. Hahm, T.S.: Nonlinear gyrokinetic equations for tokamak microturbulence. Phys. Fluids 31(9),
2670-2673 (1988)

12. Krommes, J.A.: The Gyrokinetic Description of Microturbulence in Magnetized Plas-
mas. Annu. Rev. Fluid Mech. 44(1), 175-201 (2012). https://doi.org/10.1146/annurev-fluid-
120710-101223

13. Liewer, P.C.: Measurements of microturbulence in tokamaks and comparisons with theories of
turbulence and anomalous transport. Nucl. Fusion 25(5), 543-621 (1985). https://doi.org/10.
1088/0029-5515/25/5/004

14. Littlejohn, R.G.: A guiding center Hamiltonian: A new approach. J. Math. Phys. 20(12), 2445—
2458 (1979)

15. Littlejohn, R.G.: Variational principles of guiding center motion. J. Plasma Phys. 29, 111-125
(1983)

16. Low, FE.: A Lagrangian formulation of the Boltzmann-Vlasov equation for plasmas. In:
Proceedings of the Royal Society of London. Series A, Mathematical and Physical Sciences,
vol. 248(1253), pp. 282-287 (1958). https://doi.org/10.1098/rspa.1958.0244

17. Meyer, H., Angioni, C., Albert, C.G., Arden, N., Parra, R.A., Asunta, O., De Baar, M., Balden,
M., Bandaru, V., Behler, K., Bergmann, A.: Overview of physics studies on ASDEX Upgrade.
Nucl. Fusion 59(11), 112014 (2019)


https://doi.org/10.1063/1.4997484
https://doi.org/10.1063/1.4997484
https://doi.org/10.1103/RevModPhys.79.421
https://doi.org/10.1063/1.4813247
https://doi.org/10.1016/0370-1573(81)90175-7
https://doi.org/10.1146/annurev-fluid-120710-101223
https://doi.org/10.1146/annurev-fluid-120710-101223
https://doi.org/10.1088/0029-5515/25/5/004
https://doi.org/10.1088/0029-5515/25/5/004
https://doi.org/10.1098/rspa.1958.0244

On the Accuracy of Gyrokinetic Equations in Fusion Applications 393

18.

19.

20.

21.

22.

23.

24.

Parra, FI., Calvo, I.: Phase-space Lagrangian derivation of electrostatic gyrokinetics in general
geometry. Plasma Phys. Controlled Fusion 53(4), 045001 (2011)

Possanner, S.: Gyrokinetics from variational averaging: Existence and error bounds. J. Math.
Phys. 59(8), 082702 (2018). https://doi.org/10.1063/1.5018354

Qin, H., Tang, W.M., Rewoldt, G.: Gyrokinetic theory for arbitrary wavelength electromagnetic
modes in tokamaks. Phys. Plasmas 5, 1035 (1998). https://doi.org/10.1063/1.872633

Scott, B.D.: Gyrokinetic field theory as a Gauge transform or: Gyrokinetic theory without Lie
transforms. arXiv:1708.06265 (2017)

Sips, A.C.C., For the Steady State Operation, and the Transport Physics topical group Activity:
Advanced scenarios for ITER operation. Plasma Phys. Controlled Fusion 47(5A), A19-A40
(2005). https://doi.org/10.1088/0741-3335/47/5A/003

Tronko, N., Chandre, C.: Second-order nonlinear gyrokinetic theory: from the parti-
cle to the gyrocenter. J. Plasma Phys. 84(3):925840301 (2018). https://doi.org/10.1017/
S0022377818000430

Wootton, A.J., Carreras, B.A., Matsumoto, H., McGuire, K., Peebles, W.A., Ritz, C.P., Terry,
P.W., Zweben, S.J.: Fluctuations and anomalous transport in tokamaks. Phys. Fluids B: Plasma
Phys. 2(12), 2879-2903 (1990). https://doi.org/10.1063/1.859358


https://doi.org/10.1063/1.5018354
https://doi.org/10.1063/1.872633
https://doi.org/10.1088/0741-3335/47/5A/003
https://doi.org/10.1017/S0022377818000430
https://doi.org/10.1017/S0022377818000430
https://doi.org/10.1063/1.859358

	Preface
	Contents
	About the Editor
	Sharpening of Decay Rates in Fourier Based Hypocoercivity Methods
	1 Introduction
	2 Review of Two Hypocoercivity Methods
	2.1 An Abstract Hypocoercivity Result Based on a Twisted L2 Norm
	2.2 An Abstract Hypocoercivity Result Based on Lyapunov Matrix Inequalities

	3 Optimization of Twisted L2 Norms
	3.1 A Detailed Mode-by-Mode Approach
	3.1.1 Introduction
	3.1.2 A First Optimization in the General Setting
	3.1.3 Mode-by-Mode Hypocoercivity
	3.1.4 Further Observations

	3.2 Convergence Rates and Decay Rates
	3.2.1 Exponential Convergence Rate on a Small Torus
	3.2.2 Algebraic Decay Rate in the Whole Euclidean Space


	4 The Goldstein–Taylor Model
	4.1 General Setting and Fourier Decomposition
	4.2 Comparison of the Two Hypocoercivity Methods
	4.2.1 The Optimal Global Lyapunov Functional
	4.2.2 The Defective Cases
	4.2.3 Decay Results for the Torus

	4.3 Decay Results for the Real Line

	References

	Quantum Drift-Diffusion Equations for a Two-Dimensional Electron Gas with Spin-Orbit Interaction
	1 Introduction
	2 Physical and Mathematical Background
	3 Transport Picture
	3.1 Transport Equation
	3.2 Maximum Entropy Principle

	4 Diffusion Picture
	4.1 Chapman–Enskog Expansion
	4.2 Quantum Drift-Diffusion Equation
	4.3 Semiclassical Limit

	5 Conclusions
	References

	A Kinetic BGK Relaxation Model for a Reacting Mixture of Polyatomic Gases
	1 Introduction
	2 Reacting BGK Model for Polyatomic Gases
	2.1 BGK Model
	2.2 H-Theorem for the Homogeneous Case

	3 Trend to Equilibrium in Space Homogeneous Conditions
	4 Conclusions
	References

	On Some Recent Progress in the Vlasov–Poisson–Boltzmann System with Diffuse Reflection Boundary
	1 Background
	2 Global Strong Solution of VPB
	3 Improved Regularity Under the Sign Condition
	4 On the Vlasov–Poisson–Boltzmann System Surrounded by Conductor Boundary
	References

	The Vlasov Equation with Infinite Mass
	1 Introduction
	2 Initial Value Problem
	3 A Viscous Friction Model
	References

	Mathematical and Numerical Study of a Dusty Knudsen Gas Mixture: Extension to Non-spherical Dust Particles
	1 Introduction
	2 Description of the Model
	3 Existence
	4 Numerical Simulations
	4.1 Numerical Method
	4.2 Numerical Results
	4.2.1 Scenarios 1 and 2
	4.2.2 Scenarios 3 and 4


	References

	Body-Attitude Alignment: First Order Phase Transition, Link with Rodlike Polymers Through Quaternions, and Stability
	1 Introduction
	2 Numerical Evidence of a First-Order Phase Transition in a System of Interacting Particles
	2.1 A Simple SDE on SO3(R) and Its Time-Discretization
	2.2 A System of SDEs and Its Numerical Simulations

	3 Mean-Field Limit and Compatibility Equation
	4 Link with Higher Dimensional Polymers, Solutions to the Compatibility Equation
	5 Stability Results Thanks to a BGK Model
	6 Exponential Convergence for the Stable Steady-States
	References

	The Half-Space Problem for the Boltzmann Equation with Phase Transition at the Boundary
	1 The Sone Half-Space Problem with Condensation/Evaporation
	2 Transition from Evaporation to Condensation
	3 Perturbation Setting and Main Result
	4 Comparison with Previous Results
	5 The Nicolaenko-Thurber Generalized Eigenvalue Problem
	6 Sketch of the Proof of Theorem 1
	6.1 The Linearized Collision Integral
	6.2 Lyapunov-Schmidt Reduction
	6.3 Adapting the Ukai-Yang-Yu Penalization Method
	6.4 A Strategy for Proving Theorem 1
	6.4.1 Step 1: Defining a Penalized Collision Operator
	6.4.2 Step 2: Solving the Linearized, Penalized Half-Space Problem
	6.4.3 Step 3: Solving the Nonlinear, Penalized Half-Space Problem
	6.4.4 Step 4: Removing the Penalization


	7 Conclusion
	References

	Recent Developments on Quasineutral Limits for Vlasov-TypeEquations
	1 Introduction
	2 Quasineutrality
	2.1 The Debye Length
	2.2 Kinetic Euler Systems
	2.3 Failure of the Quasineutral Limit
	2.4 Results on the Quasineutral Limit
	2.5 Quasineutral Limit with Rough Data
	2.6 Remarks on the Strategy

	3 Derivations from Particle Systems
	3.1 Mean Field Limits
	3.1.1 Mean Field Limits for VPME

	3.2 Derivation of Kinetic Euler Systems

	References

	A Note on Acoustic Limit for the Boltzmann Equation
	1 Introduction
	2 Hilbert Expansion and the Result
	3 L2 Theory
	4 L∞ Estimate
	5 PδfR, δ  Estimate in L2t L3x and L∞t L6x
	6 Closing the Estimates
	7 Solvability of (27)
	References

	Thermal Boundaries in Kinetic and Hydrodynamic Limits
	1 Introduction
	2 Notation
	3 Harmonic Chain in Contact with a Langevin Thermostat
	3.1 The Thermostat Free Case: γ= 0
	3.2 The Evolution with the Langevin Thermostat: γ>0
	3.3 Phonon Creation by the Heat Bath
	3.4 Phonon Scattering and Absortion by the Heat Bath

	4 Harmonic Chain with Bulk Conservative Noise in Contact with Langevin Thermostat
	4.1 The Model and the Statement of the Result
	4.2 A Sketch of the Proof of Theorem 1
	4.2.1 The Case of Zero Temperature at the Thermostat
	4.2.2 The Case of Positive Temperature at the Thermostat


	5 Diffusive and Superdiffusive Limit from the Kinetic Equation with Boundary Thermostat
	5.1 The Optical Chain: Diffusive Behavior
	5.2 The Acoustic Chain: Superdiffusive Behavior

	6 Perspectives and Open Problems
	6.1 Direct Hydrodynamic Limit
	6.2 More Thermostats
	6.3 Poisson Thermostat

	Appendix 1: Properties of the Scattering Coefficients
	Some Properties of the Scattering Coefficient for a Unimodal Dispersion Relation
	Proof of (53)
	An Example: Scattering Coefficient ν(k) for a Nearest Neighbor Interaction Harmonic Chain—Computation of J̃(λ) Using Contour Integration

	Appendix 2: Proofs of (47) and (48)
	Proof of (47)
	Proof of (48)

	References

	Control of Collective Dynamics with Time-Varying Weights
	1 Introduction
	2 Control Problems
	3 Control with Mass Conservation
	4 Control with Mass Variation
	5 Mean-Field Limit
	5.1 Mean-Field Limit of Mass-Varying Dynamics Without Control
	5.2 Control Problem

	6 Numerical Simulations
	7 Conclusion
	References

	Kinetic Modelling of Autoimmune Diseases
	1 Introduction
	2 The Mathematical Representation of the Immune System
	2.1 The Functional Activity at the Cellular Level
	2.2 The Cellular Interactions

	3 The Kinetic Model for Autoimmune Diseases
	4 The Mathematical Analysis of the Model
	4.1 On the Initial Value Problem for the Kinetic System
	4.2 The Macroscopic Equations
	4.3 The Qualitative Analysis of the Macroscopic Model Equations

	5 Numerical Simulations for the Biological System
	5.1 The Numerical Scheme
	5.2 The Numerical Solution

	6 Conclusion and Perspectives
	References

	A Generalized Slip-Flow Theory for a Slightly Rarefied Gas Flow Induced by Discontinuous Wall Temperature
	1 Introduction
	2 Problem and Formulation
	2.1 Problem
	2.2 Formulation

	3 Case of a Smooth Temperature Distribution
	4 Case of a Discontinuous Wall Temperature
	4.1 Knudsen Zone
	4.2 A Source-Sink Condition for the Flow Velocity

	5 Numerical Results for the Knudsen-Zone Problem
	6 Discussions
	Appendix
	References

	A Revisit to the Cercignani–Lampis Model: Langevin Picture and Its Numerical Simulation
	1 Introduction
	2 Scattering Kernel and Cercignani–Lampis (CL) Model
	3 Cercignani's Fokker–Planck (FP) System
	4 From Fokker–Planck to Langevin System
	4.1 Time-Dependent Fokker–Planck System
	4.2 Langevin System for the CL Model: A Stochastic Dynamical Picture

	5 Discussions
	5.1 Dynamical Aspects of the CL Model
	5.2 Langevin System and the Reflection Intensity Distribution
	5.3 Some Aspects of the Numerical Method for the Langevin System
	5.4 A Further Observation: Some Features of Time Delay in Exit

	6 Conclusion
	Appendix
	References

	On the Accuracy of Gyrokinetic Equations in Fusion Applications
	1 Gyrokinetic Theory in a Nutshell
	2 The Vlasov–Maxwell Model
	3 Normalization and Ordering
	4 Guiding-Center Reduction
	5 Gyrokinetic Reduction
	5.1 Generating Differential Equations (GDEs)
	5.2 Asymptotic Solution of the GDEs
	5.3 Ion and Electron Gyrokinetic Hamiltonians

	6 Conclusions
	References


