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M Check for updates

Many behavioural tasks require the manipulation of mathematical vectors, but,
outside of computational models'”, it is not known how brains perform vector
operations. Here we show how the Drosophila central complex, aregionimplicated in
goal-directed navigation

10 performs vector arithmetic. First, we describe a neural

signal in the fan-shaped body that explicitly tracks the allocentric travelling angle of a
fly, thatis, the travelling angle in reference to external cues. Past work has identified

neurons in Drosophila

8133 and mammals™ that track the heading angle of an animal

referenced to external cues (for example, head direction cells), but this new signal
illuminates how the sense of space is properly updated when travelling and heading
angles differ (for example, when walking sideways). We then characterize a neuronal
circuit that performs an egocentric-to-allocentric (thatis, body-centred to
world-centred) coordinate transformation and vector addition to compute the
allocentric travelling direction. This circuit operates by mapping two-dimensional
vectors onto sinusoidal patterns of activity across distinct neuronal populations, with
the amplitude of the sinusoid representing the length of the vector and its phase
representing the angle of the vector. The principles of this circuit may generalize to
other brains and to domains beyond navigation where vector operations or
reference-frame transformations are required.

Insects solve remarkable navigational tasks™'® and, like mammals, they

have head-direction-like cells, called EPG cells, with activity tuned to
theangular heading of afly in reference to external cues®. The heading
and travelling angles of an insect, however, do not always align?™,
such aswhen walking or flying sideways (for example, due to wind) or
whensimply looking sideways while walking forward. Because itis the
travelling direction thatis most relevant for forming spatial memories
via path integration, it is possible that insect brains explicitly track
this variable during navigation. Here we show that a population of
neurons that tiles the Drosophila fan-shaped body expresses abump
ofactivity ataleft-right position along this structure thatindicates the
travelling angle of the fly, rather than the heading angle, in reference
to external cues. We further describe a neuronal circuit that computes
this external-cue-referenced, or allocentric, travelling direction signal
by explicitly projecting the egocentric, or body-referenced, travelling
vector of the fly onto four orthogonal axes, rotating those axes into
the allocentric reference frame, and taking a vector sum of the four
vectors.

Beyond heading in the central complex

The Drosophila central complex includes the ellipsoid body, the pro-
tocerebral bridge and the fan-shaped body (Fig. 1a, b). Single EPG neu-
rons have amixed, input-output, ‘dendritic’ terminal in one wedge of
the ellipsoid body and an ‘axonal’ terminal in one glomerulus of the
protocerebral bridge?*? (Fig. 1b, two blue cells). In both walking®'""?

and flying'®** flies, the full population of EPG cells expresses abump
of calcium activity in the ellipsoid body, and copies of this bump in
the left and right bridge. These three signals shiftin concert along
these structures, tracking the angular heading of the fly referenced
to external cues®™2,

EPG cellsrepresent one of afew dozen sets of columnar neuronsinthe
central complex. Each columnar cell class tiles the ellipsoid body, the
protocerebral bridge and/or the fan-shaped body. Individual columnar
cells or neurite fields can be assigned an angular label between 0° and
360°based on their anatomical location?*?, with neighbouring neurites
mapping to neighbouring angles. hDeltaB (hAB) cells are a columnar
class whose constituent cells have a ‘dendritic’ arbor in layer 3 of one
fan-shaped body column and a mixed, input-output, ‘axonal’ arbor
inlayers 3,4 and 5 of another column offset by half the width of the
fan-shaped body® (Fig.1b, two red cells). We created asplit-Gal4 driver
line for hAB cells (Extended Data Fig. 1a-d) and a UAS-sytGCaMP7f
responder line in which GCaMP7f is fused to the C terminus of synap-
totagmin to bias GCaMP7fto presynaptic compartments® (Extended
DataFig.1e,f).Imaging sytGCaMP7f fluorescence in hAB cells of both
walking (Extended Data Fig. In) and flying (see below) flies revealed a
bump of activity that moves left-right along the fan-shaped body in
coordination with the movements of the EPG bump around the ellip-
soid body. Critically, however, the relative position of the hAB and
EPG bumps were often offset (Extended Data Fig. 1n), suggesting that
the position of the hAB bump might signal the travelling, rather than
the heading, angle of the fly.
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Fig.1|hAB neuronssignal the allocentric travelling directionin
Drosophila.a, The fly brain. b, Two example EPG cells and two example hAB
cells. Each celltypetiles the central complex. ¢, Imaging neural activityina
flying fly withan LED arena.d, sytGCaMP7fframes of the EPGbumpinthe
ellipsoidbody and the hABbump in the fan-shaped body. e, Simultaneously
recorded sytGCaMP7fsignal from EPG cells (blue) and hAB cells (red) inaflying
fly. [Ca*']signal (top), and phase estimates and dot position (bottom) are
shown. Thegrey regions representthe 90°gap intheback of the arena.See
Methods for the definition of norm. AF/F,.f, Probability distributions of the
EPG-hAB phase without and with optic flow. Grey indicates the means of
individual flies; black indicates the population mean. g, Top, EPG (blue) and
hAB (red) sytGCaMP7fsignalsinasample flying fly experiencing optic flow
with fociof expansion that simulate the following directions of travel (in the
time period delimited by the vertical dashed lines): 180° (backward), -120°,
-60°,0° (forward), 60°,120° and 180° (backward; repeated). Middle, phases of
the sample [Ca*'] signals above. Bottom, circular mean of the EPG-hAB phase
forafly population. Grey indicates the means of individual flies; black indicates
the population mean; the dotted rectangle denotes arepeated-data column.

h, EPG-hAB phase versus the egocentric travelling direction simulated by optic
flow. Circular means were calculated in the final 2.5 s of presentation of the
optic flow. Greyindicates the means of individual flies; black indicates the
population mean +s.e.m.; the dotted rectangle denotes arepeated-data
column. i, hAB phase versus the inferred allocentric travelling direction,
calculated by assuming that the EPG phase indicates allocentric heading and
addingtothisangle, atevery sample point, the angle of optic flow. Same data
areshownasinpanelsgandh. Grey indicates means of individual flies; black
indicates the population mean. (Note the flipped x axis indicating that the hAB
bump tracks the negative travelling direction of the fly; see Methods.).

hAB cells track the allocentric travel angle

Totestthe hypothesis that the position ofthehABbumptracksthetravel-
lingdirection of the fly, we performed most of our experiments ontethered,
flying flies** (Fig. 1c). In flight, insects rely heavily on translational visual
motiontoassesstheir direction of travel®. We could thus use visual, starfield
stimulitosimulatethe flies translating forwards, backwards or sidewaysrel-
ativetotheirhead-body while simultaneously measuring the positions of

the EPG and hAB bumps viatwo-photon excitation of sytGCaMP7f (Fig. 1d).
Abrightdotatthetop ofthe cylindrical LED arenarotatedinaclosed loop
with the steering behaviour of the fly, simulating a static, distant cue that
thefly could usetoinfer heading™. Under these conditions, the flies did not
showaconsistent, detectable preference for keeping the bright dot atany
particular angular position (Extended DataFig. 1k). A field of dimmer dots
(starfield) inthelower visual field waseither stationary or moved coherently
to generate open-loop optic flow that simulated the fly translating along
different directions relative toits head or body axis?*? (Fig.1c; Methods).

The position of the EPG bump, that is, its phase, tracked the angular
movements of the closed-loop dot (Fig. 1e), although with a lower cor-
relation than in tethered walking®" (Extended Data Fig. 1g—j) probably
becausethe lack of vestibular feedback while on the tetherimpacts the
ability of the flies to register turns more in flight than in walking. With a
stationary starfield, the hAB phase often drifted offthe EPG phase (Fig. 1e,
left, many grey arrows). By contrast, when we presented optic flow that
simulated the body of the fly moving forwards, the EPG and hAB phases
becamemorealigned, bothinasingle-fly example (Fig. 1e, right, one grey
arrow) and across a population of 12 flies (Fig. 1f, Extended DataFig. 11, m).

When we varied the expansion point of the optic-flow stimulus to
simulate the fly translating along six different directions, we observed
thatthe offset between the EPG and hAB phases matched the simulated
egocentric (thatis, body-referenced) angle of travel (Fig. 1g, h). If we make
the standard assumption that the EPG phase signals the allocentric head-
ingangle of the fly®'°%, thisimplies that the position of the hAB bumpin
the fan-shapedbody tracks the allocentric travelling direction of the fly
(Fig. 1i), which is the angular sum of the egocentric travelling and allo-
centric heading angles. In flies walking on an air-cushioned ball, rather
than flying, we found that the hAB and EPG phases generally align, but
deviate predictably during backward and/or sideward walking (Extended
DataFig.1n-p)inamanner consistent withthe hAB phase signalling the
allocentrictravelling direction during terrestrial locomotion, asin flight.

Computing the travelling angle
Next, we wanted to determine how the hAB signal is built. As we show
and consistent with past work in bees’, there exist sets of neurons that
provide four motion-related inputs to the central complex. These
inputs—L,,L,, L;and L,—represent the projections of the travelling vector
ofthe fly (determined, for example, by optic flow) onto axes oriented
+45° (forward-right and forward-left) and +135° (backward-right and
backward-left) relative to the head of the fly” (Fig. 2a). The egocentric
travelling direction of the fly can be computed by adding the four vectors
defined by these projectionlengths and angles. To turn the egocentric
into an allocentric travelling direction, a coordinate transformation
must be performed, and, as we also demonstrate, this is done by refer-
encing the four projection or basis vectors tothe allocentric heading, H,
ofthe fly before taking the vector sum (Fig. 2b, right). The fly then com-
putesitsallocentric travelling direction by adding these four allocentric
projection vectors with lengths L,_, and angles H + 45° and H + 135°.
This vector sum can be performed by representing 2D vectors as
sinusoids—a phasor representation—where the amplitudes and phases
ofthe sinusoids match the lengths and angles, respectively, of the corre-
sponding vectors.Insucharepresentation, vectors are added by simply
summing their corresponding sinusoids (Fig. 2c). Theoretical models
using phasors have been proposed? including for the fan-shaped body’,
but here we provide a comprehensive experimental demonstration
of their operation. Connectome-inspired conceptual models in Dros-
ophila (conducted in parallel to our work) have also proposed how
phasors could compute the travelling direction and speed of a fly?,

PFN,and PFN, cells encode vectors

The phasor model requires neuronal populations with sinusoidal
activity patterns whose phases and amplitudes match the allocentric
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Fig.2|Theallocentric travelling direction canbe computed by vector
rotation and summation, which canbeimplemented by phasors.a, The
travelling direction vector (green) for a fly translating at an egocentric
travellingangle, T.,,, referenced toits head direction (grey line withacircle), is
projected onto four axes oriented +45° and +135° relative to the head, yielding
fourscalarsL,_,. The +45° projectionis shown. The head direction of the fly
represents 0°inthisegocentric reference frame. Angles are positive clockwise.
b, Theallocentric travelling direction, T, of the fly can be computed either by
rotating the egocentric travelling angle (7.,,) such thatitbecomes referenced
to the external world (thatis, the sun) (left) or, asin the fly circuit, by first
referencing the +45° and +135° projection axes to the external world (right) and
then taking the vector sum of the four projection vectors. Egocentric vectors
arereferenced to the external world by adding H, the allocentric heading angle
ofthefly, tothem.c, 2D vectors canbe represented by sinusoids, and adding
sinusoids thenimplements addition of vectors.

projection vectors. PFNyand PFN, cells are columnar neurons that
receive synapticinputin the bridge and noduli®, while also projecting
axons to the fan-shaped body where they synapse onto hAB cells*
(Fig.3a,b).Separate arrays of PFN, cells (Fig. 3a) and PFN, cells (Fig. 3b)
intheleftand right bridge receive extensive monosynpatic and disyn-
apticinput from EPG cells. Co-imaging EPG and PFN cells revealed one
activitybumpintheleft bridge and another intheright bridge for both
PFN, and PFN, cells, and the phase of these PFN bumps aligned with
the EPG bumps (Fig. 3c-e, Extended DataFig. 2). Thus, PFN,and PFN,
cells in the left and right bridge together express four copies of the
EPG allocentric heading signal. The activity profiles across the bridge
ofthe four PFN populations are well fit by sinusoidal functions (Fig. 3d,
e; Methods), consistent with the possibility that the activity patterns
of PFN cellsrepresent 2D vectors (Fig. 2¢c). The sinusoidal shape of PFN
bumps in the bridge may originate from the spatially sinusoidal den-
driticdensity inagroup of bridge interneurons called Delta7 (A7) cells?,
whichareinterposed between EPG cellsand many downstream bridge
cells, including PFN cells (Extended Data Fig. 3, Supplementary Text).

The four, sinusoidal, PFN bumpsin the bridge are poised to represent
thefourallocentric projection vectors from Fig.2a, b, except that their
phases are not offset by +45° and +135° relative to the EPG heading angle,
H. Although PFN and EPG bumps share acommon phase in the bridge,
the projection anatomy of PFN cells from the bridge to the fan-shaped
body provides apath for the PFN bumps to acquire +45° and +135° offsets
from H. Corresponding PFN, and PFN, cells in the left and right bridge
send projections to the fan-shaped body that are offset fromeach other
by approximately +1/8 of the extent of the fan-shaped body* (Fig. 3a,
b), equivalent to a +45° angular offset. PFN, cells synapse onto both the
axonal and the dendritic regions of the hAB cells, but the input to the
axonalregionis anatomically dominant® (Fig. 3f, g). Assuming that the
axonal input is thereby physiologically dominant, PFN, cells can pro-
mote hAB axonal output at fan-shaped body locations that are offset by
+45°relative to the EPG heading signalin the bridge. PFN, cells project
tothe fan-shaped body with the same +45° angular offset as PFN, cells,
but PFN, cells target the hAB dendrites, not axons, nearly exclusively®

94 | Nature | Vol 601 | 6 January 2022

(Fig. 3h, i). As described earlier, the axon terminal region of each hAB
cellis offset fromits dendrites by halfthe width of the fan-shaped body,
equivalenttoanangular displacement of approximately 180° (Fig. 3f-i).
The result of these two sets of shifts is that the PFN, cellsin the left and
right bridge promote hAB axonal activity shifted by approximately
+135°relative to their common phasein the bridge. Thus, the anatomy
suggests that the four PFN sinusoids in the bridge are transferred to
the fan-shaped body with peaks at H + 45° and H + 135°, matching the
angles oftheallocentric projection vectors (Fig.2). Furthermore, these
sinusoids appear to be summed at the level of the hAB axons.

To complete the phasor representation, the amplitudes of the PFN
sinusoids should match the expected lengths of the corresponding
allocentric projection vectors (L,_,in Fig.2a). We found that the ampli-
tudes of the PFN sinusoidal bumps across the bridge were strongly
modulated by the egocentric travelling direction of the fly, thatis, by the
direction of optic flow. Specifically, the amplitude of each PFN sinusoid
matched the projection of the inferred travelling direction of the fly
(from optic flow) onto the four projection axes defined in Fig. 2b and
Fig. 3f-i (Fig. 3j-0). For example, the amplitude of the PFN, sinusoid
in the left bridge reaches its maximum when optic flow simulates the
body travelling towards the front left (Fig. 3k, see Extended Data Fig. 4
for details), consistent with the anatomy-based prediction in Fig. 3ffor
the projection axisrepresented by PFN, cellsin the left bridge. Anatomi-
caland physiological measurements strongly point to LNO1,LNO2 and
SpsP neuronsas the cell types that cause the modulations of PFN activity
based on the egocentric travelling direction of the fly (that is, on the
basis of optic flowin flight and on efference copy or proprioception of
leg movementsin walking) (see Supplementary Text) (Extended Data
Fig. 4). By contrast, EPG bumps in the bridge show little amplitude
modulation with optic flow (Fig. 3p-r; Methods).

Model-data comparison

The phasor model predicts that the allocentric travelling direction
can be determined by summing the four PFN sinusoids, because this
is equivalent to summing the corresponding allocentric projection
vectors (Fig. 4a-d, Supplementary Video 1). To test this notion, we
modelled theinputto hAB cells as four cosine functions shifted by the
appropriate angles, representing the expected activity patterns of PFN
cells across the fan-shaped body. We multiplied these cosines by the
experimentally determined amplitudes measured at different angles
of optic flow (Fig. 3j—0) and summed the four amplitude-modulated
and shifted sinusoids. The predicted travelling angle calculated in
this manner isin excellent agreement with the angular location of the
hABbump, measured experimentally (Fig. 4e, red circles). This predic-
tion involves no free parameters, but it relies on an assumption that
all four PFN types contribute equally to the total hAB input. We can
relax this assumption by adding the four sinusoids weighted by the
average number of synapses from each PFN type onto the hAB cells®®
(Methods). We can also extract the angles by which the PFN sinusoids
are anatomically shifted between the bridge and the fan-shaped body
from the hemibrain connectome® (Extended Data Figs. 5, 6), rather
thanusing exactly +45° and £135°. The predicted bump location again
agrees well with the measured position of the hAB bump (Fig. 4e, green
diamonds) (see Supplementary Text for more details).

Perturbations support the vector model

Totest the vector model, we manipulated EPG, PFN4and PFN, activity
while measuring the effect on the estimate of the travelling direction
of the fly. For technical reasons, in these experiments, we imaged the
bump position of PFR cells, rather than hAB cells, in the fan-shaped
body; PFR cells are acolumnar cell class whose numerically dominant
monosynapticinputis from hAB cells?® (see Supplementary Text). We
found that the position of the PFR bump aligns well with the travelling
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Fig.3|PFNyand PFN, cellsshow physiological and anatomical patterns
consistent with them functioning to build the travelling direction signalin
hABcells. a, b, Sample PFN and hAB cells (see main text). ¢, [Ca®'] signals and
phase estimates of EPG and PFN, (ref. *) bumps simultaneously imaged in the
bridge of aflying fly.d, Phase-nulled and averaged EPG and PFN, activity in the
bridge.Oneach frame, the EPG bumps were rotated to the same positionand
the simultaneously imaged PFN, signals were rotated by this EPG-defined
angle; coherent PFN,bumpsin these plots thusindicate strong phase
alignment tothe EPG cells. The thinlinesindicate individual flies; the thick lines
denote population average; the grey dashed lines indicate sinusoidal fits

(see Methods for details and goodness of fit). e, Same as panel d, but for EPG

direction of the fly in flight (Extended Data Fig. 7a-e, Supplementary
Video 2) and walking (Extended Data Fig. 7f-o0), arguing that the PFR
bump canserve as a proxy for the hAB signal under our experimental
conditions. We note that there were consistent, subtle differences
between the hAB and PFR signals (and PFR cells receive many more
inputs thanjust from hAB cells), implying that PFR and hAB cells track
differentangular variables, although the PFR phase correlated strongly
with the travelling direction of the fly here (see Supplementary Text).

First, weinhibited EPG output’ by expressing shibire', which abolishes
recycling of synaptic vesicles at high temperatures®, in EPG cells. Without
EPGinput, the PFNy, PFN,, hAB and PFR bumps should all be untethered
from external cues and unable to track the allocentric travelling angle
(Fig.5a). We measured the PFR bump in persistently walking flies where,
unlikein flying flies, it was rare to observe large deviations of the hAB or
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the heading direction (blue EPG vector). b, Whenafly travels backward, both
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amplitude, leading the sum, thatis, the hAB vector (red), to point backward, or
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and PFNcells. f-i, Schematics of how PFN cells promote hAB axonal activity
with +45° and +135° offsets (see main text). j, Phase-nulled PFN, activity in the
bridge, averaged inthe final 2.5 s of each epoch of optic flow. The dashed
rectangleindicates arepeated-data column hereand throughout; thegrey
dashed lines denote sinusoidalfits. A closed-loop bright dot was not displayed.
k, Single fly (circles) and population means + s.e.m. (black bars) of the
amplitude of PFNactivity across the left bridge, averagedin the final 2.5 s of
theepoch of optic flow. The grey line indicates the sinusoidal fit.1, Same as
panelk, butforright-bridge PFN, cells. m-o0, Same as panels j-1, but for PFN,
cells. p-r,Sameas panelsj-1, but for EPG cells.

PFR phase from the angular position of a closed-loop visual cue or the
EPG phase (Extended Data Fig. 7f-j). With the EPG cells silenced, we still
observed abump in PFR cells but its phase did not effectively track the
angular position of the closed-loop cue (Fig. 5Sb—d). Thus, EPG input is
indeed necessary for the travelling signal to be yoked to the external world.

Second, we expressed aK* channel, Kir2.1(ref.>°), in PFN, cells, with
the aim of tonically inhibiting these cells and thus decreasing the
contribution of the backward-facing PFN, sinusoids or vectors to the
computation of the travelling direction (Fig. 5e). This perturbation
yielded anincrease in the phase alignment between the EPG and PFR
bumpsintethered, flying flies in the context of no optic flow (Fig. 5f-h),
consistent with our model.

Third, we used the two-photon laser to optogenetically activate GtACR1
CI” channels®??in LNOLI cells**, which are the primary monosynaptic,
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sinusoid of the right bridge (PFN4;) and the PFN, sinusoid of the left bridge
(PFN,,) have alarger amplitude than their counterparts on the opposite side of
the bridge, leading the sum, thatis, the hAB vector (red), to point rightward.
d, Same as panela—afly moving forward—but after the fly has turned clockwise
by 90°. Thisturnrotates all the vectors (thatis, the reference frame) by 90°
inside the brain. e, Datafrom Fig. 1h (black bars) and model (diamonds and

circles) (see maintext). The grey, dashed unity line indicates amatch between
the opticflow direction and the EPG-hAB phase.
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Fig.5|Perturbations of neural activity induce changesin the travelling
directionsignal that are consistent with the vector sum model. PFR phase
was used as a proxy for the hAB phase here (see main text). a, Prediction. b, PFR
bumpinthe fan-shaped body of a fly walking with a closed-loop bright bar at
34 °C,with EPG cells expressing (right) or not expressing (left) shibire®.

¢, Probability distributions of PFR phase-bar position. The thin lines represent
single flies; the thick line represents the population mean (alsoin panels g,
kando).d, Circulars.d. of PFR phase-bar position distributions for different
genotypes. The grey dotsrepresent single flies; the black markers represent
population means +s.e.m. (alsoinpanelsh,land p). P<2 x10™* comparing
experimental (fourth or seventh columns) withany control group (unpaired
two-tailed t-tests). e, Prediction. f, Simultaneous imaging of EPG and PFR
bumpsinthe context of PFN, cells expressing (right) or not expressing (left)
Kir2.1.g, Probability distributions of EPG-PFR phase. h, Circular s.d. of
PFR-EPG phase distributions for different genotypes. P< 4 x 10~ comparing
experimental (third or fifth columns) with any control group (unpaired

probably inhibitory (Extended Data Fig. 4), inputs to PFN, cells in the
noduli®®. This perturbation should disinhibit the PFN, cells, increasing
the amplitudes of their sinusoids, opposite to the previous perturbation
(Fig. 5i). This manipulation drove the PFR bump to be approximately
180° offset from the EPG bump (Fig. 5j-1), consistent with our model.

Last, wesilenced PFN, cells by perturbing one of their strongestinputs:
the SpsP cells. There aretwo SpsP cells per side, each innervatingall of the
ipsilateral PFN, cells, and the vast majority of SpsP output synapses (more
than 80%) target PFN, cells®. Because the tuning of SpsP cells to transla-
tional optic flow is opposite that of the PFN, cells, suggesting inhibition
(Extended Data Fig. 4d-f), we optogenetically activated SpsP cells (with
csChrimson®*) toreduce theamplitude of the front-facing PFN, sinusoids
orvectors. This perturbation drove the PFRbump to be offset by 180°, on
average, fromthe EPGbump (Fig. 5Sm-p), consistent with thismanipulation
effectively shortening the two front-facing vectors (Fig. 5m).

Tuning for speed

If the hAB or PFR bumps were to accurately track the travelling vec-
tor (angle + speed) of the fly, rather thanjust the travelling direction,
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two-tailed t-tests). i, Prediction. j, Simultaneous imaging of PFR and EPG bumps
inthe context of expected optogeneticactivation (right) or no activation (left)
of PFN, cells. The two-photon laser exciting GCaMP simultaneously excites
GtACR1inLNO1cells, which should silence them and thus excite PFN, cells via
sign-inverting synapsesin the noduli. k, Probability distributions of EPG-PFR
phase.1, Circular mean of the PFR-EPG phase distributions for different
genotypes. P <4 x10"* comparing experimental (third or fifth columns) with
either controlgroup (Watson-Williams multi-sample test). m, Prediction.

n, Simultaneous imaging of PFR and EPG bumps in the context of optogenetic
activation of SpsP cells expressing (right) or not expressing (left) csChrimson.
Anexternalredlaser excites csChrimsonin SpsP cells, which should activate
them and thusinhibit PFN, cells via sign-inverting synapsesin the bridge.

o, Probability distributions of EPG-PFR phase. p, Circular mean of the PFR-EPG
phase distributions for various genotypes. P <7 x 10" when comparing the
experimental group (third column) with either control group (Watson-
Williams multi-sample test). See Methods for exact Pvalues.

we would expect the amplitude of their sinusoidal activity profiles
to scale with speed (Extended Data Figs. 7, 8). Indeed, both the PFR
cells and the hAB cells showed a measurable increase in bump ampli-
tude with faster speeds of optic flow, but this modulation was focused
to frontal-travel directions (Extended Data Fig. 8f-i, v—-x). Different
speed modulation across different travel directions complicates the
interpretation of hAB cells as encoding a full travelling vector, but
non-uniform speed tuning across travelling directions could be cor-
rected with additional modulation between the hAB cells and putative
downstream pathintegrators.

Discussion

Whether mammalian brains have neurons that are tuned to the allocen-
tric travelling direction of an animal as in Drosophila is still unknown.
Although a defined population of neurons tuned to travelling direc-
tion has yet to be highlighted in mammals®?, such cells could have
beenmissed because their activity would loosely resemble that of the
head-direction cells outside a task in which the animal is required to
sidestep or walk backwards.



Neurons are often modelled as summing their synaptic inputs,
but the heading inputs that PFN cells receive from the EPG system
appear to be multiplied by the self-motion (for example, optic flow)
input, resulting in an amplitude or gain modulation. Multiplicative or
gain-modulated responses appear in classic computational models for
how neuronsin area7a of the primate parietal cortex mightimplement
a coordinate transformation*, alongside similar proposals in mam-
malian navigation®”*, The Drosophila circuit described here strongly
resembles aspects of the classic models of the parietal cortex (Extended
Data Fig. 9). Units that multiply their inputs are also at the core of the
‘attention’mechanism used, for example, in machine-based language
processing®. Our experimental evidence for input multiplicationina
biological network may indicate that real neural circuits have greater
potential for computation than is generally appreciated.

We describe a travelling direction signal and how it is built; related
results and conclusions appear in a parallel study*°. The mechanisms
that we describe for calculating the travelling direction are robust to
left-right rotations of the head (Extended DataFig. 10, Supplementary
Text) and to the possibility of the allocentric projection vectors being
non-orthogonal (Extended Data Figs. 4-6, Supplementary Text). It
is possible that the travelling signal of hAB cells is compared with a
goal-travelling direction to drive turns that keep a fly along a desired
trajectory®. Augmented with an appropriate speed signal (or if the
fly generally travels forward relative toits body), the hAB signal could
alsobeintegrated over time to forma spatial-vector memory via path
integration” (see Supplementary Text). There are hundreds more
PFN cells beyond the 40 PFN,and 20 PFN, cells studied here®, and
thusthe central complex could readily convert other angular variables
from egocentric to allocentric coordinates via the algorithm described
here. Because many sensory, motor and cognitive processes can be
formalized in the language of linear algebra and vector spaces, defining
aneuronalcircuit for vector computation may open the door to better
understanding of several previously enigmatic circuits and neuronal
activity patterns across multiple nervous systems.
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Methods

Fly husbandry

Flies were raised at 25 °C with a12-h light and 12-h dark cycle. In all
experiments, we studied female Drosophila melanogaster that were
2-6 days old. Flies were randomly selected for all of experiments.
We excluded flies that appeared unhealthy at the time of tethering
as well as flies that did not fly longer than 20 s in flight experiments.
This meant excluding fewer than 5% of flies for most genotypes. How-
ever, inthe perturbational experiments shownin Fig. 5e-p, many flies
flew poorly-perhaps because these genotypes all expressed five to
six transgenes that can affect overall health and flight vigour-and
we had to exclude approximately 70% of flies due to poor tethered
flight behaviour (that is, would not maintain continuous flight for
more than 5-s bouts). The 30% of flies tested in these genotypes flew
inbouts that ranged from 20 s to many minutes, allowing us to make
the necessary EPG-PFR signal comparisons (discussed below). Fliesin
optogenetic experiments were shielded fromgreenandred light dur-
ing rearing by placing the fly vials in abox with blue gel filters (Tokyo
Blue, Rosco) on the walls. After eclosion, 2 days or more before experi-
ments, we transferred these flies to vials with food that contained 400
KM all-trans-retinal.

Cell-type acronyms and naming conventions
Each celltypeis described in the order of ‘names in this paper (in hemi-
brainvL.1if different)’, ‘names used in ref. >, ‘description of acronym’,
‘referencesinwhich cell typeis studied or defined’ and ‘total cell num-
ber (in hemibrain v1.1), separated by em dashes.

EPG—E-PG—ellipsoid body-protocerebral bridge-gall-Lin, C. etal.*;
Wolff, T. et al.”*3; Seelig, J. et al.%; Green, J. et al."; Turner-Evans, D.
etal.>—46

PFR (PFR_a)—P-F-R—protocerebral bridge-fan-shaped body-
fan-shaped body-round body—Lin, C. et al.*?; Wolff, T. et al.**;
Shiozaki, H. et al.”—29

PFN, (PFNv)—P-FN,_protocerebral bridge-fan-shaped body-nodulus
(ventral)—Lin, C. et al.*>; Wolff, T. et al.?*-20

PFN, (PFNd)—P-FN,4_protocerebral bridge-fan-shaped body-
nodulus (dorsal)—Lin, C. et al.*; Wolff, T. et al.”**—40

hAB (hDeltaB)—not applicable—columnar cell class with lateral pro-
jectionsinlayer 3 of the fan-shaped body—not applicable—19

LNO1-L-N—lateral accessory lobe-nodulus—Wolff, T. et al.>*—4

LNO2—-not applicable—lateral accessory lobe-nodulus—not appli-
cable—2

SpsP—Sps-P—superior posterior slope-protocerebral bridge—Wolff,
T.etal?*—4

A7 (Delta7)—Delta7—skipping 7 glomeruli in the protocerebral
bridge between two output areas—Lin, C. et al.*>; Wolff, T. et al.*3;
Turner-Evans, D. et al.*—42

PEN1 (PEN_a)—P-EN1—protocerebral bridge-ellipsoid body-nodu-
lus—Lin, C. et al.**; Wolff, T. et al.?**; Green, J. et al."; Turner-Evans, D.
etal.”—20

PEN2 (PEN_b) - P-EN2—protocerebral bridge-ellipsoid body-nodu-
lus—Green, ). et al."-22

Fly genotypes
For simultaneous imaging of EPG and hAB cells, in Fig. 1 and
Extended Data Fig. 1, we used + (Canton S, Heisenberg Laboratory);
UAS-sytGCaMP7f/72B05-AD (Bloomington Drosophila Stock Center,
BDSC #70939); 60D05-Gal4 (BDSC #39247)/ VT055827-DBD (BDSC
#71851) flies. We created the sytGCaMP7f construct by linking the
GCaMP7fand Drosophila synaptotagmin 1-coding sequences using a
33GS linker. We then used this construct to generate transgenic flies by
PhiC31-based integrationinto the attp40 site, performed by BestGene.
For simultaneous imaging of EPG and PFNj cells, in Fig. 3e and
Extended Data Figs. 2a, b, 3h (top row), we used +; +; 60D05-LexA

(BDSC #52867)/+; LexAop-GCaMP6m, UAS-jRGECO1a (BDSC #44588
& #63794) /47E04-Gal4(BDSC #50311) flies.

For simultaneous imaging of EPG and PFN, cells, in Fig. 3¢, d and
Extended Data Figs. 2c-f, 3e (left column), 3h (middle row), we used
+;60D05-LexA/+; LexAop-GCaMP6m, UAS-jRGECO1a/VT063307-Gal4
(Vienna Drosophila Resource Center, CDRC) flies.

For simultaneous imaging of EPG and PFR cells, in Fig. 5f-h, we
used +; 60D05-LexA, LexAop-GCaMP6f (BDSC #44277)/37G12-LexA
(BDSC #52765); UAS-Kir2.1 (Leslie Vosshall Laboratory)/VT063307-Gal4
flies and +; 60D05-LexA, LexAop-GCaMP6f/37G12-LexA;
UAS-Kir2.1/67D09-Gal4 (BDSC #49618) flies for the experimen-
tal groups. For the control groups, we used +; 60D05-LexA,
LexAop-GCaMP6f/37G12-LexA; UAS-Kir2.1/empty-Gal4 (BDSC #68384)
flies, +; 60D05-LexA, LexAop-GCaMP6f/37G12-LexA; VT063307-Gal4/
empty-Gal4 flies, and +; 60D05-LexA, LexAop-GCaMP6f/37G12-LexA;
67D09-Gal4/empty-Gal4 flies.

InFig.5j-1, we used +; 60D05-LexA, LexAop-GCaMP6f/37G12-LexA;
UAS-GtACRI-EYFP (Adam Claridge-ChangLaboratory)/VT064880-Gal4
(CDRC) flies and +; 60D05-LexA, LexAop-GCaMP6f /37G12-LexA;
UAS-GtACRI1-EYFP/48A09-Gal4 (BDSC #50342) flies for the experi-
mental groups. For the control groups, we used +; 60D05-LexA,
LexAop-GCaMP6f/37G12-LexA; UAS-GtACRI-EYFP/empty-Gal4 flies,
+; 60D05-LexA, LexAop-GCaMP6f/37G12-LexA; VT064880-Gal4/
empty-Gal4 flies, and +; 60D05-LexA, LexAop-GCaMP6f/37G12-LexA;
48A09-Gal4/empty-Gal4 flies.

In Fig. 5Sn-p, we used UAS-CsChrimson-mVenus (BDSC #55134)/+;
60DO05-LexA, LexAop-GCaMP6f/VT019012-AD; VT005534-LexA (Barry
Dickson Laboratory)/72C10-DBD (Janelia FlyLight Split-Gal4 Driver
Collection, FlyLight SS52267) flies for the experimental groups. For
the control groups, we used UAS-CsChrimson-mVenus; 60D05-LexA,
LexAop-GCaMP6f/empty-LexA (BDSC #77691); VT005534-LexA/
empty-Gal4 flies, and + (Canton-S); 60D05-LexA, LexAop-GCaMP6f/
VT019012-AD; VT005534-LexA (Barry Dickson Laboratory)/72C10-DBD
flies.

In Extended Data Figs. 1i, j, 7b-e, we used +; UAS-GCaMP7f (BDSC
#80906)/+; 60D05-Gal4 /37G12-Gal4 (BDSC #49967) flies.

In Extended Data Fig. 3h (bottom row), we used +; 60D05-LexA/+;
LexAop-GCaMP6m, UAS-jRGECO1a/37G12-Gal4 flies.

In Extended Data Fig. 7g-j, we used +; UAS-GCaMPé6m (BDSC
#42748)/+; 60D05-Gal4 /37G12-Gal4 flies.

In Extended Data Fig. 71-o, we used UAS-CsChrimson-mVenus/+;
60DO0O5-LexA, LexAop-GCaMP6f/ 26A03-AD;
VT005534-LexA/54A05-DBD (FlyLight OLO046B) flies.

Forimaging single-cell types, in Fig. 3j-1and Extended Data Figs. 4e-
i,n,0,5g,i,8a-c,j,k,r,s, we used +; 1I5E01-AD (BDSC #70558)/+;
UAS-GCaMP7f (BDSC #79031)/47E04-DBD (BDSC #70366) flies for
PFN, cells.

In Fig. 3m-o0 and Extended Data Figs. 4b, ¢, i, j, k, 5h,i,8d, e, |,
m, t, u, we used +; +; UAS-GCaMP7f/VT066307-Gal4 flies for PFN,
cells.

In Fig. 3p-r and Extended Data Fig. 5e, f, we used +; +;
UAS-GCaMP7f/60D05-Gal4 flies for EPG cells.

In Fig. 5b-d, we used pJFRC99-20XUAS-IVS-Syn21-Shibire-ts1-p10
inserted at VKO0O0OS (referred to here as UAS-shibire®) to drive shibi-
re” (Rubin Laboratory). We used +; 37G12-LexA/LexAop-sytGCaMPé6s
(Vanessa Ruta Laboratory); 60D05-Gal4/UAS-shibire" flies for the
experimental group. For the control groups, we used +; 37G12-LexA/
LexAop-sytGCaMP6s; 60D05-Gal4/empty-Gal4 flies and +;37G12-LexA/
LexAop-sytGCaMPé6s; UAS-shibire*/empty-Gal4 flies.

In Extended Data Fig. 1e, we used +; +/72B05-AD; UAS-GCaMP7f/
VT055827-DBD flies for hAB cells.

InExtended DataFigs.1f, 8f, h,i,n,p,q,v,x, weused +; UAS-syt GCaMP7f
/72B05-AD; +/VT055827-DBD flies for hAB cells.

In Extended Data Fig. 1i, j, we used +; +; UAS-GCaMP6m (BDSC
#42750)/60D05-Gal4 flies for EPG cells.



In Extended Data Fig. 4b, c, i, |, m, we used +; VT020742-AD/+;
UAS-GCaMP7f/VT017270-DBD (FlyLight SS47398) flies for LNO1 cells.

In Extended Data Fig. 4e, f, i, p, q, we used +; VT019012-AD/+;
UAS-GCaMP7f/72C10-DBD (FlyLight SS52267) flies for SpsP cells.

InExtended DataFig. 8g, 0, w, we used +; +; UAS-GCaMP7f/37G12-Gal4
flies for PFR cells.

Distinguishing PFR subtypes in Gal4 lines

The hemibrain connectome® defines two subtypes of PFR cells*: PFR_a
cellsand PFR_b cells, which differ in the details of their projections and
connectivity in the fan-shaped body. Both PFR_a cells and PFR_b cells
are columnar cells that project from the protocerebral bridge to the
fan-shaped body. On the basis of the connectome®, PFR_a cells and
PFR_b cells that innervate four of the bridge glomeruli project to the
fan-shaped body in the same way, and PFR_a cells and PFR_b cells that
innervate12 other bridge glomeruli project to the fan-shaped body in
aslightly different way. We used this fact to interrogate the MultiColor
Flip-Out (MCFO) single-cell anatomical dataset** from the FlyLight
Generation 1 MCFO Collection to quantify the ratio of each PFR sub-
typeinthe two Gal4 driver lines that we used for targeting transgenes
to PFR cells. For the driver line 37G12, we found that 10 out of 13 cells
in the MCFO data had an innervation pattern that is consistent with
PFR_a but not PFR_b, and the innervation patterns of the other three
cellswere indistinguishable between the two subtypes. For the driver
line VT005534, we found that two out of three cells in the MCFO data
were consistent withthem being PFR_a cells and not PFR_b cells, and the
third cellhad ananatomy that did not allow us to distinguish between
subtypes. We observed no cellwhose projection pattern matched PFR_b
but not PFR_a. These results argue that the majority of the PFR cells
targeted by the two Gal4 driver lines that we used are PFR_a cells.

Fly preparation and setup

As described previously, we glued flies to a custom stage for imaging
during flight** and to a slightly different custom stage—which allows
for more emission light to be collected by the objective-for imaging
during walking™. Dissection and imaging protocols followed previous
studies™. For tethered flight experiments, each fly was illuminated with
850-nm LEDs with two fibre optics from behind**. A Prosilica GE6SO
camera attached to a fixed-focus Infinistix lens (94-mm working dis-
tance, x1.0 magnification; Infinity) imaged the wing-stroke envelope
ofaflyat80-100 Hz. Thelens also held an OD4 875-nm shortpass filter
(Edmund Optics) to block the two-photon excitation laser (925 nm).
This camera was connected to a computer that tracked the left and
right wing beat amplitude (L-R WBA) of the fly with custom software
developed by A. Straw (https://github.com/motmot/strokelitude)®.
Two analogue voltages were outputinreal time by this software and the
difference between the L-R WBA was used to control the angular posi-
tionofthebrightdotonthe LED arenainthe closed-loop experiments
(described below). For tethered walking experiments, we followed
protocols previously described™.

LED arena and visual stimuli

We used a cylindrical LED arena display system® with blue (465 nm)
LEDs (BM-10B88MD, Betlux Electronics). The arena was 81° high and
wrapped around 270° of the azimuth, with each pixel subtending
approximately 1.875°. To minimize blue light from the LEDs inducing
noiseinthe photomultiplier tubes of the microscope, we reduced the
LED intensities, over most of the arena, by covering the LEDs with five
sheets of blue gel (Tokyo Blue, Rosco). Over the 16 pixels at the very top
ofthearena (top approximately 30°), we only placed two gel sheets, so
that the closed-loop dot at the top of the arena was brighter than the
opticflow dots at the bottom, which may have helped to promote that
the flyinterpret the bright blue dotas acelestial cue (like the sun) and
the optic flow at the bottom as ground or side motion. During flight
experiments, we held the arenain an approximately 66° pitched-back

position, so that the vertical and horizontal axes of the LED matched
the major ommatidial axes of the eye”. During walking experiments, we
typically presented atall vertical bar-rather than asmall dot-in closed
loop and we tilted the arena by only approximately 30° because the
ball physically occludes the ventral visual field and a shallower arena
tilt made it more likely that the fly could see the closed-loop stimulus
over all 270° of the azimuthal positions that it could take.

We adapted past approaches for generating optic flow (starfield)
stimuli**?. Inbrief, we populated a virtual 3D world with 45, randomly
positioned spheres (2.3 cmin diameter) per cubic metre. The spheres
were bright on a dark background. We only rendered spheres that were
within 2 m of the fly because spheres further away contributed only
minimally to the observed motion and, if rendered, would have over-
populated the visual field with bright pixels. We then calculated the
angular projection of each sphere onto the head of the fly and used
this projection to determine the pattern to display on the LED arena
oneachframe. To prevent the size of each sphere frombeinginfinitely
large as it approached the fly, we limited each diameter of the sphere
on the arena to be no larger than 7.5°. The starfield extended from 4
pixels (about 8°) above to 20 pixels (about 40°) below the midline of the
arena.Inall experiments that used the open-loop optic flow (Figs. 1, 3j-r,
Extended Data Figs. le-m, 2e, f, 4b-i, 5, 7b—e, 8), the position of optic
flow was updated at a frame rate of 25 Hz. (Note that the LED refresh
rate was at least 372 Hz*.) To simulate the optic flow that a fly would
experience whenitis translating through 3D space, we moved a virtual
fly inthe desired direction(s) through the virtual world and displayed
the resultant pattern of optic flow on the arena. We used a translation
speed of 35 cm/s in all experiments, except those in Extended Data
Figs. 7 and 8 where we tested multiple speeds as indicated (ranging
from 8.75to 70 cm/s). Although we report on the translation speed
ofthe virtual fly in metric units, the optic flow experienced by insects
translating at 35 cm/s will vary dramatically depending on the clutter
ofthelocal environment. We believe that the optic flow stimuli that we
presentedin our study are potentially in an ethologically relevant range
because (1) our virtual fly translated at speeds that bracket observed
flight speeds in natural environments*“®and (2) cells sensitive to optic
flow reported here responded with progressively increasing activity
tothe presented stimuli/speeds rather thanimmediately saturating or
showing no detectable responses (for example, Extended Data Fig. 8).
Thatsaid, our stimuli simulated a dense visual environment and it will
be important to test our results in the context of reduced visual clut-
ter in future work.

Inflight experiments withaclosed-loop dot (Figs.1,3c-e, Extended
DataFigs.1g-m,2,3e, h,4b-f,i,7b-e), the dot subtended 3.75° by 3.75°
andwaslocated approximately 34° above the midline of the arena. We
used the difference of the L-R WBAs to control the azimuthal velocity of
thebright dotonthe LED arena. Thatis, whenthe RWBAis smaller than
the amplitude WBA (indicating that the fly isattempting toturn to the
right), the dot rotated to the left, and vice versa. The negative-feedback
closed-loop gain was set to 7.3° per second per degree change in L-R
WBA. Iniinitial experiments, we set the gain to 5.5° per second and we
have lumpedthose datainwiththe dataat7.3° per secondin Fig.1fand
Extended Data Fig. 1g-m because we did not observe obvious differ-
encesinany of our analyses. In closed-loop walking experiments with
avisual stimulus (Fig. 5b-d, Extended Data Fig. 7f-0), the bright bar
was 11.25° wide and spanned the entire height of the arena. We directly
linked the azimuthal position of the bright bar onthe LED arenato the
azimuthal position of the ball under the fly using Fictrac™*, as previ-
ously described. This closed loop set up mimics the visual experience of
aflywith abright cue at visual infinity, like the sun. We did not provide
translational stimuliin closed loop in this paper.

Calciumimaging
We used atwo-photon microscope with amoveable objective (Ultima
IV, Bruker). The two-photon laser (Chameleon Ultra Il Ti:Sapphire,
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Coherent) was tuned to1,000-1,010 nm for simultaneous imaging of
GCaMP6m and jRGECO1a (Fig. 3c-e, Extended Data Fig. 2), and was
otherwise tuned to 925 nm in all of the other imaging experiments.
We used a x40/0.8 NA objective (Olympus) or x16/0.8 NA objective
(Nikon) for all imaging experiments. The laser intensity at the back
aperture was 30-40 mW for walking experiments and 40-80 mW
for flight experiments. Because of light loss through the objective
and the fact that the platform to which the fly was attached blocks
roughly half the light from reaching the fly, we estimated an illumina-
tionintensity, at the fly, of approximately 16-32 mW for flight experi-
ments. In walking experiments, the platform to which we attached the
fly blocks less light and we expected an illumination intensity, at the
fly, of approximately 24-32 mW. A 575-nm dichroic split the emission
light. A490-560-nm bandpass filter (Chroma) was used for the green
channel PMT and a 590-650-nm bandpass filter (Chroma) was used
for the red channel PMT. We recorded all imaging data using three to
five z-slices, with a Piezo objective mover (Bruker Ext. Range Piezo), at
avolumetric rate of 4-10 Hz. We perfused the brain with extracellular
saline composed of (in mM) 103 NaCl, 3 KCl, 5 N-Tris(hydroxymethyl)
methyl-2-aminoethanesulfonic acid (TES), 10 trehalose, 10 glucose, 2
sucrose, 26 NaHCO,, 1NaH,PO,,1.5 CaCl,, 4 MgCl,, and bubbled with 95%
0,/5% CO,. The saline had a pH of approximately 7.3 and an osmolarity
of approximately 280 mOsm. We controlled the temperature of the bath
by flowing the saline through a Peltier device and measured the tem-
perature of the bath with a thermistor (CL-100, Warner Instruments).

Optogenetic stimulation

In the optogenetic experiments in Fig. 5j-1, we used the two-photon
laser tuned to 925 nm to excite GtACR1, with the same scanning light
being used to excite GCaMP. To excite CsChrimsonin the optogenetic
experiments (Fig. 5n-p, Extended Data Fig. 7k-o0), we focused a 617-nm
laser (M617F2, Thorlabs) on to the front, middle of the head of the fly
with a custom lens set (M15L01and MAP10100100-A, Thorlabs). We
placed two bandpassfilters (et620/60 m, Chroma) in the two-photon
emission path of the microscope to minimize any of the optogenetic
light being measured by the photomultiplier tubes. In flight experi-
ments (Fig. 5n-p), we used pulse-width modulationat 490 Hz (Arduino
Mega board) with a duty cycle of 0.8 to change the intensity of the
617-nm laser. We measured the intensity of the laser at the head of the
fly tobe 20.8 pW. In the experiments in which we triggered backwards
walking via activation of csChrimson (Extended DataFig. 7k-o) inlobula
columnar neurons, the duty cycle of the red light was 0.7 and the effec-
tive light intensity was 18.2 pW.

InFig. 5j-1, for two main reasons, rather than directly exciting PFN,
cells, we optogenetically inhibited the LNO1inputs to PFN, cells. First,
[Ca®*]imaging revealed opposite responses to our optic flow stimuliin
thetwo cell types (Extended DataFig. 4a-c), arguing for asign-inverting
synapse between them. Second, we tried optogenetically activating
the PFN, cells directly (data not shown), which yielded more variable
movements of the PFR bump. We believe that stimulating LNO1 cells
yielded more consistent effects on the PFR bump because there are
only two LNOI1 cells per side and they synapse uniformly on all PFN, cells
within a tiny neuropil (the second layer of the nodulus) on their side?.
The majority of the synaptic output of LNO1 cells goes to PFN, cells in
the nodulus, with each LNO1 cell on average forming approximately 655
synapses on PFN, cells?°. Stimulating GtACR1in asmall volume probably
made homogeneous activation of the PFN, population more feasible.

Similarly, in Fig. 5Sm-p, rather than directly silencing PFN, cells, we
optogenetically excited SpsP cells to inhibit PFN, cells. Exciting SpsP
cells was likely to be an effective way to inhibit PFN, cells for two rea-
sons. First, [Ca*"]imaging revealed sign-inverted responses to our optic
flow stimuliin the two cell types (Extended Data Fig.4d-h), arguing for
sign-inverting synapses existing between them. Second, approximately
80% of SpsP synapses are to PFN, cellsin the bridge, with each SpsP cell
forming approximately 563 synapses on PFN, cells?®, on average. In

addition, stimulating CsChrimsonin four copies of SpsP cells probably
makes homogeneous inhibition of the PFNy population more feasible
than via direct optogenetic inhibition of the PFN, cells (where some
PFN, cells might be more inhibited than others depending on the
expression level of the opsin and the light delivery details).

Immunohistochemistry

Dissection of fly brains, fixation and staining of neuropil and neurons
were performed as previously described™. For primary antibodies, we
used mouse anti-Brp (nc82, DSHB) at 1:10 and chicken anti-GFP (600-
901-215, Rockland) at1:1,000. For secondary antibodies, we used Alexa
Fluor 488 goat anti-chicken (A11039, Invitrogen) at 1:800 and Alexa
Fluor 633 goat anti-mouse (A21052, Invitrogen) at 1:400.

Data analysis

Data acquisition and alignment. All data were digitized by a Digidata
1440 (Molecular Devices) at 10 kHz, except for the two-photonimages,
which were acquired using PrairieView (Bruker) at varying frequen-
ciesand saved as tiff files for later analysis. We used the frame triggers
associated with our imaging frames (from Prairie View), recorded on
Digidata1440, to carefully align behavioural measurements with [Ca*']
imaging measurements.

Experimental structure. For Fig. 1d-f and Extended Data Fig. 1g-m,
each fly performed tethered flight while in control of a bright dot in
closed loop. Each recording was split into two segments, where we
first presented astatic starfield for 90 s, followed by progressive optic
flow for90s.

ForFig.1g-i, we presented each fly with a closed-loop dot throughout.
We presented four blocks of six translational optic flow stimuli (six
translational plus two rotational) per block, shownin a pseudorandom
order. Each 4-s optic flow stimulus was preceded and followed by 4 s
of optic flow that mimics forward travel, which ensured that the EPG
and hAB (or PFR) bumps were aligned-for a stable ‘baseline’-before
and after each tested optic flow stimulus. We presented 4 s of a static
starfield between eachrepetition of the above three patterns. We used
the same protocol for Extended Data Fig. 7b-e (35 cm/s column), but
we presented two yaw-rotation optic flow stimulito each block, whose
datawe did not analyse for this paper.

For Fig. 3c-e and Extended Data Figs. 2a-d, 3e, h, each fly was pre-
sented with a closed-loop dot and static starfield throughout the
recording. Recording durations ranged from1to 4 min.

For Fig.3j-rand Extended DataFigs. 4e-h (PFN4rows), i (PFNycellsin
the noduli, PFN,cellsand PFN, cellsin the bridge), 5, 8, we did not have a
closed-loop dot. We presented four blocks of 24 stimuli (6 translational
directions at 4 different speeds) per block, showninapseudorandom
order. Eachstimulus was preceded by 1.2 s of astatic starfield, followed
by 4 s of optic flow at different directions, and ending with 1.2 s of a
static starfield.

For Fig.5b-d, each fly was presented withatall brightbarina closed
loop throughout. EPG > Shibire®flies experienced both 25 °C and 34 °C
trialsinthese experiments and we waited approximately 5 min after the
bath temperature reached 34 °C before imaging in the EPG-silenced
conditionsoas toincrease the likelihood of thorough vesicle depletion.
Recording durations ranged from 6 to 8 min.

For Fig. 5f-h, j-1, flies performed tethered flight in the context of a
dark (unlit) visual display. We recorded data for approximately 1-4 min
and if the fly was flying robustly, we collected a second dataset from
the same fly.

ForFig.5n-p, flies performed tethered flight in the context of adark
(unlit) visual display. We recorded data for 2-6 min, and if the fly was
flying robustly, we collected asecond dataset from the same fly. We pre-
sented 12-sred-light pulses to activate csChrimson every roughly 20 s.

For Extended DataFigs. 1e, f, 4b, ¢, e, f (SpsP rows) and i (PFN, cells
in the noduli, SpsP cells and LNO1 cells), we presented each fly with a



closed-loop dot throughout. We presented four blocks of eight optic
flow stimuli (six translational plus two rotational) per block, shownin
apseudorandom order. Each optic flow stimulus was preceded by 4 s
ofastaticstarfield, followed by 4 s of optic flow at different directions,
and ending with 4 s of static starfield.

For Extended Data Fig. 1i, j (EPG > GCaMP6m walking data), each fly
was walking in the dark for the first 2.5 min of the recording and was
presented with a tall bright bar in closed loop for the second 2.5 min
of the recording. We recorded data for 5 min, with up to three 5-min
datasets collected per fly.

For Extended DataFigs. 1In-p, 4j—q, each fly was walking in the dark.
We recorded data for 5-10 min, with up to three 10-min datasets col-
lected per fly.

For Extended DataFig. 2e, f, we presented each fly with a closed-loop
dot throughout. We presented four blocks of three translational optic
flow per block, shown in a pseudorandom order. Each stimulus was
preceded by 1.2 s of astatic starfield and 4 s of translational optic flow
simulating forward travel, followed by 4 s of optic flow at different
directions, and ending with 4 s of optic flow simulating forward travel.

For Extended Data Fig. 7d, e (17.5 cm/s and 70 cm/s columns), we
presented each fly withaclosed-loop dot throughout. We presented 3
blocks of 18 stimuli per block (6 translational directions at 3 different
speeds), showninapseudorandom order. Each stimulus was preceded
by1l.2sofastaticstarfield and 4 s of translational optic flow simulating
forward travel, followed by 4 s of optic flow at different directions, and
ending with a4 s of optic flow simulating forward travel.

For Extended DataFig. 7f-j, each fly was presented with a tall bright
barin closed loop for the first 5 min of the recording and was walking
inthe dark for the second 5 min of the recording. We recorded data for
10 min, with up to three 10-min datasets collected per fly.

For Extended DataFig. 7k-o, each fly was presented with atall bright
barinclosedloop throughout. We recorded data for 7-10 min, withup
tothree datasets collected per fly. We presented 4-s red-light pulses to
activate csChrimson every 1-3 min.

Image registration. Before quantifying fluorescence intensities, imag-
ing frames were registered in Python by translating each frame in the
xandyplane to best match the time-averaged frame for each z-plane.
Multiple recordings from the same fly were registered to the same
time-averaged template if the positional shift between recordings
was small.

Defining regions of interest. To analyse calcium imaging data, we
defined regions of interest (ROIs) in Fiji and Python for each glomerulus
(protocerebral bridge), wedge (ellipsoid body) or column (fan-shaped
body). For the bridge data, we defined ROIs by manually delineating
each glomerulus from the registered time-averaged image of each
z-plane (Fig. 2, Extended Data Figs. 2, 3, 4e-h PFN, row, 4i PFN, cells
and PFN, cellsinthebridge, 4j-k,4n-0, 5,8a-e,j-m, r-u), as previously
described". Because single SpsP neurons innervate the entire left or
right side of the protocerebral bridge (Extended Data Fig. 4e, f (SpsP
row), p—q), whenimaging them, we treated the entire left bridge as one
ROl and the entire right bridge as another. When imaging PFN cells or
LNOI cellsin the noduli (Extended DataFig.4b, c,i,|-m), we treated the
entire left nodulus as one ROl and the entire right nodulus as another.

For ellipsoid body imaging (Figs. 1, 5, Extended Data Figs.1,7), we
defined ROIs by first outlining the region of each z-slice that corre-
spondedtotheellipsoid body. We then radially subdivided the ellipsoid
bodyinto 16 equal wedges radiating from amanually defined centre, as
previously described®. For fan-shaped body imaging (Figs. 1, 5, Extended
DataFigs. 1, 7, 8f-i, n-q, v—-x), we defined ROIs by first outlining the
regionineachz-slicethatcorrespondedto the fan-shaped body. We then
defined two boundary lines delineating the left and right edges of the
fan-shaped body. When these two edge lines were extended down, they
metatanintersection pointbeneaththefan-shaped body. We subdivided

the angle generated by thus intersecting the two fan-shaped body
edges—which corresponds to the overall angular width of the fan-shape
d body region—into 16, equally spaced, angular subdivisions radi
ating from the intersection point. We assigned pixels to one of the 16
fan-shaped body columns based on the pixel needing to (1) reside in
the overall fan-shaped region and (2) reside in the radiating angular
region associated with the column of interest.

Calculating fluorescence intensities. We used ROIs, defined above,
as the unit for calculating fluorescent intensities (see above). If pixels
from multiple z-planes corresponded to the same ROI (for example,
the same column in the fan-shaped body), as defined above, then we
grouped pixels from the multiple z-planes together for generating a
single fluorescence signal for that ROI. For each ROI, we calculated
the mean pixel value at each time point and then used three different
methods for normalization. We call the first method AFf/F, (Fig.3d, e, j-r,
Extended Data Figs. 1e, f (phase-nulled bump shape), 3, 4i (PFN4 and
PFNycellsinthebridge),j,I,n,p, 5, 8), where F,is the mean of the lowest
5% of raw fluorescence values in a given ROl over time and AFis F - F,,.
We call the second method normalized AF/F, (Figs. 1, 3¢, 5, Extended
DataFigs.1e, f (heatmap), g-p, 2, 7), which uses this equation: (F - F;)/
(Frax — Fo), where Fowas still the mean of the lowest 5% of raw fluores-
cencevaluesinagiven ROl over time and F,,,, was defined as the mean
ofthetop 3% of raw valuesinagiven ROl over time. This metric normal-
izes the fluorescence intensity of each glomerulus, wedge or column
ROItoits own minimum and maximum and makes the assumption that
each column, wedge or glomerulus has the same dynamic range as the
othersinthestructure, withintensity differences arising from techni-
cal variation in the expression of the indicator or from the number of
cells expressing the indicator within a column or wedge. We used this
method to estimate the phase of heading or travelling signals where
it seemed reasonable to make the above assumption for accurately
estimating the phase ofabumpinastructure. We call the third method
z-score normalized AF/F, (Extended Data Figs. 4b-h, i (signals in the
noduli and SpsP cells), k, m, o, q) where we show how many standard
deviations each time point’s signal is away from the mean. We calculated
the signal as AF/F, and then we z-normalized the signal. We used this
method to estimate the asymmetry of neural responses to optic flowin
the bridge or noduli, where it seemed sensible to normalize the baseline
asymmetry (when there are no visual stimuli) to zero. Importantly, none
of the conclusions presented in this paper rely on the normalization
method used for visualizing and analysing the data.

Calculating the phase of bumps and aligning phase across struc-
tures. To calculate the phase of the joint movement of the calcium
bumps in the left and right protocerebral bridge, we first converted
the raw bridge signalinto a16-18-point vector, with each glomerulus’
signal normalized as described above. Then, for each time point, we
took a Fourier transform of this vector and used the phase at a period
of eight glomeruli to define the phase of the bumps, as previously de-
scribed". To calculate phase of the EPG bump in the ellipsoid body,
we computed the population vector average of the 16-point activity
vector, as previously described®. To calculate the phase of the hAB
and PFR bumpsin the fan-shaped body, we computed the population
vector average like in the ellipsoid body, using the following mapping
of fan-shaped body columns to ellipsoid body wedges. The leftmost
columninthe fan-shaped body corresponded to the wedge at the very
bottom of the ellipsoid body, just to the left of the vertical bisecting
line; the rightmost column in the fan-shaped body corresponded to
the wedge at the very bottom of the ellipsoid body, just to the right
of the vertical bisecting line. We then numbered the fan-shaped body
columns1to 16, from left to right, just like we numbered the ellipsoid
body wedges clockwise around that structure®. This mapping is meant
to match the expected mapping of signals from anatomy, described
previously?, and as further discussed immediately below.
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Toalign the EPG phase inthe ellipsoid body with the hAB phase or the
PFR phaseinthe fan-shaped body, we used the approachjust described
(Figs.1,5,Extended DataFigs.1,7). Toalign the EPGand PFN,and PFN,
phase signals in the protocerebral bridge (Fig. 3c-e, Extended Data
Figs. 2, 3), we used the fact that these neuron populations commonly
innervate 14 of 18 glomeruliin the protocerebral bridge, which allows
foran obvious alignmentanchor, as done previously™. To calculate the
offset between the phase of neural bumps and the angular position of
acue (bright bar or dot) rotating in angular closed loop on our visual
display, we computed the circular mean of the difference between the
neural phase and the cue angle during the time points when the cue
was visible to the fly. We used this difference to provide a constant
(non-time-varying) offset to the neural phase signal such that the dif-
ference between the phase and cue angles was minimized across the
whole measurement window of relevance. This approach is needed
because of the past finding that phase signals in the central complex
have variable offset angles to the angular position of cues in the exter-
nal world across flies (and sometimes across time within a fly)*". To
calculate the phase offset between neural bump position and visual
cue angle, we did not analyse time points when the fly was not flying
inall of our flight experiments (Figs. 1-5, Extended Data Figs.1-5,7, 8
except panels 8h, p, x) nor did we analyse time points when the fly was
standing in walking experiments (Fig. 5¢, d, Extended Data Fig. 1o, p).
For a fly to be detected as standing, the forward speed needed to be
less than 2 mmy/s, the sideslip speed less than 2 mm/s, and the turning
speed less than 30°/s. We also excluded the first 10 s of each period
in Fig. 1f to minimize the impact of a changing visual stimulus on the
offset estimate.

Comparing data acquired at different sampling rates or with a time
lag. When comparing two-photonimaging data (collected at approxi-
mately 5-10 Hz) and behavioural (flight turns or ball walking) data (col-
lected at 50-100 Hz) for the same fly, we subsampled the behavioural
datatotheimaging frame rate by computing the mean of behavioural
signals during the time window in which each imaging data point was
collected (Figs. 1f, 5b—d, Extended Data Figs.1g-j, 4j—q, 7m-0), as pre-
viously described™.

Althoughwe collected both the EPG signal in the ellipsoid body and
the hAB (or PFR) signalin the fan-shaped body at the same framerate,
the precise time points in which these two signals were sampled were
slightly different because the piezo drive that moves the objective had
to travel from the higher fan-shaped body z-levels to the lower ellip-
soid body z-levels. Importantly, each z-slice in a such volumetric time
series was associated with its own trigger time and we could use this
fact to more accurately align the fan-shaped body and ellipsoid body
phase signals to each other. Specifically, when comparing EPGand hAB
(or PFR) bump positions over time, we first created acommon 10 Hz
(100-ms interval) time base. We then assigned phase estimates from
the two structures or cell types to this common time base by linearly
interpolating each time series (using its specific z-slice triggers), and
we used these interpolated time points, on the common time base,
for calculating the phase differences between EPG and hAB cells, or
EPG and PFR cells (Fig. 1g-i, Extended Data Figs. 1p, 7c-e, m-o0). For
the histograms and other analyses in Figs. 1g, 5g, h, k, |, o, p, Extended
DataFigs.1l, m, n-p, 7g-j, we simply subtracted the EPG phase and the
hAB phase or the PFR phase measured ineach frame, without temporal
interpolation. None of our conclusions are altered if we change the
interpolation interval or do notinterpolate.

Sideslip and backward walking analysis. In Extended Data Fig.1n-p,
we detected time segments where flies walked in three different, broad
travelling directions (forward, rightward and leftward). Forward walk-
ing segments were defined by the flies having a forward velocity be-
tween+3 and +10 mm/s and asideslip velocity between-2and +2 mm/s.
Sideward walking segments were defined by the flies having aforward

walking velocity between +2 and -10 mmy/s and a sideslip velocity be-
tween +3 and +10 mm/s to the relevant side.

We expressed CsChrimson in a group of lobula columnar neurons,
LC16, whose activation with red light has been shown to induce flies
to walk backward (Extended Data Fig. 7k-o, more details in ‘Optoge-
netic stimulation’)*®. Consistent with previous studies in free walking
flies*®, we also observed variable backward walking behaviours mixed
with sideward walking and turning in our tethered preparation. To
test whether the PFR phase separates from the EPG phase when a fly
walks backward, we analysed optogenetic activation trialsbased onthe
following three criteria being met. First, the backward walking speed
neededto belarger than 6 mm/s. Second, the duration of continuous
backward walking (defined by backward walking speed being above
0.5 mm/s) needed to be longer than 1s. Third, during the backward
walking period, the sideward walking velocity needed to be biased
towards one direction; the fraction of optogenetic trials in which the
sideward velocity was clearly either positive or negative exceeded
80%. Weincluded thisthird criterion so that we could split optogenetic
trials into those where the PFR phase should have moved to the right
and those in which it should have moved to the left in the fan-shaped
body (Extended Data Fig. 7k-0).

Phase nulling. To compute the time-averaged shape of the bumpin
PFNand EPG cells, we followed previous methods". Inbrief, we (1) com-
putationally rotated each frame by the estimated phase of the bump
onthatframe, suchthatthe bump peak was at the same location onall
frames, and then (2) averaged together the signal from all frames to get
anaveraged bump, whose shape we could analyse viafits to sinusoids
(Fig. 3, Extended Data Figs. 3, 5, 8a). In this phase nulling process, we
firstinterpolated the GCaMP signal from each frame to 1/10 of a glo-
merulus, column, or wedge with a cubic spline. We then shifted this
interpolated signal by the phase angle calculated for that frame. Inboth
theellipsoid body and the fan-shaped body (Extended DataFig. e, f), we
performed a circular shift, such the signals wrapped around the edges
of the fan-shaped body. In the protocerebral bridge, we performed
this circular shift independently for the left and right bridge. For the
protocerebral bridge data, we subsampled the spatially interpolated
GCaMP ssignal back to al6-glomerulus vector before plotting the data
(Fig. 3, Extended Data Figs. 3, 5, 8a) so as to more accurately reflect, in
our averaged signals, what the actual signal in the brain looked like.

To computethe cell-averaged shape of the EPG-to-A7 synapse num-
ber across the glomeruli of the bridge in Extended Data Fig. 3, we fol-
lowed a similar protocol to the one described above for the imaging
data. We treated the EPG-to-A7 synapse number profile of each A7 cell
as the equivalent of one imaging frame, with the synapse number of
eachglomerulus theequivalent of the fluorescence intensity of asingle
glomerulus from that frame. The rest of the steps—calculating phase,
interpolation, shifting, averaging and subsampling—were the same as
those described above.

Statistics and reproducibility
We performed unpaired two-tailed ¢-tests (Fig. 5d, h, Extended Data
Fig.1h,i,1,m,7d,j) and Watson-Williams multi-sample tests (two-tailed;
Fig.5l, p, Extended DataFig. 1p, 2g, 7i, 0). See the related figures and cap-
tions for details. All experiments discussed in the paper were conducted
onceat the conditions shown; no experimental replicate was excluded.
For most experiments, data across multiple days were collected and
the dataacross days were consistent. Inimmunohistochemistry plots
(Extended Data Fig. 1a—c), two brains were imaged, but only one is
shown. Both imaged brains showed the same qualitative pattern of
staining. Note also the fly exclusion criteriadescribed in Fly Husbandry.
InFig.5d, the Pvaluesare2.7x107%,6.2x10¢and 1.5x10™* comparing
the fourth column (from left) with the first, second and third columns,
respectively. The Pvaluesare1.6 x107%,2.4 x107and 1.3 x107° compar-
ing the seventh column (from left) with the first, fifth and sixth columns,



respectively. InFig.5h, the Pvalues are1.1x107 and 9.9 x 108 compar-
ing the third column (from left) with the first and second columns,
respectively. The Pvalues are 1.5 x 10~ and 6.9 x 10"® comparing the
fifth column (fromleft) with the first and fourth columns, respectively.
In Fig. 51, the Pvalues are 7.0 x 10 ® and 2.8 x 1078 comparing the third
column (from left) with the first and second columns, respectively.
The Pvalues are 4.0 x10™*and 2.5 x 10™* comparing the fifth column
(fromleft) with the firstand fourth columns, respectively. InFig. 5p, the
Pvaluesare2.0x10°and 6.6 x10™* comparing the third column (from
left) with the first and second columns, respectively.

ForFig.1i, to test whether thehAB bump tracks theallocentric travel-
ling direction (data fall on the diagonal line) better than tracking the
allocentric heading direction (data fall on the horizonal line at zero),
we calculated the mean circular squared difference between the data
and the diagonal line versus the data and the horizontal line at zero.
The result was 106 deg? for the diagonal line and 11,807 deg? for the
horizontal line at zero, demonstrating that the hAB bump tracks the
allocentric travelling direction of the fly better than the allocentric
heading direction.

All of the sinusoidal fits throughout the paper had three free param-
eters: baseline, amplitude and phase.

For fitting sinusoids to the activity bumps shown in Fig. 3d, e and
Extended Data Fig. 3h, the left-bridge and right-bridge data were fit
tosinusoids separately because their amplitudes could vary indepen-
dently. The period of each sinusoidal fit was eight glomeruli, with the
firstand ninth glomeruli set to the same value (Extended Data Fig. 5).
Reduced x? tests were performed to test goodness of the fit. x* values
per degrees of freedom ranged between 0.17 and 0.83 for all PFN fits,
between 0.05and 0.13 for all PFR fits, and between 0.24 and 1.91 for all
EPG fits. The corresponding P values ranged between 0.53 and 0.98
for all PFN fits, between 0.98 and 0.99 for all PFR fits, and between
0.08 and 0.95 for all EPG fits. These fit results mean that we cannot
reject the hypothesis that the data are from an underlying sinusoidal
distribution of activity.

For fitting sinusoids to the tuning curves in Fig. 3k, 1,n, 0, q, r, x> per
degrees of freedom were between 0.15t01.20 giving Pvalues between
0.31and 0.93. Again, the hypothesis that these data are generated by a
sinusoidal distribution cannotbe rejected. Although the EPG amplitude
tuning curves to optic flow (Fig. 3q, r) fit well to sinusoids, the ampli-
tude parameters of the fits were very small compared with the baseline
parameters. For Fig. 3q, the amplitude and baseline parameters were
0.040and 0.73 (unit: AF/F,), respectively. For Fig. 3r, the amplitude and
baseline parameters were 0.024 and 0.76 (unit: AF/F,), respectively. By
contrast, for the PFN signalsin Fig. 3k, I, n, o, the amplitude parameters
were 0.69,0.69,0.30 and 0.33 and the baseline parameters were 0.90,
0.90,0.43 and 0.42, respectively. We thus concluded that the PFN, and
PFNgsinusoidal activity patternsinthe bridge are strongly modulated
by optic flow, whereas the EPG activity pattern is very weakly modu-
lated by optic flow.

ThedatapointsinFig.3d, e, k,I,n, 0, q, rand Extended Data Fig. 3h,
were fit to sinusoids using the method of variance-weighted least
squares. All other fits to sinusoids used the method of least squares.

For Extended DataFig. 7d, the null hypothesis is that the PFR bump
trackstheallocentric travelling direction (data fall on the diagonal line)
equally well than tracking the allocentric heading direction (data fall
onthehorizonal line at zero). We calculated the mean circular squared
difference between the data and the diagonal line versus the dataand
the horizontal line at zero for the 35 cm/s column. The result is 549
deg?for the diagonalline and 7,710 deg? for the horizontal line at zero.
Thus, the PFR bump tracks the allocentric travelling direction of the
fly better thantheallocentric heading directionin these experiments.

Modelling
We constructed a model, based heavily on the data, to test whether
the observed PFN activity profiles could provide summed input to

hAB neurons that would induce the hAB bump of activity to indicate
the travelling angle of the fly. Neurons in the model are labelled by
anangle fthatindicates their positionalong the fan-shaped body. In
reality, this angle takes discrete values corresponding to the columns
of the fan-shaped body, but, to simplify the notation, we use a con-
tinuous label here. The allocentric heading angle of the fly is denoted
by H.

The data argue that the PFN activity profiles in the bridge have a
sinusoidal shape (Fig. 3d, e, Extended Data Fig. 3) with phases locked
to the phase of the EPG bumps (Extended Data Fig. 2), and that the
projections of the PFN cells from the bridge to the fan-shaped body
result in anatomically shifted inputs to the hAB cells (Fig. 3f-i,
Extended Data Fig. 6). The phase of the EPG bump tracks the inverse
of the heading angle of the fly, H, meaning that when the fly turns
clockwise, for example, the bump rotates counterclockwise (when
looking at the ellipsoid body from the rear). (To make things hopefully
less confusing with regard to this minus sign, we flipped the orienta-
tion of the horizontal axis in some of our figures.) On the basis of
these observations, we model the PFN activity profiles in the
fan-shaped body as

PFN;(0) =A;(a; + cos(-H- 0 - gbl.)) +¢;,

where i=1, 2, 3, 4 refers to right-bridge PFN,, left-bridge PFN,,
right-bridge PFN, and left-bridge PFN, cells, and a;and c;are parameters
reflecting amplitude-dependent and amplitude-independent offsets
(thatis, meanlevels) of the sinusoidal activity patterns (Extended Data
Fig. 8). A;is the amplitude of the sinusoid for PFN,, which depends on
the egocentric travelling angle (thatis, simulated optic flow; Fig. 3j-o0).
The angles ¢ are the shifts in the PFN projections from the bridge to
the hAB cells (Fig. 3f-i, Extended Data Fig. 6). The total input to the
hAB cells, which we call hABInput(6), is given by the sum of the PFN
activities weighted by factors g; that reflect the strengths of the PFN
connections to the hAB cells:

4 4
hABInput(6) = ) gPFN.(6) = Y g(Aa;+cos(-H-0-¢)) +c).
i1

i=1

The hAB bump will appear at the value of 8 for which this summed
input is maximal, which occurs at
Zt -A;sin(¢.)
Opmax =~ arctan M -H
3L gAcos(¢)

The prediction of the modelis that this angle should be equal to the
negative of the allocentric travelling angle. Many of the parameters of
themodel donotappearinthisexpression, and the overall scale of the
g; values for the different PFN cells cancels in the above ratio. We
obtained the amplitude factors, 4;, directly from the data. For this
purpose, we could use the amplitudes measured in the protocerebral
bridge (Fig. 3j-0) with good results, but we chose instead to use the
measurements from the noduli (Extended DataFig.4a-h), whichisthe
site of the sensory input that drives the amplitude modulation of the
PFN cells. Although the noduli do not have a columnar structure and
thus canonly provide ameasure of mean activity foragiven PFN type,
wetook advantage of the fact that the mean and amplitude of the PFN
sinusoids in the bridge show virtually identical modulation (Extended
DataFig. 8) toinfer theamplitudes A,. We divided the measured ampli-
tudes by their averages across all the measured simulated motion direc-
tions for each PFN type to correct for possible expression and imaging
differences.

We set the remaining parametersin the above expression for 6,,,,in
twoways (bothresults are shownin Fig. 4e). First, we assumed that the
four values of g were the same, meaning equal weighting of the four
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PFNtypes, and we took the angles ¢y to be 45°, —45°,-135° and 135°. This
resulted in a ‘fit’ to the data that involves assumptions, but no free
parameters (Fig. 4e, red circles). To avoid these assumptions, we also
used values of these two sets of parameters extracted from a
connectome-based analysis® (Extended Data Fig. 6). On average, right
(left) PFN cells make 257.3 (260.7) synapses onto the ‘axonal’ region
of the hAB cells and 164.4 (162.7) onto the ‘dendritic’ region. Because
theseregions are 180° apart, implying a subtraction of sinusoidal sig-
nals, we took thestrengths of theseinputs tobe g, = 257.3-164.4=92.9
and g,=260.7 - 162.7 = 98. Right (left) PFN, cells synapse onto the
‘dendritic’ regions with, on average, 67.0 and 74.3 synapses, and we
used these numbers as the values of g, and g,. This assumes that there
isnoappreciable attenuation between the dendritic and axonal regions
of the hAB cells. The angles ¢, up to an overall rotation that we chose
to bring these angles in approximate alignment with the set of angles
used above, were extracted from the hemibrain data by the procedure
showninExtended DataFig. 6 and were takento be 44.5°,-41.5°,-131.5°
and 136.5°. This generated the second set of model results shown in
Fig.4e (green diamonds).

Reporting summary
Further information on research design is available in the Nature
Research Reporting Summary linked to this paper.

Data availability

Dataforall of the main figures are available on Dropbox (https:/www.
dropbox.com/sh/p8bqwavlsyl9ppv/AABz2-vda4Q3gukXqp8Ba2Gw
a?dI=0). Other data are available on request from the corresponding
author.

Code availability

The analysis code has been deposited on GitHub (https://github.com/
Cheng-Lyu/TravelingDirectionPaper_code).
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Extended DataFig.1|See next page for caption.



Article

Extended DataFig.1|Characterizing the anatomy and physiology ofhAB
cells, showing that sytGCaMP and RGECOlayield similar EPG phase
estimatesin theellipsoid body, quantifying the EPG phase tracking of the
closedloop dot, and evidence that the hAB phase tracks the fly’s traveling
directioninwalkingflies. a, At least sixteen somas are labeled by the hAB
split-Gal4 line used in this paper. By comparison, the hemibrain connectome
(vL.1) reports nineteen hAB cells*. b, GFP expression of the hAB split Gal4 in the
fan-shaped body. ¢, Same as panel b, but not showing the anti-nc82 neuropil
stain.d, hAB cells from hemibrain connectome v1.1°. €, Top, hAB GCaMP7f
signalinatethered, flying fly experiencing optic-flow (in the time window
bracketed by the vertical dashed lines) with foci of expansion that simulate the
following directions of travel:180° (backward), -120°,-60°, 0° (forward), 60°,
120°.Bottom, Phase-nulled and averaged hAB activity patternsin the fan-
shaped body, calculated from the above [Ca*] signalsinthe last 2.5s of optic
flow presentation. Population means withs.e.m.are shown.f,Same as panele,
butwith hAB sytGCaMP7fsignal. Note that the single-bump structurein the
sytGCaMP7fsignalis clearer thanthe structure in the cytoplasmic GCaMP7f
signal, whichis consistent with sytGCaMP7fbiasing GCaMP to axonal
compartments of hABs. g, Probability distributions of the difference between
the EPG phase and the bright dot’s angular position, without and with optic
flow. h, Circular standard deviation of the EPG phase - dot position
distributions, without and with optic flow. Two-tailed unpaired t-test was
performed.i, Correlations between the angular velocities of the EPG phase and
thevisuallandmark position under different conditions. The first two columns
usethesamedataasinpanelsgandh. The third and fourth columns use data
from simultaneous GCaMP7fimaging of EPG cells and PFR cellsin tethered-
flying flies with a closed-loop dot. The fifth column use data from GCaMP6m
imaging of EPG cellsin tethered-walking flies with a closed-loop bar. Two-tailed
onesample t-tests were performed against zero. P values are1.7e-3,1.3e-4,
5.3e-4,1.2e-5and 3.6e-4 comparing each column (from left to right) to zero,
respectively. Therelatively low, but significantly different from zero, r values
show that the EPG phase tracks, evenif poorly, the rotation of the landmark.
The EPG phase measured in walking experiments tracks the closed-loop
stimulus better thanin tethered flight. See Main Text for possible technical
reasons for why one would observe this difference. The fact that EPG-phase

tracking of the closedloop dotis better when we co-imaged EPG cellsand

PFR cells compared to whenweimaged EPG cellsand hABs argues that the flies’
genetic background (and thus how reliably flies perform tethered flight) can
also quantitativelyimpact these measures.j, Angular-velocity correlations of
the EPG phase and the visual landmark position under different conditions as a
function of the time-lag between the two velocity signals. Same dataasin panel
i, but datawith and without optic flow are lumped together. Correlationis
highest at290 ms, 260 ms and 375 ms for the three panels from left toright,
respectively. Thus, we used time lags 0of 275 ms (mean of 290 and 260) and 375
ms for calculating the correlationsin flight and walking experimentsin paneli,
respectively.k, Probability distribution of the angular position of the dot on
thearena.Same dataasinpanelsgand h, but datawithand without optic flow
arelumped together. We tested the uniformity of the distribution across angles
usingreduced x2 test. P valueis>0.995, meaning that we cannotreject the
hypothesis that the dot positionis not evenly distributed on the arena.

1, Circular standard deviation of the EPG phase minus the hAB phase
distributions, without and with optic flow. Same dataasin panels g, h. Two-
tailed unpaired t-test was performed. P value equals1.3e-6. m, Correlations
betweenthe EPG phase and the hAB phase. Same dataasin panelsg, handl.
Two-tailed unpaired t-test was performed. P value equals 3.9e-4.n, Data
collected fromtethered flies walking on a floating ballin complete darkness
areshowninthis paneland all subsequent panels in this figure. Sample time
series of simultaneously imaged EPG and hAB Gal4 lines. Top two traces show
[Ca*]signals. Third trace shows the phase estimates of the two bumps. Bottom
two traces show the forward velocity and sideslip velocity of the fly. Quasi-
unidirectionalwalking bouts are labeled with walking directions indicated.

o, Probability distribution of the difference between EPG phase and hAB phase
from time segments where flies were walking in three different general
directions (Methods). p, EPG - hAB phase as afunction of the egocentric
traveling direction. Gray: individual fly circular means. Black: population
circularmean and s.e.m. The sign of EPG - hAB phase deviations seen here, in
walking, are consistent with the signs observed in flight, for the same
directions of backward-left and backward-right travel. Watson-Williams multi-
sample tests were performed. P valuesare1.6e-3and 2.6e-6 comparing the 1st
and 3rd columns (from left to right) to the 2nd column, respectively.
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Extended DataFig.2|PFN,and PFN, activity bumpsinthebridge are phase
aligned with the EPG heading signal.a, Sampletrace, intethered flight
without optic flow, of simultaneouslyimaged GCaMP6émin EPG cells and
JjRGECOlainPFN4cellsreveals that the activity bumps of these two cell classes
are phasealignedin the bridge. b, Probability distribution of the EPG - PFN4
phaseintethered flight without optic flow. In this panel and throughout, the
single fly dataareinlightgray and the population meanisinblack. c,d, Same as
panelsa, b, but for GCaMP6m in EPG cells and jRGECOlain PFNv<®', e, Top three
rows, sample trace of simultaneously imaged GCaMP6é6min EPG cells and
JjRGECO1lainPFN,cellsinatethered, flying fly experiencing optic flow (in the
timewindow bracketed by the vertical dashed lines) with foci of expansion that
simulate the following directions of travel: -120°, 0° (forward), 120°. Bottom,
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circular-mean phase difference between EPG cells and PFN, cells. f, Probability
distribution of the EPG - PFN, phase under three optic flow conditions.

g, Circular mean of the EPG - PFN phase and s.e.m. under different visual
stimulus conditions. Watson-Williams multi-sample tests, P>0.66 when
comparing any experimental group with 0°. Note that we only collected a full
EPG-PFN, dual-imaging data set with optic flow (moving dots) with PFN, cells
because, forreasonsthat are not fully clear, the jJRGECOla signal was too weak
in PFN,cells to properly estimate the PFNyphase outside of the context of
stationary dots (i.e., during optic flow). Whenimaging PFN, cells with a
split-Gal4 driver and with GCaMP rather than with jRGECO1a (e.g., Fig. 3j-1), the
signalis muchbrighter.



Article

a b c d
EPG->A7 synapse # across the bridge for all 42 A7 cells Averaged EPG->A7 synapse #
A7 cells Axonal 1 - TN A A A A across the bridge
K terminalsy '\ MU\ g \ 60
1\ " ' "\
/ \ \ b /
cell A . A a8 \ /
(A7 type 5 o W/ / a\ g .
below) 2 23
g 3 7 \
S 2 / WA / { \p.o
@ Q -
N\ v g A Moa . 0
cell B 2 R > (I I I I I
(A7 type 2 0 sg] s A AWA Position in the bridge (phase nulled)
below) T
Ltfm’@z?x ~5 cells for each of 8 anatomical A7 cell types
e f g h
% Data from this paper N ‘ Data from Green et al. 2017 (ref. 15) Simulated EPG activity Measured activity
(GCaMP6m) (GCaMP8f) with one (delta function) peak per side (RGECO1a)
7 flies 11 flies 6 flies
EPG signal
iy "
cell type Input
I XN | [ ERY ENT | [ ERY RESOACCSEN INY | [ ERY RN | [ ERY J @:"nlin: - @:"nlin= - Q-
from EPGs
2 to A7s 7 flies
Synaptic 3 (larger %
counts squares 3 7/ \ ‘ 03
fromEM 4 -> more £ P { | ™
(schematized 5 synapses) = ,/ A\ / \
here) 6 8 4 h
L B Ny =
7 Output e | SEEET
8 synapses
from A7s
o o -0 = 5 flies
Predicted /I’/ \\\‘ / 1\\‘ Vi ’\\ N //x \ PFR )
sign-inverted /’ N /,' Y A\ N / \ / \\\ / 0.3 |
A7 signal | N { ' 4 y \ y \ ’
signal b 4 \\4/}] \\\// A \\\N/; t‘\ﬂ// / N/ X/

m—}\l\l\\l\\l\l\\\\l\\

Extended DataFig.3|A7 cellsare poised to help create sinusoidally shaped
activity bumpsin PFN,, PFN,, and PFR cellsin the protocerebral bridge.
Connectivity dataare based on those in neuPrint?’, hemibrain:vl.1.a, Two A7
cellsfromneuPrintreveal agradedincrease and decrease in dendritic density
acrossthebridge. b, Synapse-number matrix for detected synapses from EPG
cellsto A7 cellsinthe protocerebral bridge. Each row represents one A7 cell.
c,Same dataasinpanelb, but plottingeach A7 cell separately.d, Phase-nulled
EPG-to-A7 synapse #across the glomeruli of the bridge, averaged across all

42 A7 cells,based onthe datain panel c. The anatomical input strength from
EPG cellsto A7 cellsis sinusoidally modulated across the bridge.

e, Transforming the EPG activity patternacross the bridge (blue) into a
predicted A7 activity pattern (green, bottom row) based on the synaptic
density profilein panel c (schematized in the middle). We first calculated the
dot productbetween the EPG activity vectorand each A7 cell’s EPG-to-A7
synapse-number vector (panel c). Then, for each glomerulus, we averaged the
dot-product-output for all of the A7 cells that have axonal terminals in that
glomerulus, thus creating the predicted activity value for that glomerulus.
(Thesize of eachgreensquare here schematizes the # of synapses from
EPGcellstothe A7 cell of that typein that column; theintensity of each A7 row
indicates the expected output strength of each A7 celltype, after being driven
by the EPG signal above.) We plot the inverted, predicted activity output from
A7 cellsinthe bottomrow (green) because A7 cells are glutamatergic** and
glutamatergic neuronsin the Drosophila central nervous systemtypically

inhibit their postsynaptic targets (via Glu-Cl channels). Afterinverting the A7
activity one canthenimagine simply averaging the A7 predicted-activity row
with the EPG activity-withsomerelative weighting for the A7 and EPG curves-
togenerate the netdrive to the many downstream neurons that receive both
EPGand A7 input®, like PFN cells. Note that the EPG activity bumps are slightly
narrower than the sinusoidal fits whereas the A7 activity bumps are slightly
wider than the sinusoidal fits. f, Same as panel e, but using the phase-nulled,
averaged EPG GCaMP activity pattern from a previous study. Note although
the EPGbumpis narrower in these data from walking flies thanin panel e from
flying flies, the shape of the predicted A7 output remains similar. g, Same as
panele, butstarting with (imagined) EPG activity where thereis only oneactive
glomerulusoneachside of the bridge. Note that the shape of the predicted A7
outputremains similar to thatin panelse, f.h, Measured, phase-nulled activity
profiles from PFNy, PFN, and PFR cells. Thinlines: individual flies. Thick lines:
population average. All three activity patterns conformwell to their sinusoidal
fits (gray dashedlines) (see Methods for goodness of fit). We hypothesize that
the sinusoidal activity patternsinbridge columnar cells like PFNg, PFN,,

PFR cellsarises from the combined impact of EPGand A7 input. Inother words,
we positthat A7 cells ‘sinusoidalize’ the EPGbumpsin the bridge - thatis, they
function tobroaden and smoothen the EPGinputto the bridge, to create two
sinusoidally shaped bumpsin their recipient cells, with these bumps often
functioning as explicit, 2D vector signalsin the fan-shaped body.



>

B O L

Time-average
GCaMP7f activity

G

p 8 a a 8
L 2 g g g
H K § : ¢ ¢ ‘ i st~y
a b _
BEn 4 flies i ‘ Data from tethered,
N »f\ WAL WA e BN S s SN walking flies
Protocerebral bridge nodulus v
e 1o ‘ - =
N z score — =
\ 5 flies X
N N N
Left T . ) \f%\ d wh ok i ¥
PFN, nodulus W V ! W -
LNO | 2s
; % R Forward Sideslip
Nodul 4 lies k
PEN, - " o~ i 0.476 flies 146 flies
" " & & y 0 o . '
O Input synapses ns:j?ms "J—A\' "“\N/ fv\\f M 'NJ\\_ A .nrd\q §"a @@ \
to cell | 26 y 8 E SN 5 § o
1 = ==
® Qutput synapses - g \/"\ 28 '
from cell 5 flies i s pF;\/ - [:4 '
LNO1 A 018" ——7—y -1 .
Right LA va\ NN L 0 4 8 6 0
e ol PG / ) “‘W" PG Forward speed (mm/s) Sideslip speed (mm/s)
1 2s
m
| 1, 15j6fies - ® "6 fiies
d © 9 flies f '9 g é 1 / gé’ §
PN, K \/~ ol
Lot Syl W e P I e B <l 5o 333°L
ridge r
o 2 | 2 LNO1 TEY
z sco}'e L O =1
1900 F¢ rd ; :( 8/) S'd-al' eoed( m/s)
SpsP orward speed (mm/s) ideslip speed (mm/s)
Let WWWWWMW 3; ————— FA
bridge
9 1| o n o
Input g 0516fies 146 flies ,
O Input synapses o Sa o _ '
to cell PEN 9 flies ° s 5% ggo_...
e Output synapses o w W ‘ $ < 50.25 ﬂ 8
4 I Right w ----- ¥ og 3 1 8
rom cel bridge & 8 L = PFN &
d
L 1 I 0 -1
0 4 8 -6 0
10 flies Q 4 %_ g Forward speed (mm/s) Sideslip speed (mm/s)
SpsP i H " €97 e
Right WMMW k. WW ggé
bridge oy
1l 2 ! P iysfies qa
[ B,
(=] . ®
g h ° e N 8
7 fli B% 2505\\\ \ 58
PFNy 3 i 48
Left % " : ; w P VY B i . oJspsP «
nodulus @ 6 ®
1l 2s | 0 4 8
- 1 9l Forward speed (mm/s) Sideslip speed (mm/s)
7 flies % o
o Wﬁ% m% M M i3
Right W o duma e %
nodulus 4 r ; LA
1
i
Signals measured in the noduli Signals measured in the bridge
-52°+4° 40°+3° -53°+4° 41°+3° -55° 49° Right- Left-
. . . bridge bridge
) 92° . it N [ Left- 104° Right- Right- Left- 9
Right- Left- Left Right Right- Left- brid e\o/bridge bridge bridge SpsP SpsP
nodulus odult 9
nodulus nodulus nodulus nodulus nodulus PEN PEN PFN PEN 124°
B ~t o la la v o g
PFN, PFN PFN P NG LNO LNO 18 -116° 120°
-122° 120°
-133°+4° 129°+6°

Egocentric traveling angles with the peak physiological response from each labeled cell type (as estimated from sinusoidal fits to the optic-flow tuning curves measured in flight)

Extended DataFig. 4 |See next page for caption.
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Extended DataFig.4|LNO1and SpsP cells have [Ca*] responses that are
strongly tuned to the fly’s egocentric translation direction-inboth
walking and flying flies-with responses suggesting that these cells provide
sign-inverting input to PFN, and PFN,cells, respectively. Connectivity data
and cell-type names are based on those in neuPrint?°, hemibrain:vl.1.
a,LNO1neuronsareaclass of cells (two total neurons per side, four per brain)
thatreceive extensive synaptic input outside the central complex and provide
extensive synapticinputto PFN, cellsin the noduli, witheach PFN, cell on
average receive 131synapses from LNO1s?°. b, Mean GCaMP signalsin PFN, and
LNOl1cellsinthenodulus asafunction of the simulated traveling direction of
thefly (viaopen-loop optic flow). Dotted rectangle indicates arepeated-data
column, in this panel and throughout. ¢, Single-fly (colored circles) and
populationmeans +s.e.m. (black bars) of the average signal in the final 2.5 s of
the optic flow epoch. Sinusoidal fits shown in this panel (Methods), and
throughout.d, Each SpsP cell (two total neurons per side, four per brain)
receives extensive synapticinput outside the central complex and provides
extensive synapticinput to PFN, cellsononesside of the protocerebral bridge,
witheach PFN,cell on average receive 56 synapses from SpsP cells?. e, Same as
panelb, but mean GCaMP signalsin PFNyand SpsP cellsinthe bridge as a
function of the simulated traveling direction of the fly (via open-loop optic
flow). A closed-loop bright dot was not present on the LED display when
collecting the PFN,data. f, Same as panel ¢, but averaging the bridge signal in
panele.g, Same as panel b, but analyzing the PFN,signal in the noduli. A closed-
loop bright dot was not present on the LED display. h, Same as panel ¢, but
averaging the nodulussignalin panel g.i, The optic-flow-simulated egocentric

traveling angle at which the activity of each cell typeis strongest is depicted
withalineattheassociated angle. Note that the left-vs-right angular
differences measured inthe noduliare smaller, and closer to 90°, than the left-
vs-right angular differences measuredin the bridge. This difference mightbea
purposeful shiftin optic-flow tuning related to the use of orthogonal and non-
orthogonal PFN axes under different behavioral contexts (see Supplementary
Text) and/or originate from differencesin how SpsP cellsin the bridge and
LNO1 cellsinthe nodulibalance optic-flow with proprioceptive/efference-copy
inputs to generate their signals.j, Data collected from tethered flies walking on
afloating ballin complete darkness are shownin this panel and all subsequent
panelsinthis figure. Mean PFN, GCaMP signals in the bridge as afunction of the
fly’s forward speed.k, Right-minus-left PFN, GCaMP signalsin the bridgeasa
function of the fly’s sideslip speed. I-m, Same as paneljand k, but analyzing
LNO1signalsinthe nodulus. n, 0, Same as paneljand k, but analyzing PFN,
signalsinthe bridge. p—q, Same as panel j, k, but analyzing SpsP signalsin the
bridge.Inpanelb, e, g,j—q, thinlines represent single-fly means and thick lines
represent population means. Note that PFN, and LNO1 cells have sign-inverted
responses, and that PFN,and SpsP cells have sign-inverted responses. The
response signs to optic-flow simulating the fly’sbody translating forward and
leftward (rightward) in flight are the same as the signs of responses to the fly
walking forward and side-slipping leftward (rightward) when walking. Thus,
these data are consistent with all these neurons being sensitive to the fly’s
egocentric translation direction, as assessed via optic flow (dominantly) in
flight, and via proprioception or efference-copy (dominantly) in walking.
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Extended DataFig. 5| Multiple, functionally relevant ways ofindexing
angles across the protocerebralbridge. Connectivity dataand cell-type
names are based on those in neuPrint?°, hemibrain:vl.1.a, The previously
described mapping between EPG dendritic locationsin theellipsoid body and
axonal-terminal locations in the bridge*. Numbers ordered based on the
location of each EPG cellin theellipsoid body. b, EPG cells divide the ellipsoid
bodyinto16 wedges, each22.5°wide. Eachglomerulusin the bridge inherits its
angle, in our analysis here, based onthe EPG projection pattern shown in panel
a.Theanglesof the outer two bridge glomeruli-which do not receive standard
EPGinput, but only EPGtinput?**-were inferred to have angles equal to the
middle two glomeruli (0° and 22.5°, respectively) based on how other cell types
(e.g., PEN cells) innervate the bridge, as discussed in past work™. This angular
assignment maintains a45° step size between adjacent glomerulioneachside
ofthebridge, which seems natural due to symmetry considerations. (Note
that EPGt cellsmap from the ellipsoid body to the outer two glomeruliof the
bridge witha small angular offset compared to the patternset up by the

EPG cells that target the central 16 glomeruli-as reported by other studies®®-a
caveatthatslightly complicates our angular assignments; however, EPGt cells
receive extensive axonal inputin the bridge that has the potential to align their
outputsignals with therest of the bridge system.) Glomeruliare numbered1to
18 fromlefttoright, to aid the comparisons made below. ¢, Two A7 cells from
neuPrint (and past work®) reveal that the axonal terminals of each A7 cell are
8-glomeruliapart (#5->#13 for cell A and #2~>#10~#18 for cell B). This anatomy
arguesthatany two glomeruli8 apart, such as #5and #13, will experience A7
output of equal strength. Compelling physiological evidence for this
statementis availablein the [Ca®'] signals of the PEN2 (equivalently, PEN_b)
columnar cell class in the bridge, whichis astrong anatomical recipient of A7
synapses?® and shows [Ca*"]activity across the bridge—-clearly dissociable from
theactivity in EPG cells-with consistently equal signal strength at glomeruli
spaced 8 apart, perfectly following the A7 anatomical prediction (orange trace
inFig.3d and data pointsin Extended DataFig. 2i from ref.*). Note that in the
EPGindexing, showninpanelb, glomeruli#5and #13, as examples, have
angularindices thatarenotidentical, but differ by 22.5°.d, Angles assigned to
eachbridge glomerulus based on the A7 axonal anatomy. Because the A7
outputanatomy requires that any two glomeruli 8 apart, across the whole
bridge, havethe same angularindexassignment, thisresultsin asituation
where allneighboring glomeruli have angular assignments that are separated
by 45°. Note that almost all neighboring glomeruliare separated by 45°in the
EPG mappingas well, except that, critically, in the EPG mapping the middle two
glomeruliare separated by only 22.5°. This discontinuity isnot evidentinthe
A7 output. Tocreate anangularindexing of the bridge for A7s that
accommodates the anatomical constraints just described-i.e., one that
incorporatesanadditional 22.5°in the bridge representation of angular space

and thus ‘erases’ the EPG discontinuity-we shifted the angularindex for each
glomerulusontheleft bridge leftward by 11.25° relative to the EPG indexing
and we shifted the angularindex for each glomerulus on theright bridge
rightward by 11.25° relative to the EPG indexing. e, The EPG indexingin panels
a,bpredictsthat EPGactivity inthe left bridge (#2-#9) will be left-shifted by
22.5° compared to EPG activity in the right bridge (#10->#17).Indeed, when we
overlapped theleft-and right-bridge EPG signals we found the two curves are
detectably offset fromeach other. f, To quantify the data from panel e, for each
imaging framein which the fly was flying, we calculated the phase of the EPG
bumpintheleftandright bridge separately (viaa population-vector average)
and took the difference of these two angles (black bars: population mean and
s.e.m.). We then averaged this angular difference across all analyzed frames for
thesamefly. For EPG cells, this angular difference should be -22.5°if it follows
the EPGindexingin panelbanditshould be 0°ifthe activity follows the A7
indexingin paneld. Across apopulation of 9 flies, we found the angular
differenceis closeto-22.5° butshifted toward 0° by 4.6°, consistent with the
factthat the EPG signalitselfreceives strong anatomical input from the A7s and
thus could be modulatedinits shape to follow the A7 indexing, in principle?. It
seems that the A7 feedback to EPG cells reshapesits signal, butincompletely.
g, h,Sameas panel e, but analyzing the PFNyand PFN, activity in the bridge.
Because PFN cellsonly innervate the outer 8 glomeruliin each side of the
bridge (unlike EPG cells, which innervate the inner 8), we compared glomeruli
#1>#8intheleft bridge overlapped with glomeruli #11>#18 in the right bridge
here (the middle two glomeruli contain no signal for PFN cells). i, Same as panel
f,butanalyzing the PFN and PFN, activity in the bridge. Black bars: population
meanands.e.m. Note that because PFNyand PFN, cellsinnervate (and thus we
canonly analyze) the outer 8 glomeruli of the bridge, the angular differencein
phase estimates between the left-and right-bridge activity should be +67.5°if it
follows the EPG indexing (panel b) and +90°ifit follows the A7 indexing (panel
d). Wefound that the average angular differenceinboth PFNyand PFN, cellsis
intermediate between +67.5° and +90°, consistent with PFNs receiving
functional inputs from both EPG cellsand A7 cells. We use the angular offsets
measured in this panel as the basis for slightly adjusting the PFNyand PFN,
angularindicesinthe bridge to anintermediate value between the EPGand A7
indexing options, described above. We believe that this approach represents
the most careful way to combine the known anatomy and physiology to
determine the azimuthal angle thateach PFN cell signals withits activity in
driving the hAB neurites in the fan-shaped body, which we analyze in the next
figure.j, Angles assigned to each bridge glomerulus for PFN,cells, based on the
EPGindices from panel b and the physiologically determined adjustment
required, based on the measurementsin paneli.k, Same as panelj, but for
PFN, cells.
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Extended DataFig. 6 | Computing the angular shiftimplemented by the
PFN-to-hAB connections. Connectivity dataand cell-type names are based on
thoseinneuPrint?®, hemibrain:vl.1.a, The anatomical angle of each PFN, cell is
indicated based on which glomerulusitinervatesin the protocerebral bridge,
using theindexing described in Extended Data Fig. Sk.b, Same as panel a, but
for PFNycells, using the indexing described in Extended DataFig. 5j.

¢, Synapse-number matrix for detected synapses from PFN, cellstohAB cellsin
the fan-shaped body. Note that the two stripes in the heatmap represent

PFN, cells synapsing onto the dendritic regions of hAB cells. d, Same as panelcc,
but for synapses from PFN4 cells to hAB cells. Note that two of the five stripesin
the heatmap represent PFN, cells synapsing onto the dendritic regions of

hAB cells, whereas the other, brighter, three stripes represent PFN, cell
synapsingonto the axons of hAB cells. The average # of synapsesthateach hAB
compartment (axon vs. dendrite) receives from PFN cellsisindicated on the
bottom. e, Because hAB cells are postsynaptic toboth PFN,and PFN, cells that
projecttothe fan-shaped body from both sides of the bridge (panelsc, d), each
hAB cell canbe assigned an anatomical angle in four potential ways. To
calculate the angle foran hAB cell throughits connection with the left-bridge
PFN, cells, for example, we averaged the anatomical angles of all the left-bridge
PFN, cells that connect to the hAB cell in question, weighted by the number of
synapses fromthat PFN, cell to the hAB cell. f, The anatomical angle of each hAB
cell calculated based onits monosynapticinputs fromleft-bridge PFN,s using
the method described in panel eand datain panel c.g, Same as panel f, but
calculations were made with right-bridge PFN, inputs tohAB cells. h, Same as
panelf, but calculations were made with left-bridge PFN4inputsto hAB cells,
using only the synapses formed on the axonal terminals of hAB cells. (We test
theimpact of this assumption-of complete functional dominance of PFN4

axonal synapses to hAB cells-below.) i, Same as panelf, but calculations were
made with right-bridge PFN,inputs to hAB cells, using only axonal synapses.
j,ForeachhABcell, we calculated the angular difference between the mean
left-bridge PFNyinput and the meanright-bridge PFN,inputs (i.e., the
difference between data pointsin panels hand i) and we plot a histogram of
those values. k-m, Same asjfor the cell typesindicated.n, The anatomically
predicted angles for the coordinate axes of the four PFN vectors, as projected
tothe fan-shaped body andinterpreted by hAB axons and dendrites, calculated
by averaging the histogram valuesin panels j-m, respectively. 0, Same as panel
n, butincludingall synapses from PFN to hAB cells, not just the axonal ones as
inpanel n. We weigh dendriticand axonal synapses by PFN, to hAB cells equally
inthe panel e calculation. Note that the angles between four coordinate-frame
axes donotchange very muchwhenalsoincluding the dendritic synapses from
PFN4to hABcells, likely because they are less numerous than the axonal ones
and theimpactofthe dendritic angles also seemto cancel outin their net effect
(compare panelsoandn). p, Same as panel n, but using the EPG indexing from
Extended DataFig.Sinstead of the adjusted PFN, and PFN,indexing. Note that
the EPGindexing makes the front angle between the left- and right-bridge PFN4
axessmaller. The sameis true for the back angle between the left-and
right-bridge PFN, axes. q, Same as paneln, but using the A7 indexing from
Extended DataFig.5instead of the PFN,and PFNyindexing. Note that the A7
indexing makes the frontand back angles broader than 90°, when usedin
isolation. This analysis suggests that EPG and A7 inputs to PFNs are perfectly
weighted to create axes thatare orthogonalin our experimentsin flying flies
and alsoraise the possibility that orthogonality of this 4-vector system can be
dynamically modulated via changing the weights of EPG and A7 inputs to PFNs
(see Supplementary Text).



Article

a c Optic flow velocity: 35 cm/s . d

Protocerebral 17.5cm/s 35cm/s | 70 cm/s

PFR EPG pridge e

. . ? | " ‘ i :z:

\ g g A g ] 8 el 18049 flies 13 flies ’)‘- :

) v £9 =

i : &g 89

v g0 5 L

O ol % L

Ya 2 L

3

o
b

H

/‘ Ellipsoid body (

O Input synapses to cell
® Qutput synapses
from cell

lextax] lextan] st
Simulated egocentric traveling direction

AF/FO

b

0
©
=
a

phase 180 9 fiies 13 flies

mle fy
EPG > PFR > T i1
GCaMPTf GCaMPT7f

PFR phase (deg.)
o

wingbeat wingbeat EPG - PFR Rotation

amplitude amplitudephase (deg.) (deg.)

P o R . .
o B -180 2
! s T B it it Bl ; .
jogm 12580 MW% ) W W % i W““‘ l - 180 0 -180180 0 -180 180 0 -180
o i ) 4 R 4 ) ) R
= 110 T 43! Wi ﬂ‘,bﬂi ] LS LA N ] Inferred allocentric traveling direction (deg.)
f g
EPG, PFR > GCaMP6m
Sample # 1 Sample # 2 Sample # 3 h i ]
Forward walking PR T g > 1 p<005
or standing > " 20 50
| i ki
T RRRTT W Ot 1 | SR (| 0025 Bflles  WAKNG o .=
" W PR gy ey > 1 ; o <
([ R g i 28 i
T % e
\» | I el norm. ;8 i S 0 == 52025
‘ - * e AL SN o rFr0 S i £e 32 | F
5. 180 : NG g T oy 8 J M £3 £s
3 @’ Seamyemernt EPG phase 0 : E o o
fpes 3 5s 5s : & -180 0 180 -
LA Pt 8 AT A =% Amswew PFRphase EPG - PFR ohase (d n 3 3 n 3 3
& '§ @ 1 M ‘V 1 lﬂ 1 ‘l 1 \',‘ — G- phase (deg.) walking standing walking standing
£ }‘ \ | [} walking
S5E e WU R B S 0
I standing
k | n ' o
EPG, PFR > GCaMP6éf, LC16 > CsChrimson lighton o p <26
- . Sample 2D trajectory Iig:t on “g:t [ — — 180
riggere: 2 ~
backward walking > o4 ez 1 — 5P
start of o_, S E O N cT 3
traj. ' H E 22 o
/ inia 0 -15 X backward S E ED 0
/ e . i £ 5
g i ST S04 g o 207 walking ZE :_; 3 %
(@ St ol gx
I\ A P SE 39 58
A 2 ) 2
A /  emcRNT0 ? ;200 1 “wstepping to A
7 2mm § -0 2o o x50 the left SE _180
A B8 o] | T3 olwA - )
fonten €] - Vg £g ntrials) 25 10
- ) N a @-180 w i left right
# & - heading direction EPG phase wg two phases IR backward backward
PFR phase separate & _g

Extended DataFig.7|See next page for caption.



Extended DataFig.7 | PFR neuronstrack avariable similar to allocentric
traveling directionin walking and flying flies. a, Schematics of two example
EPG cells, two example PFR cells and two example hAB cells, which are the
anatomically dominantinput to PFRs. b, Sample GCaMP7f frames of the EPG
bumpintheellipsoid body and the PFRbumpin the fan-shaped body. ¢, Top,
EPG (blue) and PFR (purple) GCaMP7fsignalin atethered, flying fly
experiencing optic-flow (in the time window bracketed by the vertical dashed
lines) with foci of expansion that simulate the following directions of travel:
180° (backward),-120°,-60°, 0° (forward), 60°,120°,180° (backward;
repeated data). Third row, EPG and PFR phases extracted from the above [Ca®']
signals. Fourthrow, circular-mean phase difference between EPG cells and

PFR cells. Bottom two rows, average of left-minus-right and left-plus-right
wingbeat amplitude. Single fly means: light gray. Population means: black.
Dottedrectangleindicates arepeated-datacolumn.d,EPG-PFRphaseasa
functionoftheegocentric traveling direction simulated by the optic flow, at
three different speeds. Circular means were calculated in thelast 2.5 s of optic
flow presentation. Gray: individual fly circular means. Black: population
circularmeanands.e.m. Dotted rectangleindicates arepeated-datacolumn.
(See Methods for how we calculate the optic flow speed.) Note that the data
points deviateslightly from the unity line inamanner that means that the PFR
phaseisslightly shifted away from the traveling directionindicated by the optic
flow and toward afrontal heading direction. The hAB datain Fig.1h does not
show this deviation from unity. We performed two-tailed one-sample t-tests
against the diagonalline for data pointsin the +60°and +120° columns for the
35cm/sdatafromPFR cells here and the 35 cm/s datafrom hAB cells in Fig. 1h.
Forthe PFRresults ontheleft of paneld, P values are 4.7e-5, 4.7e-5, 5.4e-4 and
9.1e-3for the -120°,-60°,+60° and +120° columns, respectively. For the hAB
resultsinFig.1h, P valuesare 0.39,0.88,0.058 and 0.44 for the -120°,-60°,
+60°and +120° columns, respectively. e, PFR phase as afunction of the inferred
allocentrictraveling direction, calculated by assuming that the EPG phase
indicatesallocentric heading direction and adding to this angle, atevery
sample point, the optic-flow angle. Gray: individual fly means. Black:
population mean.Inpanels dand e, datafrom the middle column (35cm/s) were
thesameasin panel c.f, Tethered, walking, [Ca®']-imaging setup with abright
bluebar that rotatesinclosed loop with the fly’s turns. g, Sample time series of

simultaneously imaged EPG and PFRbumpsinatethered, walking fly. Top two
traces show [Ca?'] signals. Third trace shows the phase estimates of the two
bumps. Bottomtrace shows the forward speed of the fly. h, Probability
distributions of the EPG - PFR phase in walking and standing flies. Thin lines:
single flies. Thick line: population mean.i, Circular mean of the EPG - PFR
phaseinwalking and standing flies. Watson-Williams multi-sample tests,
P>0.63 when comparing any experimental group with 0°. Gray dots: single fly
values. Black bars: population means +s.e.m.j, Same as panel i, but plotting
circular standard deviation. Two-tailed unpaired t-tests were performed.
Pvalue equals 0.042.k, Tethered-walking setup where we used a 617 nm LED
focused onthe center of the fly’s head to optogenetically trigger backward
walking viaactivation of LC16 visual neurons expressing CsChrimson*
(Methods).1, Anexample 2D trajectory of optogenetically triggered backward
walking. Anarrowisshownevery ~0.1seconds. Red arrows indicate backward
walking during the red-light pulse; blue arrows indicate the 1.2 s before the red
light turned on.m, Left, time series of EPG (blue) and PFR (purple) bumps and
phase-estimates from the trajectoryin panell. Right, time series of forward
velocity, sideslip velocity and the difference between the PFR and EPG phasein
thetrajectory shownin panell. The AF/F heatmap rangeis more compressed
herethaninother plots because the PFR signal strength typically dips when the
flyinitiates backward walking (a phenomenon whose mechanism we have not
yetexplored). Nevertheless, clear moments where the PFR phase separates
fromthe EPG phase are evident, even after the PFR signal strength has
recovered, inthis sampletrace (andin others).n, Time series of the mean
forward velocity, meansideslip velocity and the circular mean of the difference
betweenthe PFR and EPG phase during backward walking, grouped by
optogenetic trialsin which the fly walked to the back left (left panel) or to the
backright (right panel). The sign of PFR-EPG phase deviations seen here, in
walking, are consistent with the signs observed in flight, for the same
directions of backward-leftand backward-right travel. Thinlines and gray dots:
individual trials. Thick line and black dot: population mean (circular mean for
bottomrow). o, Circular mean and s.e.m. of the peak EPG - PFR phase during
triggered left-backward and right-backward walking bouts (0.6 sto 1.4 s after
the dashed linesin panel n). Watson-Williams multi-sample tests were
performed and P value equals1.6e-6.
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Extended DataFig. 8| Response-tuningin PFN, PFRand hAB neuronsto the
translationspeed indicated by our optic-flow stimuli. a, Top row: same
optic-flow tuning curves asin panel b, plotted twice (left and right). Bottom
row: phase-nulled PFN,GCaMP activity across the bridge, averaged in the final
2.5softheoptic flow epoch. We show responses to optic flow simulating
traveling backward at four different speeds (left) and responses to optic flow
simulating forward travel at four different speeds (right). The mapping
betweenbridge [Ca®'] signals and data points in the plots in subsequent panels
isindicated (arrows) for afew example points, using measurements from left-
bridge PFN, cells, as an example. How we calculate the mean and amplitude of
eachbumpisschematized.b, The population-averaged amplitude of the
phase-nulled left-bridge PFN4 [Ca*"]activity in the final 2.5 s of the optic flow
epoch, plotted asafunction of the egocentric traveling direction simulated by
the optic flow. The translational speed of optic flow increases across the four
columns, fromlefttoright. Gray lines: sinusoidal fits. S.e.m. are shownin this
paneland throughout. c, Same as panel b, but analyzing the right-bridge PFN,
activity.d, Same as panel b, but analyzing the left-bridge PFN, activity. e, Same
as panel b, butanalyzing the right-bridge PFN, activity. f, Same as panel b, but
analyzingthe hAB activity in the fan-shaped body. g, Same as panel b, but
analyzing the PFRactivity in the fan-shaped body. h, Same as panel b, but
analyzingthe hABactivityinthe fan-shaped bodyin non-flying flies.i, Same as
panel f,but withamore zoomed-iny-axis. j, Amplitude of the four sinusoids in
panelbtoindicate how PFN4responses, overall, scale with optic-flow
translation speed. k-m, Same as panelj, but for the plots and cell type shown to
theleft. Note that the amplitudes of the PFN sinusoidal activity patterns are not

onlyscaled by the traveling direction angle (panels b-e), but also by traveling
speed (panels j-m). These plots make sense as a way to quantify the amplitude
of sinusoidally modulated responses, like those of PFNs, but we also show, for
completeness, the results of the same analysis for hAB and PFR cells, where this
way of quantifying forward-speed tuning makes less sense.n, Mean of the four
sinusoidsin panel ftoindicate how hAB responses, overall, scale with optic-
flow translation speed. 0, Same as panel n, but for the PFR plots shown to the
left. p, Same as paneln, but for the hAB plots shown to the left. Note that
response-scaling with speedin hAB and PFR cells was not consistent across all
traveling directions (panels f-h). The fact that the speed tuning of hAB cells
remains nonuniformacrosstraveling directionsin non-flying flies (panel h)
suggests that this nonuniform tuningis not entirely due to an efference copy/
proprioceptive signal being mismatched withbackward optic-flow directions
intethered flight, though the interpretation of this nonuniform tuning will
need toberesolved in future work. q, Same as paneln, but for the hAB plots
showntotheleft.r,Same as panel b, butanalyzing the mean (rather than the
amplitude) of the left-bridge PFN4[Ca®'] activity patterns. Gray lines: same
sinusoidal fits from panel bwith a vertical offsetand ascale factor thatis
constantacross all four speeds. The fact that our amplitude fits from panel b
alsofit the meanresponses shown here well supports the hypothesis that the
headinginputandthe optic-flowinput to PFN cells areintegrated
multiplicatively (see Methods). s-x, Same as panel r, but analyzing the cell type
indicated ontheleft side of the figure, for each row. See Methods for how the
optic-flow speed was calculated.
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Extended DataFig.9|The neural circuit described in this paper
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a, Schematic of the computationimplemented in the Drosophila central
complex. Traveling-direction signals referenced to the body axis (i.e., optic
flow signalsin SpsPand LNO1 cells, whichindicate the egocentric traveling

Position of a stimulus Position of the eye

on the retina in the eye socket

N rd

Conjunctive / “mixed-selectivity” signals
area 7a neurons

v

Position of a stimulus
relative to the head

Zipser & Andersen (1988) (ref. 1)

angle, green) are converted into traveling-angle signals referenced to cuesin
theworld (i.e., the hAB bump position, whichindicates allocentric traveling
angle, red). b, Schematic of a very similar computation hypothesized to take
placein monkey parietal cortex.
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Extended DataFig.10| A traveling-direction signal computed via optic
flowisrobusttochangesintheyawangle ofthefly’shead.a, Aflyflying
straight with the head aligned to the body axis. EPG and hAB signals are aligned
intheellipsoid body and fan-shaped body, respectively. b, Afly flying straight
forward with the head rotated 20° to the right. The EPG bump-assuming the
EPGbump positiontracksthe fly’s head (rather than body) direction-will
rotate 20° counterclockwise. The hAB bump, however, will remain pointingin
the same allocentric traveling direction because the net effect of the EPG bump
rotating 20°in one direction and the ego-motion signal from optic flow (not
represented in the diagram) rotating 20°in the opposite directionis that the
PFR/hABbump stably indicates the same traveling direction throughout.
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