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Abstract: Qualitative and quantitative analysis of seismic waveforms sensitive to the core-mantle
boundary (CMB) region reveal the presence of ultralow-velocity zones (ULVZs) that have a strong
decrease in compressional (P) and shear (S) wave velocity, and an increase in density within thin
structures. However, understanding their physical origin and relation to the other large-scale struc-
tures in the lowermost mantle are limited due to an incomplete mapping of ULVZs at the CMB. The
SKS and SPdKS seismic waveforms is routinely used to infer ULVZ presence, but has thus far only
been used in a limited epicentral distance range. As the SKS/SPdKS wavefield interacts witha ULVZ
it generates additional seismic arrivals, thus increasing the complexity of the recorded wavefield.
Here, we explore utilization of the multi-scale sample entropy method to search for ULVZ struc-
tures. We investigate the feasibility of this approach through analysis of synthetic seismograms
computed for PREM, 1-, 2.5-, and 3-D ULVZs as well as heterogeneous structures with a strong
increase in velocity in the lowermost mantle in 1- and 2.5-D. We find that the sample entropy tech-
nique may be useful across a wide range of epicentral distances from 100° to 130°. Such an analysis,
when applied to real waveforms, could provide coverage of roughly 85% by surface area of the
CMB.

Keywords: ultralow-velocity zone; core-mantle boundary

1. Introduction

The core-mantle boundary (CMB) separates the heterogeneous solid mantle from the
nearly homogeneous liquid outer core. The shear (S)-wave velocity, and density contrast
at the CMB is the largest in the Earth’s interior and exceeds that of the Earth’s surface [1].
Additionally, a significant amount of heat flows from the core to the mantle creating a
thermal boundary layer at the bottom of the mantle [2,3]. This unique setting hosts a wide
variety of lower mantle phenomena and features, as depicted in Figure 1, including the
following: core-mantle interaction, chemical segregation and phase transition of minerals,
presumed remnants of subducted slabs, possible reservoirs of primordial material, for-
mation of deep mantle plumes, and directional dependence (anisotropy) of material prop-
erties indicative of mantle flow [4]. The study of lateral variation of seismic properties
near the CMB is crucial to improve our understanding of the ongoing processes and dy-
namics of the Earth’s interior and their link to the formation and evolution of the planet.
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Figure 1. Schematic illustration of lowermost mantle structures and their sampling due to SKS and
SPdKS waveforms. SKS and SPAKS ray paths are drawn with source-side P-diffraction (cyan color
lines) at the CMB at 110° and 130° epicentral distances.

Seismological studies show heterogeneities in the lowermost mantle over a range of
length scales. At the largest length scales, the lowermost mantle is dominated by conti-
nental sized low velocity features beneath Africa and Pacific [5,6-10]. These features are
widely known as large-low shear velocity provinces (LLSVPs) as they were first consist-
ently observed in S-wave velocity models. The LLSVPs are surrounded by higher velocity
structures that are usually interpreted as relatively cold slab material [11,12-14]. The ex-
istence of these LLSVPs has generally been agreed upon between the various global S-
wave tomography models, but there exist primary differences in the small-scale details
within these structures [15]. More recently, P-wave tomographic inversions have also
demonstrated large scale P-wave velocity reduction coincident with LLSVP locations
[6,16]. Hence, in this paper, we refer to all such regions as large low-velocity provinces
(LLVPs).

Seismic heterogeneities at the shortest and medium-length scale (on the order of 10s
to 100s of km) are below the resolution limit of global tomographic approaches. However,
with increased high-quality data and new measurement techniques, the ability to resolve
structure in the lowermost mantle structure has significantly improved in the last two
decades. As a result, shorter-length scale heterogeneities have been imaged [17,18-20].
One of the most prominent features that cannot be detected in seismic tomography are
ultralow-velocity zones (ULVZs). Although an exact definition of what constitutes a
ULVZ is currently lacking, these features are commonly described as being thin (typically
less than 40 km) with strong decreases in S- (up to 50%) and P- (up to 25%) wave velocities,
with an associated increase in density of up to 30% [21]. Size constraints on ULVZs are
typically lacking, but they may span a wide variety of length scales from a few 10s of km
[22-24] up to several hundred km [25-27]. Although ULVZ structures are small, the study
of their physical origin is likely essential for understanding the chemical and dynamical
processes in the lowermost mantle, and their link to large-scale mantle structures [28,29].
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However, most of the CMB region remains unexamined in terms of ULVZs, and their
interpretation is generally based on ULVZs found in limited locations.

ULVZs were first detected using the SPdKS seismic phase (Figure 1). SPdKS is a seis-
mic phase similar to the SKS arrival but contains additional legs of P-wave diffraction
along the mantle side of the CMB [30,31]. After the initial discovery of ULVZs using
SPdKS, a wide variety of seismic probes have been used to image ULVZ structure. For
example, pre- and post-cursors of core-reflected arrivals such as (1) PcP—a P-wave re-
flected from the CMB [32,33], (2) ScP—a S-wave converted to P and reflected back from
the CMB as P [34,35], (3) ScS—a S-wave reflected from the CMB [27,36], (4) pre-cursors to
the core-refracted arrival PKP—a P-wave passing through the outer core [22,37,38], (5)
post-cursors to SKS—a S wave passing through the outer core as P [39], (6) post-cursors
to the core-diffracted Sdiff arrival —a S wave diffracted along the mantle side of the CMB
[40,41], (7) slowness deviations to the core-diffracted Pdiff arrival —a P wave diffracted
along the mantle side of the CMB [42], and (8) slowness deviations to CMB diffractions of
the core-refracted P-arrival PKKPuit [43]. Nonetheless, ULVZ locations and their proper-
ties seem to depend on the type of data analyzed due to their differing sensitivity and
resolving power. For example, Thorne and Garnero [44] infer ULVZs in a wide region
near the west Pacific using SPdKS waveforms, but Idehara, Yamada and Zhao [23] only
found ULVZs in a subset of this region using higher frequency ScP and PcP waveforms.
Similarly, Cottaar and Romanowicz [25] indicated the presence of a large ULVZ beneath
the central Pacific using long-period Sdiff waveforms, where Luo et al. [45] did not find
ULVZ evidence using higher frequency PKP waveforms. Additionally, Vidale and Hedlin
[46] inferred ULVZs beneath the Southwest Pacific from the presence of strong PKP pre-
cursor arrivals, whereas Garnero and Vidale [34] did not find ULVZs in this location using
ScP waveforms. These examples illustrate that ULVZ locations are still poorly resolved
and that different types of data used have different sensitivity to the underlying struc-
tures.

In addition to the ULVZ locations, ULVZ parameters (thickness, velocity, density,
and shape) are also poorly understood due to non-uniqueness resulting from trade-offs
between ULVZ parameters [47,48]. Traditionally, ULVZ parameters are estimated by for-
ward waveform modeling of core-reflected and core-diffracted waveforms [25,49-51]. In
this approach, ULVZ thickness and velocity reductions are approximated based on the
observation of pre- and post-cursors. Then, waveforms are simulated for 10s to 1000s of
ULVZ models to find a model that best explains the observed features. However, identi-
fication of these additional pre- and post-cursors due to ULVZs is challenging, particu-
larly when pre- and post-cursors are weak, and the wavefield interferes constructively
and/or destructively, resulting in unexpected features in the waveforms. This may be the
reason that forward waveform modeling of, for example, long-period SPdKS waveforms
show poor fit with those observed at longer epicentral distances, although most of the SKS
signal at shorter epicentral distances fits well [51,52]. Such a poor fit may also be due to
the long-period noise present in the data and/or 3-D wave front healing effects not present
in the modeling. Fully non-linear Bayesian waveform inversion would be the best alter-
native method that provides rigorous parameter values and their uncertainties by balanc-
ing the trade-off between misfit and model complexity [24,48,53]. However, Bayesian in-
version has not yet been computationally feasible for 2-D and 3-D modeling of ULVZs.

Many previous studies have interpreted ULVZs as a partial melt of the lowermost
mantle material [54,55] based on a 3:1 ratio of S- to P-wave velocity perturbations. This
partial melt explanation is attractive in light of a possible correlation between ULVZ loca-
tions and the surface locations of hotspot volcanism [56]. This interpretation becomes chal-
lenging for ULVZs that are detected at high-velocity regions of the lowermost mantle
[52,57-59], where temperatures are assumed to be far lower than that in the LLSVPs, yet
partial melting of mid-ocean ridge basalt (MORB) material in downwelling slabs may ac-
count for such observations [60]. Other mechanisms such as the existence of iron-rich fer-
ropericlase, (Mg,Fe)O, can also explain an increase in density and a decrease in velocity
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[61,62] as well as to contribute to the observed lower mantle anisotropy [63,64]. It has also
been argued that iron-enriched post-perovskite can explain such features [65]. Yet, it is
unclear whether post-perovskite is stable at the lowermost mantle pressure and tempera-
ture conditions. Other studies suggest that ULVZs can be due to products of chemical
reaction between the silicate mantle and Fe-rich core [66,67] which could also create a thin
core—mantle transition zone (CMTZ) [68], slab-derived materials [69,70], and the remnants
of Earth’s early differentiation [53,71]. Evidence has also been put forth that light sedi-
ments accumulating under the CMB, called core-rigidity zones (CRZs) may also account
for some of the seismic observations [66,72]. Thus, the physical origin of ULVZs is still
unknown, and a single mechanism may not explain all the observed ULVZs.

In summary, ULVZs are poorly known in terms of their location, their seismic prop-
erties and uncertainties, and consequently their physical origin. In order to better under-
stand the physical cause of ULVZs and their possible link to the large-scale structure and
dynamics, we need to investigate ULVZs in a wider region of the CMB. Previous studies
have examined nearly 17% by surface area of the CMB out of which approximately 10%
of the CMB locations contained ULVZs [21]. Recently, Thorne et al. [58,59] used a global
dataset of SPAKS waveforms and analyzed a subset of these data in the distance range
from 106° to 115° in search of highly anomalous SPdKS waveforms. This limited distance
range sampled roughly 57% of the CMB area, and they identified several new possible
ULVZ locations such as beneath North Africa, East Asia, and north of Papua New Guinea
demonstrating that between 10 and 20% of the CMB area may contain ULVZs. These stud-
ies focused on finding evidence from some of the most pronounced SPdKS seismic wave-
form anomalies. Yet, these anomalies are not as readily identified in recordings at larger,
or shorter, epicentral distances. Furthermore, ULVZs may be associated with more subtle
waveform features that were not considered in those studies.

In this study we explore an alternate method to characterizing ULVZ existence that
may have sensitivity at a wider epicentral distance range than utilized in Thorne et al.
[58,59]. In this paper, we measure the waveforms complexity assuming that as the seismic
waveform interacts with ULVZ structure, the ensuing scattering of seismic energy leads
to a more irregular waveform. Here, we estimate waveform complexity by measuring the
multi-scale sample entropy (MSE) of the time series [73,74]. The method is based on the
sample entropy (SE) approach first introduced by Richman and Moorman (2000) but is
computed at different decimating factors (defined as scale). For a fixed scale, waveforms
with higher complexity produce a higher value of sample entropy, while signals with a
higher degree of regularity (i.e., lower complexity) yield lower values of entropy. This
approach has been regularly applied in health sciences to discriminate between states of
health in individual. For example, measurements of irregularity in an individual’s heart
beat could be an indicator of poor heart health [74-77]. However, variations of the SE ap-
proach have been applied in a wide variety of settings such as in analyzing climate data
[78] and structural health monitoring of buildings [79]. To our knowledge, this approach
has not yet been applied to seismic data to characterize waveform complexity.

In the case of seismic data, waveforms in the SKS/SPdKS time window display a de-
crease in the degree of regularity when the structures sampled by these arrivals deviates
from the reference 1-D Earth model [1]. Therefore, the SE of waveforms that sense lower
mantle structure have higher complexity due to responses that appear to be more scat-
tered or less ordered than low complexity systems such as 1-D Earth model. In this paper,
we assess the feasibility of the method by applying it to synthetic waveforms prepared for
1-D, 2.5-D, and 3-D ULVZ models as well as explore the possibility of using the approach
to detect high and ultra-high velocity zones (UHVZs) [80]. Our synthetic experiments sug-
gest that the SE increases with the strength and size of ULVZ structures in a systematic
manner that could be used to detect ULVZs across a much wider range of epicentral dis-
tance than have been used in previous studies. In a follow-up paper, we then apply this
approach to a global data-set of SKS/SPdKS waveforms [26,58,59].
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2. The Sample Entropy Method
2.1. Sample Entropy

When seismic waves pass through structure that has a contrast in physical properties
(either ULVZ or other features), the waveforms may display greater complexity due to
conversions, reflections, and scattered waves. Here, we estimate the waveform complex-
ity by measuring the sample entropy (SE). SE quantifies complexities based on the degree
of similarity and randomness of data points within a given threshold. Statistically, it can
be defined as the logarithmic ratio of the number of matches of a m consecutive data-
point template to the number of matchesof a m + 1 consecutive data-point template [75].

Figure 2 illustrates an example computation of SE for an SKS/SPdKS displacement
time series with 22 points, u;, u,, us, ..., U,. In the example shown in Figure 2, we con-
structa m-point template (in this case, m = 2 with u? = [uy,u,]). We then search for the
number of m-point vector pairs in the trace that match within a specified threshold (r).
The threshold is defined as a range in amplitudes centered on the sample points used in
the template. For example, in Figure 2, we see that the two-point template [u,,u,]
matches with [uq,uyy] and [uyg, uy,] within the threshold. However, [ug,uq] is not a
match as the sequence occurs in the opposite order. We count the total number of m-point
vectors matching the template vector within the threshold which is N ([m],r) = 2. The
same procedure is repeated for the template with m + 1 dimension (i.e., in our example
in Figure 3, u™*' = u® = [uy, uy, u3]). The three-point template is matched only by the
[ug, u10,u11] vector in our example. Therefore, the total number of m + 1-point vector
matches with an additional dimension is N ([m + 1],7) = 1. Then, the SE is estimated as
a negative logarithm of the ratio of a total number of matches of 3-point template with
that of 2-point template.

N(m +1],7)

SE(m,r) = —ln[ N0 1)

(b) Coarse graining

Scale 2 Scale 3

u; u u . u u, u

u, uoouou, u

3) (3)
d](z) dg(:) d}(z) dl dz

(c) Moving average

» W B dB 4O 46
d®d®de 4@ 4@ di d o ol

Figure 2. [llustration of sample entropy measurement. (a) A synthetic SKS waveform example with
time points uy, Uy, Uz, ..., Uy, is shown. The horizontal bars indicate the tolerance threshold (r)
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around samples u;, u,, and usz. Square, circle, and hexagonal shapes represent the points within a
tolerance level of u;, u,, us, respectively. Star shapes represent the points that are not within the
tolerance level of uy, u,, or uz. Signals can be analyzed at different scales by either (b) coarse-
graining or (c) moving average. Examples are shown for scales 2 (left column) and 3 (right column).

(a) A= 100° (b) A=110° (c) A=120°
SKS SKS‘ SKS
5000 W 1 /\,/\/\——/\_\j
4500 —— \_JJ\}L\/N __/J\'/\/’\,L//
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Figure 3. Example synthetic seismograms for 1-D models of ULVZs at epicentral distances of (a)
100°, (b) 110°, and (c) 120° are shown. All synthetics are radial component displacement synthetics
aligned on the PREM predicted SKS arrival time and normalized in amplitude to unity. Seismo-
grams are organized from low to high ULVZ strength from bottom to top. Synthetics shown are for
models that all have ULVZ thickness (h) =50 km, and &0 = +10%. The bottom trace (PREM) has dVs
=—0% and dVr=-0%. Each trace going upward has an additional decrease in dVS and dVP of 5%.
For example, the 2nd trace from the bottom has 5Vs=-5% and dVr=-5%. The 3rd trace from the
bottom has 6Vs = =10% and dVr=-10%. The top-most trace has dVs=-50% and dVr=-50%. The
sample entropy of all 1-D ULVZ models are shown at epicentral distances of (d) 100°, (e) 110°, and
(f) 120°. The individual measurements are shown with gray circles, and the average (yellow squares)
and 1-o range (red bars) are shown in windows of ULVZ strength of 250%-km.

In our example of Figure 2, we would obtain:
SE(2,7) = —In[}] = 06931 @)

If we find more matches with the 2-point template, then the measured sample en-
tropy would increase, indicating more variability or complexity in the signal. For example,
if N(f[m],r) =5 = SEQ2,r) =—In E] = 1.6094. Finding more matches in the 3-point
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template, or less matches in the 2-point template, would result in a lowering of the SE
measurement indicating less variability or complexity.

2.2. Multi-Scale Sample Entropy

Single point computation of sample entropy can be unreliable, as the statistical prop-
erties of the time series changes with the decimating factor, which is called the scale factor.
Therefore, sample entropy is computed at various scales to provide reliable entropy esti-
mates [76] and is known as multi-scale sample entropy (MSE). MSE works in two steps:
in the first step, the time series is decimated by computing an average of non-overlapping
consecutive points defined by scales (1) (Figure 3b). This process is known as coarse-grain-
ing. For a given time series with n points u;, u,, us, ..., U,. The coarse-grained time series
(d) at scale ( T') is obtained by,

dfr - %Z{z(}'—l)ﬂl w, with 1 <j <n/t )

The length of the coarse-grained time series is given by n/t. For scale 1, coarse-
grained and original time series have the same number of data points. The number of data
points in the time series decreases by a factor of scale. Example coarse-graining at scales 2
and 3 is shown in Figure 2b.

Then, SE is estimated, in the second step, for each decimated time series as,

This equation indicates that SE inherently depends on the number of data points (i.e.,
sampling interval), tolerance threshold (r), and scale (t). To obtain robust statistics, a large
number of data points are required. Therefore, when the time series to be analyzed be-
comes short, particularly for the analysis of single seismic phase within a limited time
window, the number of points becomes significantly reduced at larger scales due to the
coarse-graining. Therefore, MSE calculations becomes imprecise and sometimes the sam-
ple entropy becomes undefined due to two reasons: (1) when the number of points be-
comes too small, regularity becomes poor, and no matches appear (i.e., N [m] =0, and
N [m + 1] =0), resulting in undefined entropy, and (2) the variance increases significantly
when the matches are few. Several algorithms have been proposed to address this issue
[77]. One approach is to use the moving average (Figure 2c) instead of coarse-graining
(Figure 2b). This algorithm is often preferred for short time series when there are not many
points for coarse-graining [81]. For a given time series with n points, the moving aver-
aged time series is given by,

df = 2315wy, with 1<j<n-t+1 (5)

The number of points for moving averaged time series becomes n — 7+ 1. This
means that the time series for scale 1 is the original signal. In contrast to the coarse-grain-
ing approach, the number of data points still remains higher.

Another, similar method that is employed when small sample sizes exist is called the
composite multi-scale sample entropy (CMSE) technique [82,83]. For scale factor, T, the
CMSE is defined as:

CMSE(m,7,7) = =¥5_, SE(d”,m,7). (6)

3. Synthetic Analysis of Sample Entropy

To demonstrate the feasibility of using entropy techniques on SKS/SPdKS waveforms
and to determine which parameter values to use in the calculations, we tested the tech-
nique on a suite of synthetic seismograms computed for 1-, 2-, and 3-D models of both
low- and high-velocity anomalies at the CMB.
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3.1. Sample Entropy of 1-D Models

We computed seismograms for 1-D synthetic models using the full waveform reflec-
tivity technique [84,85]. We considered various models to test the full range of expected
low-velocity and ultra-low velocity parameters. For ULVZ models, we simulated
SKS/SPAKS waveforms for the following parameters (1) S-wave velocity perturbation
(dVs) varied from -50 to 0% in 5% increments (all percentages reported with respect to the
PREM model [1]), (2) P-wave velocity perturbation (dVr) varied from -50 to 0% in 5%
increments, (3) ULVZ height varied from 0 to 50 km in 5 km increments, (4) density per-
turbation (09) varied from -20% to +30% in 10% increments. In total, this gave us 3961
unique 1-D models. We also computed synthetics for an identical suite of high velocity
and ultra-high velocity parameters, which only differed in that dVs varied from 0 to +50%
in 5% increments and dVr varied from 0 to +50% in 5% increments. As a result, we have
an additional 3961 high velocity models. All synthetics were computed for a 500 km
source depth. We chose larger event depths to ensure that depth phases such as sSKS do
not interfere with our measurements. UHVZ models are computed to S-wave velocity
increases of up to 50% in symmetry with the ULVZ models; however, the largest reported
S-wave velocity increases are on the order of +20%, which could be related to diamond-
bearing structures [86].

Example synthetic seismograms at three epicentral distances (100°, 110°, and 120°)
are shown in Figure 3a—c as a function of the strength of the ULVZ anomaly. We define
ULVZ strength as the ULVZ thickness (1) multiplied by the sum of velocity perturbations.
That is,

ULVZ Strength = h X (6Vs + 8Vp), )

which is modified from the ULVZ strength parameter of Rondenay et al. (2010). Figure
3a—c shows that as ULVZ strength increases the apparent complexity of the seismic wave-
forms also increases and ultimately levels out at ULVZ strengths of roughly 2500 to 3000.

We present SE results in Figure 3d—f grouped into three epicentral distances of 100°,
110°, and 120°. These distances are chosen as representative of the different waveform
behavior observed in previous studies [44,51]. (1) At a distance of around 100°, SPAKS is
not yet generated, and only the SKS arrival exists in prediction from the PREM model.
However, previous synthetic testing [51] has demonstrated that SKS pre- and post-cursors
to SKS may be visible at distances from roughly 95° to 105°. These post-cursors may be
related to converted phases at the ULVZ boundaries, while the pre-cursors are likely re-
lated to the conversion from S-to-P at the top of the ULVZ [52]. (2) Both synthetic testing
and previous data analysis has shown that waveforms recorded at distances from roughly
106° to 115° show highly anomalous SPdKS recordings [51,52,58] and may also be the
most diagnostic of ULVZ presence [44]. (3) At larger epicentral distances roughly greater
than 115°, waveforms have been suggested to be less diagnostic of ULVZ presence and
more similar to PREM [44].

To calculate the SE, we first preprocess the synthetic seismograms using the follow-
ing steps: (1) we resample the seismograms onto a 0.1 s interval, (2) we cut the seismogram
into a window starting 25 s before and 50 s after the PREM predicted SKS arrival, noting
that we have 750 samples at the 0.1 s interval, (3) we normalize the maximum amplitude
in the time window to unity, and (4) we differentiate the seismograms to velocity. We
calculate SE on velocity seismograms in order to remove potential long-period signals that
may be present in displacement seismograms. Here, we calculate the SE using a match
length (m) = 2 and a threshold (r) = 0.2. SE measurements depend on all of the above pa-
rameters. We chose these specific values by systematically varying all parameters and
checking which combination of parameters maximized the range of SE values measured
from the 1-D synthetics. We observe that there is an overall increase in SE as a function of
ULVZ strength (Figure 3d—f). The SE increases up to a strength of roughly 2500 to 3000,
depending on epicentral distance, before leveling out. In this 1-D case, entropy levels out
due to the fixed window in which we calculate entropy. At the largest ULVZ strengths,
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the SPAKS arrival is delayed beyond the chosen time window. In practice, we have not
observed SPdKS arrivals beyond the chosen time window in real data so we keep the
window fixed at this length. A ULVZ with dVs = —45% and 0Vr = -15% and a ULVZ
strength of 2500 km-% would correspond to a 40 km-thick ULVZ. ULVZ strength values
above the 2500 to 3000 range are likely in the most extreme range of ULVZ properties.
However, some studies have suggested that ULVZs may exist at these large ULVZ
strengths [87,88].

In evaluating this suite of ULVZ models we note that the measured SE has a mild
correlation with increases in ULVZ thickness (1), S-wave velocity decrease (0Vs), and P-
wave velocity reduction (0Vr). Yet, the ULVZ strength measurement shows the strongest
pattern. This example illustrates that we may be directly assessing the ULVZ strength by
measuring the SE. Although we may not directly be able to determine what the ULVZ
parameters are from a measurement of SE, it may provide a means of identifying areas of
the CMB that have the most anomalous heterogeneities.

For the high velocity and ultra-high velocity models there is almost no change in SE
across the suite of 1-D models examined. Indeed, as the UHVZ strength increases (that is,
larger thicknesses coupled with large S- and P-wave velocity increases), the SE actually
decreases as the seismic waveforms appear simpler (Figure 4). Figure 4 shows a clear
SPdKS arrival for the PREM model (at the bottom of the plot), but there is relatively little
energy in addition to the SKS arrival for dVs = 0Vr = +50% (at the top of the plot). This is
because as the seismic velocity is increased in the UHVZ the SPAKS phase is not generated
due to the lack of critical ray parameter for S to Pdiff conversion at the CMB. Thus, the
seismograms appear simpler. These experiments for 1-D models of ULVZs and UHVZs
suggest that the SE is highly sensitive to ULVZs but has almost no sensitivity to UHVZs.
This could also imply that for the SPdKS time window, observations of large-scale regions
with an apparent decrease in SE could indicate UHVZ presence. This could be confirmed
by subsequent analysis of the waveforms demonstrating a lack of SPdKS arrival.
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Figure 4. Synthetic seismograms for UHVZ’s in 1-D. Example synthetic seismograms for 1-D UHVZ
models. Radial component displacement seismograms are shown. Predictions are aligned in time
on the PREM predicted SKS arrival time and arranged in order of UHVZ strength. The PREM syn-
thetic is shown at strength = 0. Models shown all have UHVZ thickness of 50 km. From the bottom
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to the top, 6Vs and dVr increase in 5% increments. For example, the first few models are: Strength
500 (h = 50 km; dVs = dVr = +5%), Strength 1000 (h = 50 km; dVs = dVr = +10%), etc. All synthetics
shown are computed for an epicentral distance of A =120°.

3.2. Sample Entropy of 2.5-D Models

In the previous section we showed how measurements of sample entropy varies for
1-D ULVZ and UHVZ models. However, ULVZs are not observed globally [44,89,90] but
have finite dimensions [26,87,91]. In order to assess the effect of finite ULVZ/UHVZ size
on SE measurements, we computed synthetic seismograms using the 2.5-D axi-symmetric
finite difference (PSVaxi) code [51,92,93]. The models are here considered as 2.5-D as op-
posed to 2-D as in the axi-symmetric method the models are virtually rotated around a
line passing through the source and the center of the Earth, which preserves correct 3-D
geometrical spreading [94]. We computed synthetics for ULVZ and UHVZ models char-
acterized by box-car shapes with different lengths (I) and left-edge positions (Aeig) in the
great circle arc distance. The nomenclature we use for ULVZ or UHVZ heterogeneities is
shown in Figure 5. In this example, we have drawn a heterogeneity located at Acige = 16°,
with a length of [ = 6°, and a height of i = 25 km. All synthetics are computed for a 500 km
source depth. Box-car shaped ULVZ models may not be the most realistic shape from a
geodynamic consideration [53,95,96]. However, previous studies have investigated the ef-
fect of ULVZ shape on the SPdKS waveform and have concluded that different shapes
such as trapezoidal or Gaussian shaped models do not have a strong effect on the wave-
form shape [97]. This is likely due to the large horizontal to vertical scale of ULVZs con-
sidered. For example, in this study the horizontal scale of the ULVZ models considered is
between 180 and 730 km, and the vertical scale has a maximum thickness of 45 km.

L ”n Un
2 g B
= = ULVZ or UHVZ
oo o &
3540 - . e heterogeneity
35201 //
ea, 3500 4—1—»-_]4;
2 ¢
5 3480
~ 3 3
3460 - = =
3440 - 5 g
L—“Acdgel—)’ = =

5 10 15 20 25 30 35

Angular Distance (deg)
Figure 5. Schematic drawing of box-car ULVZ or UHVZ heterogeneity. The heterogeneity is drawn
as the red box with height (1) and length (I) in the great circle arc direction. The left-most edge of
the heterogeneity is located at an angular distance of Awge away from the line connecting the source
to the center of the Earth. Ray paths for the SKS arrival are drawn for epicentral distances of 100°,

110°, and 120° in green. Ray paths for the SPdKS arrival are drawn for epicentral distances of 110°
(purple) and 120° (cyan).

3.2.1. Sample Entropy of ULVZ Models in 2.5-D

We evaluate SE in a large suite of 2.5-D ULVZ box-car shaped models that have been
computed in part for a series of previous studies [26,51,91] but significantly expanded
upon here. The model space is computed for ULVZs with the following characteristics: (1)
We allowed dVs decreases of 10%, 20%, 30%, and 40%. (2) We allowed dVr decreases of 0,
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10%, 20%, 30%, and 40% but the magnitude of the decrease is not allowed to exceed the
OVs decrease. These combinations of velocity decreases allow for 1:1, 2:1, 3:1 and 4:1 S-
wave to P-wave velocity ratios. (3) We also allow for additional 3:1 S-wave to P-wave
velocity ratio decreases of dVs =-15% and dVr = -5%, and dVs = —45% and dVr = -15%,
which are not included in the 10% increments described above. (3) We used lengths in
great circle arc direction of [ = 3°, 6°, and 12°. (4) We allowed thicknesses of 1 =5 to 45 km
in 5 km increments. (5) We allow edge positions from Aedge = 5° to 22° in 1.5° increments.
All models were computed with a fixed density increase of +10%. Our 2.5-D ULVZ model
space includes 5826 ULVZ models.

We show SE for the 2.5-D models as a function of ULVZ strength in Figure 6. The
axis range in Figure 6 is identical to that for Figure 3d—f so that direct comparison between
1-D and 2.5-D models is facilitated. The 1-D ULVZ models tend to display a greater aver-
age increase in SE as a function of ULVZ strength. However, some of the individual 2.5-
D models display greater SE than any of the 1-D models. Nonetheless, we see that in the
2.5-D models, similarly to the 1-D models, there is a general trend towards increased SE
as a function of ULVZ strength, which is most pronounced for the largest epicentral dis-
tances. We note that the uncertainties for the 2.5-D models is much larger than for the 1-
D models because in 2.5-D the heterogeneity is finite in the great circle arc direction, and
the SKS/SPAKS wavefield may in some cases have limited interaction with the heteroge-
neity.

(a) A = 100° (b) A=110° (c) A=120°

o e !

0

1000 2000 3000 4000 50000 1000 2000 3000 4000 5000 0 1000 2000 3000 4000 5000
ULVZ Strength: h x (8V+6V,)

Figure 6. The sample entropy of all 2.5-D ULVZ models are shown at epicentral distances of (a) 100°,
(b) 110°, and (c) 120° as a function of ULVZ strength. The individual measurements are shown with
gray circles, and the average (yellow squares) and 1-o0 range (red bars) are shown in windows of
ULVZ strength of 250%-km.

The large number of 2.5-D ULVZ models for which we have synthetics allows us to
probe the model space in greater detail, as shown in Figure 7. In this figure, for simplicity,
we only show the averages and standard deviations of SE. Figure 7 shows that there is a
general increase in SE as a function of S-wave velocity (Figure 7a), P-wave velocity (Figure
7b), and ULVZ thickness (Figure 7c) for the three epicentral distances. There is also a linear
increase in SE as a function of ULVZ length (I), which is not shown in Figure 7. Figure 7d—
f show the effect of the interaction of SKS and SPdKS with the edge of the finite length
ULVZ for the same three epicentral distances.

The relationship between the SE and ULVZ position is complicated as shown in Fig-
ure 7d,e. Here, we average the SE as a function of either the left-edge of the ULVZ (i.e.,
Acige) or by the right-edge of the ULVZ (i.e., [ + Aug). If only the SKS and SPdKS arrivals
were present, the interpretation may be more straightforward. However, as shown in the
figures and supplemental animation in Thorne et al. [58], when the down-going S-wave
field interacts with the ULVZ, several additional arrivals are generated within the ULVZ
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and at the ULVZ boundaries. The complicated nature of all the additional arrivals makes
direct interpretation of Figure 7d,e challenging.
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Figure 7. Variation of sample entropy with 2.5-D ULVZ parameters. The sample entropy is shown
for synthetic seismograms as a function of (a) S-wave velocity, (b) P-wave velocity, (¢) ULVZ thick-
ness, (d) the leftmost edge of the ULVZ, referred to as A in the text, (e) the right-most edge of the
ULVZ, which corresponds to [ plus Aeg, and (f) the length of the Pd portion of SPAKS that travels
within the ULVZ. In all panels the answers are shown for synthetics at epicentral distance of A =
100° (red lines and squares), A = 110° (green lines and squares), A = 120° (blue lines and squares).
The error bars show 1-0 standard deviation.
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In these experiments for 2.5-D ULVZs, we observe a maxima in SE when Acig is near
15° (Figure 7d —red line) at an epicentral distance of 100° (no SPdKS arrival, solely SKS in
PREM). From Figure 5, we can see that for an SKS arrival at 100° the left edge of the ULVZ
and the down-going SKS ray path should intersect. Thus, the observed maximum in SE
could be due to SKS multi-pathing. However, that interpretation is likely too simplistic,
because we do not see a comparable maximum when the ULVZ right edge is near 14°
(Figure 7e). However, some of the ULVZ models do generate new arrivals associated with
the ULVZ edges that can show up as an SKS post-cursor at these distances. So, it is likely
that the SE increase is also complicated by these additional arrivals.

For records at an epicentral distance of 110°, we also see an increase in SE beginning
at Awge = 9° that has a maxima near Aecige = 14° (Figure 7d —green line) but is back to its
average level by Auyge = 17°. With respect to the ULVZ right edge, we see a broad maxima
in SE from roughly A + [ from 17° to 25° (Figure 7e—green line). For the 500 km deep
source, the initiation of Pd on the CMB occurs at an angular distance of roughly 12.8°,
which subsequently exits the CMB at a distance of 19.1°. So, we tend to see an increase in
the SE when the Pd path encounters the ULVZ, but the increase in complexity is likely
also complicated by the constructive and destructive interference of additional arrivals
created in the ULVZ.

The SE is similarly complicated at an epicentral distance of 120° but the maxima in
SE tend to be shifted toward longer angular distances. For example, the SE does not start
to rise until the ULVZ right edge is at Awige + [ = 18°. This may be due to the timing of the
arrivals that are generated near the ULVZ right edge. If those arrivals are generated closer
to the location where Pd exits the mantle, they may arrive closer to the SPdKS arrival and
influence the SE measurement.

In Figure 7f, we plot SE as a function of the Pdiff portion of SPdKS within the ULVZ.
For this source depth (500 km), Pd diffraction on the CMB initiates at an angular distance
of 12.8° from the source. At an epicentral distance of 110°, Pd exits the CMB at 19.1°, so
the maximum Pd length along the CMB is 6.3°. At an epicentral distance of 120°, Pd exits
the CMB at 29.1°, and thus, the maximum Pd length along the CMB is 16.3°. However, the
largest ULVZ we consider here is 12° in length, which is why this is the largest Pd path
length we show in Figure 7f. For records with an epicentral distance of 110°, we see a
general increase in SE as the Pd length in the ULVZ increases from 0° to 6.3°. At an epi-
central distance of 120°, there appears to be a maxima in SE for a Pd path length of roughly
7°. These examples show that the SE is not just a function of the Pd path length within the
ULVZ, and it is likely that the creation of additional arrivals at the ULVZ boundaries con-
tributes the most waveform complexity in 2.5-D models (Figure 3) [58]. Thus, for 2.5-D
ULVZ models, the SE is more complicated than predicted by the ULVZ strength as bound-
ary interactions with the heterogeneity add significantly to the SE.

Thorne and Garnero [44] compared cross-correlations of SPdKS records with syn-
thetics for the PREM model and for best-fitting 1-D ULVZ models. They found that be-
tween epicentral distance of 110° to 115° there was the largest spread in cross-correlation
coefficients and used this to argue that this limited distance range may be the most diag-
nostic of ULVZ presence. Subsequently, highly anomalous SPdKS records in the distance
range of 106° to 115° were used to map ULVZs because of the clear identification of large
amplitude ULVZ-related arrivals in this distance range [52,58,59]. Here, we also examine
the SE of all 2.5-D ULVZ models as a function of epicentral distance, which is shown in
Figure 8. The SE as a function of distance for PREM (blue circles) and the average of all
2.5-D ULVZ models (orange circles) is shown in Figure 8a. Here, we see distinct variations
as a function of distance. For example, for epicentral distances less than 98° there is gen-
erally a high SE. This is because in the time window used (=25 to +50 s with respect to
SKS) an extra arrival, the direct S-wave arrival, is within the measurement window. For
distances greater than 100°, the SKKS arrival starts to increase in amplitude, but exits the
time window around 108°. This generates an increase in SE for all models with a maxima
near 107°. This extra arrival makes the average SE larger than that measured at larger
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distances. Typically, the SPAKS arrival starts to emerge from the shoulder of SKS at a dis-
tance around 112°. In the PREM model, we see that the SE starts to increase here. When a
ULVZ is present, SPAKS tends to emerge at an earlier distance, which manifests in a shift
in the peak SE to slightly shorter distances. This is most pronounced when considering
the difference in SE as a function of distance, as shown in Figure 8b. Here, commensurate
with the previous studies, we see the largest change in SE with respect to PREM in the
110° to 115° distance range, and thus, this distance range may be most diagnostic for
ULVZ presence using SE method as well. However, the SE average of the 2.5-D ULVZ
models is almost always greater than that of PREM at all distances. Thus, the SE method
shows promise in that ULVZ detection is possible at every distance.
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Figure 8. Sample entropy as a function of epicentral distance. (a) The SE is shown for the PREM
model (blue circles) and the average of all 2.5-D ULVZ models (orange circles) with error bars show-
ing the standard deviation. (b) The difference in SE between the average ULVZ values and PREM

is shown (purple circles).

3.2.2. Sample Entropy of UHVZ Models in 2.5-D

Unlike our 2.5-D model space for ULVZs, we do not have an extensive library to draw
on for UHVZs. Hence, we computed synthetics for a suite of 430 models with the following
parameters: (1) We allowed dVs increases of 10, 20, 30, and 40%; (2) we allowed dVr increases
of 10, 20, 30, and 40% but did not allow 6Vr to exceed dVs; (3) we used lengths in great circle
arc direction of [ = 3° and 6°; (4) we allowed a thickness of i = 10, 20, 30, and 40 km, (5) with
edge positions from A =5° to 20° in 3° increments. All models were computed with a fixed
density increase of +10%. The SE measurements for the 2.5-D UHVZs are shown in Figure
9a—c (using the same values of = 0.2, and m = 2). For direct comparison with ULVZs, the
same 430 models with velocity reductions as opposed to velocity increases are shown in
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Figure 9d,e. Example synthetic seismograms at three epicentral distances are shown in Fig-
ure 91,g for the PREM model (black traces), a ULVZ model (red traces; 6Vs=0Vr=-40%, h
=40 km, [ = 6°, and Aeize=17°), and a UHVZ model (blue traces dVs = dVr = +40% and other
parameters the same as the ULVZ model). This model was selected because this UHVZ
model displayed the largest SE at a distance of 120°.

These measurements suggest that the average SE for ULVZs is higher than for
UHVZs. At an epicentral distance of 100°, the UHVZs show little increase in SE over
PREM, whereas many ULVZ models show a striking increase. Measurements at these
shortest distances may be diagnostic of ULVZ versus UHVZ structures. However, at
larger distances (e.g., 2110°), some UHVZ models also show substantial increases in SE
comparable to that of the ULVZ models. Hence, at the larger distances, we may not be
able to distinguish between ULVZ or UHVZ structure based on SE measurements of the
seismic waveforms we analyzed. This contrasts with the 1-D models in which UHVZs
displayed more simple waveform behavior. This is because in 2.5-D models the box-car
shaped UHVZs produce additional arrivals from the edges of the UHVZs, which are not
generated in the 1-D models, thus increasing the complexity of the wavefield.
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Figure 9. Sample entropy for a coarsely sampled UHVZ and ULVZ model space of 430 models. (a—
¢) Sample entropy is shown for UHVZs as a function of UHVZ strength. Individual measurements
are shown with gray circles and averages in 125 km % increments are shown with red boxes and 1-
o standard deviation error bars are drawn. (d—f) show the same except for ULVZ models. Sample
entropy is shown for synthetic seismograms at a single epicentral distance of (a,d) A =100°, (b,e) A
=110°, and (c,f) A=120°. Example radial component displacement synthetic seismograms are shown
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in panels (g-i) for the PREM model (black), a ULVZ model with dVs=-40%, dVr=-40%, h = 40 km,
I=6° and Aeige = 17° (red), and a UHVZ model with dVs=+40%, dVr=+40%, h = 40 km, [ = 6°, and
Aedge =17° (blue)

3.3. Sample Entropy of 3-D ULVZ Models

It is now possible to compute synthetic seismograms at high frequencies for fully 3-
D ULVZ models. Thorne et al. [59] showed synthetic seismograms for four disk-shaped
ULVZ models. These synthetics were computed for small (I = 3°) or large (I =11°) ULVZs
located on either the source- or receiver-side of the path (Figure 10e). We computed the
SE for these four models and display the results as a function of azimuth in Figure 10.
Here, an azimuth of 0° is for the great circle path which passes through the center of the
ULVZ. Seismograms were computed for azimuths from 0° to 30° with respect to a great
circle arc path passing through the center of the ULVZ. A Pdiff ray at an azimuth of 30°
passes just outside of the larger (I = 11°) ULVZ. Results are grouped into six epicentral
distance bands. The relationship between azimuth and SE is complex, but we can summa-
rize the results as follows. (1) For a small source-side ULVZ, we can see effects on the SE
for a wide range of azimuths. For example, for distances larger than roughly 110°, we see
an increase in sample entropy at an azimuth of 0°, which decreases to approximately the
baseline entropy level around an azimuth of 11°. (2) For a large source-side, ULVZ per-
turbations to the SE can be observed at almost all azimuths considered. Here, the SE does
not appear to start leveling off until an azimuth of about 25°. (3) For a small receiver-side
ULVZ, there is little effect on the SE, although a slight increase from the baseline levels
may be seen at azimuths from approximately 0°-5° for the larger epicentral distances. (4)
For a large receiver-side ULVZ, we see a significant effect on the SE, albeit on narrower
range of azimuths than for the source-side ULVZ. From these observations, we may sug-
gest, similarly to SPdKS waveform effects, SE increases are more likely to be observed for
ULVZs that exist on the source-side of the path. However, a large ULVZ on the receiver-
side of the path may also introduce an SE increase that can be measured on more than a
single seismic receiver.
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Figure 10. Sample entropy of 3-D ULVZ models. In each panel the sample entropy is shown for
synthetic seismograms grouped into epicentral distance bins of 98°~104° (blue), 102°-108° (red),
106°-112° (orange), 110°-116° (purple), 114°~120° (green), and 118°~124° (cyan). The sample entropy
is averaged in 1° azimuth bins and 1-o standard deviation bars are drawn with the same colors.
Each panel shows results for a different ULVZ model. ULVZ model parameters are: (a) h =20 km,
OVs=—45%, d0Vr=-15%, | = 3°, Aeige =13°, (b) h =25 km, dVs=-20%, d0Vr=-15%, | = 11°, Aecige = 8.5°, (c)
h =20 km, dVs=-45%, d0Vr=-15%, [ = 3°, Aetge = 93°, and (d) h =25 km, dVs=-20%, d0Vr=-15%, I =11°,
Acige = 89°. (e) The model setup is shown in map view along the CMB. ULVZs are indicated by the
open circles with lengths [ = 3° drawn in black and lengths [ = 11° drawn in red with respect to the
location of the source (red star). Dashed lines are drawn to indicate azimuths of 0°, 5°, 10°, 20°, and

30°.

3.4. Effect of Noise
The examples shown above indicate that the idea of SE may be of interest in ULVZ
studies. However, those examples were based solely on synthetic seismograms without
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added noise. Real seismic waveforms have noise which affects the SE measurements. Ex-
amination of the SKS and SPAKS wavefield is typically performed in the passband from
roughly 1 to 50 s, but this is an exceptionally noisy part of the seismic wavefield as the
ocean generated microseism band occurs in the period range from roughly 2 to 20 s [98,99].
To test the effect of noise on our SE measurements, we prepared a series of synthetic seis-
mograms with added noise and compared the SE measurements we made on both the
noisy and original seismograms.

We constructed random noise to add to our synthetic seismograms by convolving a
Gaussian auto-correlation function (ACF) with a series of random numbers [100]. Here,
we defined the Gaussian auto-correlation function as:

ACF(t) = get*/Teorner, (8)

where T,pyner is the corner period and o is the standard deviation, or root-mean square
(RMS) of the noise. For periods less than T,,yqer, the amplitude of the noise decays as
governed by the Gaussian function. Some examples of noisy seismograms generated in
this manner are shown in Figure 11. In this example, we repeat in all panels a single syn-
thetic seismogram, drawn in blue, without added noise computed for a 2.5-D ULVZ
model at an epicentral distance of 120°. Each column of this figure shows increasing noise
amplitude (0 =0.05, 0.1, and 0.2), and each row shows increasing period of the correlation
length (Teorner =0.5, 1, and 5 s). We measured the SE of each trace and report the percent
difference between noisy and clean signal. In addition, we estimated the signal-to-noise
ratio (SNR) of each noisy synthetic because the SNR is a commonly used metric of signal
quality. As can be seen in this Figure, simple use of a SNR is not an adequate measure of
how well the SE method might perform. For example, we show a case in Figure 11a where
we have low noise amplitude at high frequency. This case gives us a SNR of 6.8 and a
percent difference in SE of 593%. However, we obtain a percent difference in SE of only
0.4% for a similar SNR of 6.7 that has longer period noise (Figure 11c). This demonstrates
that SE measurements made on seismograms with longer period and lower amplitude
noise are more similar to that without noise. Thus, in order to determine which seismic
data to use in measuring SE, we should consider both amplitude and period of noise pre-
sent.

We can quantify which data are useable by adding noise to the synthetic seismo-
grams prepared for our 2.5-D model space. An example is shown in Figure 12. In this
example, we considered seismograms at 120° epicentral distance for each 2.5-D model
with length (/) = 3° and computed five realizations of random noise for a series of RMS
and Teomer values. Teomer values used were 0.5, 1.0, 2.0, 4.0, 6.0, and 8.0 s. RMS values used
were 0.0125, 0.025, 0.05, 0.1, 0.2, and 0.4. As in the previous example, we measured the SE
of the noisy trace with respect to the clean trace. In order to have a direct measurement of
the noise level that can be extracted from real data, we measured the amplitude spectrum
in a 100 s time window (120 s to —20 s) ahead of the SKS arrival. This time period is devoid
of other seismic arrivals on the radial component. We picked the peak amplitude and pe-
riod at which the peak occurs in the amplitude spectrum, and the average percent differ-
ence in all ULVZ models are plotted in Figure 12. This figure offers a guide as to which
noise levels in data may be acceptable for use in the SE method. For example, if the noise
amplitude is less than 0.015, then on average, we can expect the percent misfit to be less
than 5%. Therefore, if we regard 5% misfit as acceptable, we can consider many real ob-
servations for SE measurement. In practice, this level of noise should be attainable in real
data as we mostly encounter longer period noise when analyzing SKS and SPdKS data
because we filter out the shorter periods. For example, in [58,59], all SKS and SPdKS data
were bandpass filtered with corner periods between 6 and 40 s.
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Figure 11. Sample entropy as a function of noise. Synthetic seismograms are shown for a 2.5-D
ULVZ model with parameters: h =25 km, dVs=-20%, d0Vr=-20%, d0 = +10%, [ = 6°, and Acige =13.0°.
In each panel, a radial component displacement synthetic seismogram (blue) without added noise
is shown for a 500 km deep event at an epicentral distance of 120°. The SKS and SPdKS arrivals are
noted in panel (a). In each panel, the orange trace is the seismogram with added noise. Noise is
added with RMS values of 0.05, 0.1, and 0.2 in each column and different corner periods of 0.5, 1.0,
and 5 s in each row. In each panel, the signal-to-noise ratio (SNR) of the noisy seismogram is indi-
cated, and the percent difference in measured sample entropy with respect to the synthetic seismo-
gram without noise. Noise parameters for each panel are (a) o = 0.05 and Teorer = 0.5 s, (b) 0 =0.05
and Teorner = 1.0 S, (C) o0 =0.05 and Tcormer = 5.0 S, (d) 0=0.1 and Teorner =0.5 S, (e) 0=0.1 and Teormer=1.0
s, (f) 0=0.1 and Termer =5.0 s, (g) 0 =0.2 and Teorner = 0.5 s, (h) 0 =0.2 and Termer =1.0 s, and (i) 0 =0.2
and Teormer =5.0's.
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Figure 12. Average percent difference between noisy and non-noisy synthetic seismograms for 2.5-
D ULVZ models with length () = 3°. Results are shown for a synthetic seismogram computed at an
epicentral distance of 120°.

4. Synthetic Analysis of Multi-Scale and Composite Multi-Scale Sample Entropy

In the previous section, we discussed measurements of SE at a single scale (scale =1).
However, as discussed in Section 2.2, we can calculate the SE at multiple scales by first
decimating the signal, either through coarse-graining or through a moving average filter.
The most common techniques used to look at multiple scales are referred to as the multi-
scale sample entropy (MSE) and composite multi-scale sample entropy methods (CMSE).
There are two reasons why these approaches may be useful. First, the effect of noise on
the seismogram could possibly be mitigated, and second, patterns in the multi-scale meas-
urements may be diagnostic of certain ULVZ features. In this section, we explore their
application to our synthetic database.

Several papers explore the effects of noise on multi-scale methods [83,101]. What is
observed is that for Gaussian (white) noise the SE decreases as a function of scale. For 1/f
(pink) noise, where fis frequency, the SE typically remains constant as a function of scale,
whereas for 1/ (brown) noise, the SE increases as a function of scale. It may be possible
to see all of these types of noise in the seismic band used to study SKS and SPdKS. Since
seismic noise in this band is so complicated, we instead focus on the lowest noise ampli-
tudes and longer period seismic signals where the effect of noise is the most minimal.

The MSE technique has gained much popularity because of its potential for diagnos-
tic evaluation of health. One of the first applications was in showing that electrocardio-
graph (ECG) measurements of people with normal healthy hearts show a distinct pattern
of SE as a function of scale relative to people with abnormal heart beats such as caused by
atrial fibrillation [74]. Thus, the MSE method could potentially be applied to ECG data as
a diagnostic tool for assessing heart health. Since the pioneering studies by Costa et al.
[74], the MSE entropy method has found numerous applications [102].

4.1. MSE and CMSE of 1-D ULVZ Models

Our first experiment is to examine our collection of 1-D synthetics as a function of
ULVZ strength using the same models as in Section 3.1. We grouped our synthetics in
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terms of ULVZ strength and computed the MSE and CMSE using both the coarse-graining
(Equation (3)) and moving average (Equation (5)) approaches to scaling. The results are
shown in Figure 13 which show the primary characteristics of the different approaches.
We do not consider 1-D UHVZ models, as discussed previously, these models show less
complexity than PREM and are likely unrealistic for the Earth.

(a) MSE - coarse gralned (b) CMSE - coarse grained
0.6
- qtrcngth 2500
—— strength 2000
05 strength 1500
’ strength 1000
> strength 500
%0 4 | — strength 0
gn
5
o 0.3
&
=02
s
0.1
oo%VY——— o
I 23 4 5 6 7 8 9 101112 1 2 3 4 5 6 7 8 9 1011 12
(c) MSE - moving average (d) CMSE - moving average
2
o reosel ]
£ 0.2 T
g SO 2 i
m ouﬂfoomiocco Lo,
2 o ceooooooooo e:::g §°° oo o 20 ETDEOIPO000P000; Qc%‘x__
(¥ 0.1 0500 aooqo = oo 00g. eg 4 ] Oo 00900°°°OOOODGOOODOOGOOODOOOO 3
g © oc‘a‘.’ 00997 h = 00050‘;@" . wcweweomaww@.;wseevm-
wn :2. sno"‘””*’ i ,,920" wgoaooﬂ*}ﬂo
0.0 ! —_— —_—
0 5 10 15 20 25 30 35 40 45 50 O 5 10 15 20 25 30 35 40 45 50

Scale Scale

Figure 13. (a) MSE using a coarse-graining approach. (b) CMSE using a coarse-graining approach.
(c) MSE using a moving average approach. (d) CMSE using a moving average approach. In each
panel, the average of the sample entropy is shown for 1-D synthetic seismograms where they are
grouped by ULVZ strength. Here, we show results for strengths binned from 0-250 (gray), 500 + 250
(light blue), 1000 + 250 (green), 1500 + 250 (orange), 2000 + 250 (red), 2500 + 250 (dark red). One
standard deviation error bars are shown in panels (a,b) but are only shown for every 5 scales in

panels (c,d) to increase clarity.

In Figure 13a, we show the MSE result using coarse-graining. For 1-D ULVZ models
and the chosen parameters (r = 0.2 and m = 2), there is a general increase in SE up to scales
9 or 10 before the SE starts to decrease again. Increasing ULVZ strength increases the SE
over all scales. A maximum in the difference in SE between the strength = 0 models and
all other ULVZ models occurs at scale 9 or 10 where the peak in SE occurs. The CMSE
(Figure 13b) shows a smoother pattern which increases as a function of scale. Considering
these 1-D models, both MSE and CMSE methods could potentially be used as diagnostic
of ULVZ strength. The variation across models, as represented by the standard deviation
bars, is wide, but the least amount of overlap between the low and high strength ULVZ
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models is observed for the CMSE method at the larger scales (e.g., scale 11). Thus, the
CMSE method at larger scales may be the most diagnostic of ULVZ strength.

In Figure 13c,d, we show the MSE and CMSE measurements for the case where we
use the moving average filter. Here, we show the result up to scale 50. The patterns ob-
served here are similar in shape to that of the coarse-grained result. However, in the case
of the MSE (Figure 13c) the peak of the MSE curve tends to shift towards lower scales for
higher ULVZ strengths. As in the coarse-grained result, the separation between low
strength and high strength ULVZ models becomes larger than at scale 1, and thus, it may
be useful to consider these additional scales in assessing ULVZ existence. At larger scales
(e.g., scale 20 for MSE and scale 35 for CMSE), the separation between the largest strength
ULVZs and the weakest ULVZs is large enough that the one standard deviation error bars
do not overlap. This provides further evidence that examining these larger scales may be
valuable for discrimination of heterogeneities from background mantle.

4.2. MSE and CMSE of 2.5-D ULVZ Models

We examined the MSE of our 2.5-D ULVZ model space using coarse-graining and
grouping together similar ULVZ patterns. Some characteristic results are shown in Figure
14. In Figure 14a—c, we show the MSE for three epicentral distances where we have
grouped models together by ULVZ thickness. We see a similar behavior at all epicentral
distances where the SE increases as a function of ULVZ thickness at each scale. A peak in
the MSE curve occurs at scale 8 as well as the maximum separation in SE between the
thinnest and thickest ULVZ models. A similar pattern occurs, although not shown here,
if we consider grouping ULVZ models by dVs, dV», or length (I). Namely, the MSE pat-
terns look very similar to those shown for thickness, and the SE increases at each scale
with increased magnitude of dVs or dVr perturbation, or increased ULVZ length. How-
ever, we do not see any change in the pattern of the MSE curves that could be used to
distinguish variation in one of these parameters.

In Figure 14d-f, we show the MSE for ULVZ models grouped by left edge (Aeug).
Here, the pattern is not as simple as in the previous scenarios. At an epicentral distance of
100°, we see the largest SE across all scales for the smallest Aeige positions, whereas at 110°
and 120°, there is a similar level of complexity for all Aeige positions. However, as with the
previous examples, there does not appear to be a robust change in the patterns of the MSE
curves that could be used to elucidate the ULVZ position. Although not shown here, MSE
curves for the right edge of ULVZ (I + Awige) shows a similar pattern.

In order to assess if the MSE technique can be diagnostic of ULVZ or UHVZ presence,
we compared PREM with all 2.5-D ULVZ and UHVZ models with lengths (/) 2 11.0°. The
larger ULVZ and UHVZ lengths were selected to be certain that the SPdKS wavefield
interacted with ULVZ or UHVZ structure. The measurements are shown in Figure 15 us-
ing coarse-graining, but the results using the moving average are similar. At all distances
and scales shown in Figure 15, the SE for ULVZ models is larger than that for UHVZ and
PREM models. For all models, a peak in the MSE curve occurs at a scale of 8. At this scale,
the largest separation between ULVZ and PREM models occurs, and thus, it may be at
this scale where ULVZ presence is most well-defined for the sampling interval and thresh-
old (r) we used in the SE measurements. At epicentral distances of 100° and 110°, the MSE
curve for UHVZs and PREM models do not significantly differ. However, at an epicentral
distance of 120°, the UHVZ curve is more similar to that for the ULVZ models. At all
epicentral distances, the ULVZ models keep a fairly constant separation in SE from PREM
for scales > 8. ULVZ models also appear well separated from UHVZ models at distances
of 100° and 110°. However, it may be difficult to distinguish ULVZ from UHVZ at the
largest epicentral distances.
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Figure 14. Sample entropy as function of scale. In panels (a—c), the sample entropy is averaged for
all 2.5-D ULVZ models based on ULVZ thickness. Here, the thickness varies from /# =5 km to 45 km
in 5 km increments. Mean (squares) and standard deviation (error bars) are shown. Measurements
are shown for synthetic seismograms at epicentral distances of (a) 100°, (b) 110°, and (c) 120°. In
panels (d—f), the sample entropy is averaged for all 2.5-D ULVZ models based on ULVZ left edge
position. Positions vary from [ =10.0° to 22.0° in 1.5° increments. Measurements are shown for syn-
thetic seismograms at epicentral distances of (d) 100°, (e) 110°, and (c) 120°.

Overall, we do not find distinct MSE curve patterns that could be used to distinguish
between different classes of models (e.g., UHVZ or ULVZ) such as has been done in other
areas of study. However, we propose that use of the MSE technique is still beneficial as
the separation between SE becomes increased at specific scales (in these examples we al-
ways see a maximum separation at scale 8). In addition, we always observe an increase in
SE over that of PREM for all ULVZ models. Hence, one criterion for diagnosing ULVZ
existence could be that we see an increase in SE across all scales, which may be more of a
robust indicator than looking at just a single scale.
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Figure 15. Multiscale sample entropy for PREM (green), all 2.5-D UHVZ models (blue), and all 2.5-
D ULVZ models (red) for which the edge (I) is 211.0°. Shown are measurements at epicentral dis-
tances of (a) 100°, (b) 110°, and (c) 120°. Standard deviation of all models at each scale is indicated
with the error bars.

5. Conclusions

We have presented a synthetic analysis of utilizing SE-based techniques to analyze
seismic waveforms in the vicinity of the SKS and SPdKS time window. When anomalous
lower mantle structures exist, such as ULVZ or UHVZ heterogeneity, additional seismic
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arrivals are generated that may increase the complexity and thus the SE of the seismic
traces. Thus, we find that SE-based techniques may be useful in characterizing regions of
the lowermost mantle with heterogeneous structures. It is important to note that the SE
techniques examine the waveform complexity as data recorded on the surface as opposed
to the wavefield complexity propagating within the Earth’s volume. Mantle heterogenei-
ties create wavefield complexity that is reduced by the time the wavefield reaches the
surface [103,104]. This wavefield complexity cannot be retrieved by surface-bound wave-
form measurements, but is inherent in using surface observations to constrain mantle
properties.

Overall, we find that SE increases as a function of ULVZ or UHVZ strength, except
for 1-D UHVZ models. That is, the SE increases as a function of the thickness and decrease
in P- and/or S-wave velocity. However, the observation is dependent on where the heter-
ogeneity is located with respect to the wavefield and at which epicentral distance the ob-
servation is made. For records at the shortest epicentral distances (e.g., near A =100°), we
see almost no difference in SE between UHVZ models and PREM. Hence, observations of
SE increases at these shortest distances are most likely going to be associated with ULVZs.
At the mid-distances (e.g., near A = 110°), the SE for UHVZs begins to deviate from the
PREM model. However, observations at multiple scales show that the SE for ULVZ mod-
els separates substantially more from PREM. Again, at the mid-distances, increases in SE
appear that they will most likely be related to ULVZ features. This is important as previ-
ous studies which have focused on records in the distances around 110° were clear to note
that highly anomalous SPdKS waveforms could also be due to UHVZ phenomena. How-
ever, increased measurement of SE in these regions would likely indicate a ULVZ source.
On the other hand, detections of highly anomalous SPdKS waveforms alongside little to
no SE increase may be indicative of UHVZ presence. As discussed previously, the largest
range in SEs occurs for records recorded in the mid-distance ranges. Interestingly, for
waveforms recorded at the longest epicentral distances (e.g., near A = 120°), we see that
features that have positions (i.e., larger Aeige positions) introduce the largest increases in
SE. This may be especially useful as most previous SPdKS studies focused on shorter ep-
icentral distance recordings. Hence, the MSE approach may provide a tool to identify
ULVZ features using an expanded dataset of long-distance recordings which are sensitive
to structures at the far edge of the Pd path. Nevertheless, some caution must be employed
here as on average we see similar increases in SE for UHVZ models as well. However, at
these large epicentral distances SPdKS is well separated from SKS and it may be possible
to identify UHVZ versus ULVZ features based on differential travel-time measurements
of SPAKS-SKS. These types of travel-time measurements have not been used extensively
as they are challenging due to the emergent nature of the SPAKS arrival and only subtle
changes in observed travel-times. However, corroborating evidence of increased SE may
lend support to the existence of heterogeneities in these regions, and thus, the evidence
will be more supported than from just the travel-time measurements on their own.

The SPdKS seismic phase is complicated by the concurrent existence of the SKPdS
phase. In this study, we only investigated the effects of heterogeneities on the source-side
of the path that would be sampled by SPdKS. However, some variation in waveforms is
observed when heterogeneity exists on the receiver-side of the path. As demonstrated in
Vanacore et al. [97], the main difference appears to be the existence of additional post-cur-
sor arrivals. These additional post-cursors are yet to be observed in data, but their pres-
ence could introduce SE increases. Observations of receiver-side SE increases should be
scrutinized for the presence of these post-cursors as this would provide compelling evi-
dence of receiver-side heterogeneity.

In Section 3 of this paper, we demonstrated that single scale SE measurements can
detect heterogeneous structures. However, there is little added cost to computing the SE
at multiple scales, and thus, we advocate for the use of MSE and CMSE techniques. We
did not observe characteristic changes in MSE curves that could be diagnostic of ULVZ
versus PREM or UHVZ waveforms. Rather, what is observed at different scales is a
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general increase in SE between heterogeneous models and PREM up to a given scale (e.g.,
around scale 8 or 9 for coarse-graining or scale 20 to 25 for a moving average approach).
Thus, this information at multiple scales can be used to provide greater reliability on the
interpretation.

A potential drawback to the MSE method is that different types of noise affect SE
measurements differently. This must be considered in any study using the MSE approach.
In this paper, we considered noise with a Gaussian autocorrelation function. However,
real seismic noise may behave differently. Future efforts may wish to evaluate the effects
of real seismic noise added to the signals. However, for the small time-windows we are
looking at in this study and within the longer period filter bands we use, we see that the
effect of noise should be minimized, so long as we are careful to measure the noise char-
acteristics of the data and exclude records in which the noise is too high. However, there
is a balance between filtering out the high frequency noise that contaminates the SE meas-
urements and the ability to resolve fine-scale heterogeneous structure. When investigating
real seismic data, it may be advisable to look at seismograms in multiple frequency bands.

In this paper we focused on the effects of small-scale ULVZ and UHVZ heterogenei-
ties. However, as discussed in the introduction other types of heterogeneities exist in the
lower mantle. The large-scale structures, such as LLVPs and the D" discontinuity, will
primarily influence the SKS/SPdKS wavefield through travel-time anomalies and will not
contribute to increases in SE [105]. However, sharp boundaries to these features have been
reported in several studies [106,107-111]. These sharp boundaries could generate multi-
pathed arrivals [13,107,112] which would increase the SE of signals near these boundaries.
Smaller-scale structures may also be present that give rise to scattered arrivals [113]. If
these structures are on the order of the wavelength of the SKS arrivals it is possible they
could also contribute to increases in SE. One of the attractive features of the MSE technique
is its ability to distinguish different scattering regimes [114], so this method may aid in
classifying such different objects more comprehensively than conventional measurement
techniques. For the long-period SKS waves we investigate in this study, the wavelength
in the lower mantle is on the order of 70 km, which is larger than the scale length of scat-
terers inferred from recent studies [19,115]. However, this scale length of scatterers is pos-
sible within the lower mantle [116] and could also contribute to increased SE when real
data are considered.

Most past SPAKS studies have focused on waveform characteristics which are most
sensitive in a narrow distance range. However, the MSE technique may also be able to
pick up on the more subtle SE changes across all distances. Using the data set collected in
[26,58], as much as 85% of the CMB by surface area could potentially be scrutinized,
whereas 57% of the CMB was covered in Thorne et al. [59] using the more limited epicen-
tral distance range. Thus, this method could be utilized to explore a much larger range of
the CMB than has been previously explored, one that is nearing global coverage. How-
ever, as noted previously, ULVZ detection will likely still be heavily weighted towards
the source-side of the SPAKS/SKPdS path. In the companion paper, we apply this meth-
odology to a global data set.
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