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Abstract

We study the problem of drift estimation for two-scale continuous time series. We set
ourselves in the framework of overdamped Langevin equations, for which a single-
scale surrogate homogenized equation exists. In this setting, estimating the drift
coefficient of the homogenized equation requires pre-processing of the data, often
in the form of subsampling; this is because the two-scale equation and the homog-
enized single-scale equation are incompatible at small scales, generating mutually
singular measures on the path space. We avoid subsampling and work instead with
filtered data, found by application of an appropriate kernel function, and compute max-
imum likelihood estimators based on the filtered process. We show that the estimators
we propose are asymptotically unbiased and demonstrate numerically the advantages
of our method with respect to subsampling. Finally, we show how our filtered data
methodology can be combined with Bayesian techniques and provide a full uncertainty
quantification of the inference procedure.
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1 Introduction

Efficient parameter estimation for stochastic models is essential in a wide range of
applications in natural and social sciences. In several areas, the data originate from
phenomena which vary continuously in time and which are endowed with a multiscale
structure. This is the case, for example, in molecular dynamics, oceanography and
atmosphere science or in econometrics. Frequently, it is desirable in these areas to
infer from data a simpler model which captures effectively large-scale structures, or
slow variations, disregarding small-scale fluctuations or treating them as a source of
noise. The mismatch between the data and their desired slow-scale representation is a
typical instance of a problem of model misspecification, which, if ignored or handled
incorrectly, can lead to erroneous inference. Indeed, the data, coming from the full
dynamics, are compatible with the coarse-grained model only at the time scales at
which the effective dynamics is valid.

In this paper, we consider a simple multiscale setting arising from models of molec-
ular dynamics, with a complete separation between the fast and the slow scale. In
particular, we consider diffusion processes for motion in a confining potential which
has slow variations with rapid order-one oscillations superimposed. Given data in the
form of a sample path from this simple class of model problems, we are interested in
determining the drift coefficient of an equation of the overdamped Langevin type in
which the fast-scale potential is eliminated. The theory of homogenization guarantees
that such a single-scale equation can be uniquely determined, and our goal is therefore
to obtain effective coarse-grained dynamics from data consistently with respect to the
homogenization result.

Several methods to take into account model misspecification in multiscale frame-
works as above exist. For diffusion processes, the proposed approaches rely in different
measures to subsampling, which has proved itself to some extent effective in many
applications, but which requires nevertheless precise knowledge of how separated the
two characteristic time scales are. Robustness of this methodology is dubious, too, as
inference results tend to be extremely sensitive to the subsampling rate.

In the rest of the introduction, we first give a brief overview of the existing litera-
ture on the topic of deterministic and stochastic multiscale inference problems, then
introduce our novel methodology and its favorable properties and conclude with an
outline of this paper.

1.1 Literature Review

For simple models in molecular dynamics, the effect of model misspecification was
studied in a series of papers [7,8,16,17,26,28,29] under the assumption of scale sep-
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aration. In particular, for Brownian particles moving in two-scale potentials it was
shown that, when fitting data from the full dynamics to the homogenized equation, the
maximum likelihood estimator (MLE) is asymptotically biased [29, Theorem 3.4].
To be more precise, in the large sample size limit, the data remain consistent with
the multiscale problem at small scale. Ostensibly, this would seem related only to the
estimation of the diffusion coefficient. However, because of detail balance, it also has
the effect that the MLE, for the drift in a parameter fit of a single-scale model, incor-
rectly identifies the coefficient of the homogenized equation. The bias of the MLE
can be eliminated by subsampling at an appropriate rate, which lies between the two
characteristic time scales of the problem [29, Theorems 3.5 and 3.6].

Similar techniques can be employed in econometrics, in particular for the estimation
of the integrated stochastic volatility in the presence of market microstructure noise.
In this case, too, the data have to be subsampled at an appropriate rate [6,25]. The
correct subsampling rate can, in some instances, be rather extreme with respect to the
frequency of the data itself, resulting in ignoring as much as 99% of the time series.
As the intuition suggests, this increases significantly the variance of the estimator,
which is usually taken care of with additional bias corrections and variance reduction
procedures. The need of such methodology is accentuated by data being obtained at
high-frequency [5,35].

The problem of extracting large-scale variations from multiscale data is studied in
atmosphere and ocean science. In this field, too, subsampling the data is necessary to
obtain an accurate coarse-grained model [12,34].

The necessity to subsample the data can be alleviated by using appropriate mar-
tingale estimators, as was done in [18,21]. This class of estimators can be applied to
the case where the noise is multiplicative and also given by a deterministic chaotic
system, as opposed to white noise. Estimators of this family have been applied to time
series from paleoclimatic data and marine biology and augmented with appropriate
model selection methodologies [22].

In case the data consist of discrete observations and not of continuous time series,
it is possible to employ estimators based on a spectral decomposition of the generator
of the stochastic process. Methodologies of this kind have been applied successfully
to inference problems for single-scale problems [13,20], as well as more recently for
multiscale diffusions [14].

Inference of diffusion processes can be naturally performed under a Bayesian per-
spective. If one focuses on the drift coefficient, the form of the likelihood function
guarantees, under a Gaussian prior hypothesis, that the posterior distribution is itself
a Gaussian. The versatility of the Bayesian approach in the infinite-dimensional case
[15,33] gives the possibility to extend the study of inferring the drift of a diffusion
process to the nonparametric case [31,32].

The issue of model misspecification in inverse problems with a multiscale structure
has been treated in the context of partial differential equations, too. In particular, it has
been shown that it is possible to infer a coarse-grained equation from data coming from
the full model and to retrieve, in the large data limit, the correct result [24]. A series
of papers [1-3] focuses on retrieving the full model when the multiscale coefficient is
endowed with a specific parametrized structure. Since these problems are ill-posed,
the latter is achieved via Tikhonov regularization [1,24], adopting a Bayesian approach
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[2,24] or exploiting techniques of Kalman filtering [3]. In [2,3], the authors highlight
the need to account explicitly for the modeling error due to homogenization and apply
statistical techniques taken from [10,11].

1.2 Our Contributions

In this paper, we bypass subsampling by designing a methodology based on filtered
data. In particular, we smooth the time-series data from the multiscale model by
application of an appropriate linear time-invariant filter, from the exponential family,
and show that doing so allows us to accurately retrieve the drift coefficient of the
homogenized model. The methodology we present is straightforward to implement,
robust in practice and backed by theory. In particular, we show theoretically and
demonstrate via numerical experiments that:

(i) The smoothing width of the filter can be alternatively tuned to be proportional
to the speed of the slow process or to smaller scales and provide in both cases
unbiased results for maximum likelihood parameter estimation. Sharp estimates
on the minimal width with respect to the multiscale parameter are provided. The
unbiasedness results are given in Theorems 3.12 and 3.18 for filtered data in the
homogenized and in the multiscale regimes, respectively.

(ii)) We additionally propose in the multiscale regime an estimator of the effective
diffusion coefficient based on filtered data, as shown in Theorem 3.20.

(iii) Estimations based on our technique are robust in practice with respect to the
parameter of the filter. This is not the case for subsampling, which is strongly
influenced by the subsampling frequency. The robustness of our technique is
demonstrated via numerical experiments in Sects. 5.1 and 5.3.

(iv) The entire stream of data is employed, which, in practice, enhances the quality
of the filter-based MLE in terms of bias. Moreover, avoiding subsampling and
thus discretizing the data allow us to employ continuous-time theoretical tools.

(v) It is possible to employ the filtered data approach within a continuous-time
Bayesian framework by a careful modification of the likelihood function. Under
mild hypotheses on the filter parameters, we are able to show that the posterior
distributions obtained with our methodology are asymptotically consistent with
respect to the drift parameter of the homogenized equation. Our main theoretical
result is given in Theorem 4.5, and a numerical experiment for the combination
of the filtered data approach and of Bayesian techniques is presented in Sect. 5.4.

1.3 Outline

The rest of the paper is organized as follows. In Sect. 2, we introduce the problem and
lay the basis of our analysis setting the main assumptions and notation. In Sect. 3, we
present our filtered data methodology, with a particular focus on ergodic properties,
on multiscale convergence and, naturally, on the properties of our estimators. In Sect.
4, we introduce the Bayesian framework and show how it can be enhanced employing
filtered data. Finally, in Sect. 5 we demonstrate the effectiveness of our methodology
via a series of numerical experiments.
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2 Problem Setting

In this section, we introduce the class of diffusion processes which we treat in this paper
and the classical methodology employed for the estimation of the drift. Let & > 0 and
let us consider the one-dimensional multiscale stochastic differential equation (SDE)

1, /Xt
dX8 = —a - V/(X5)dt — —p/ (-’) dt + v20 dW,, (1)
& I

where, given a positive integer N, we have that « € RY and o > 0 are the drift and
diffusion coefficients, respectively, and W; is a standard one-dimensional Brownian
motion. The functions V: R — RY and p: R — R define the slow-scale and the
fast-scale confining potentials, respectively. In particular, we assume

V) = (Vi) Vo) - V(o) ', )

for smooth functions V;: R — R,i =1, ..., N. Moreover, we assume p to be smooth
and periodic of period L. The theory of homogenization [9, Chapter 3] guarantees the
existence of an SDE of the form

dXt = —A . V/(X[)dt + A% 22 tha (3)

such that X; — X, for ¢ — 0 in law as random variables in CO([O, T1; R). In
particular, we have A = Ko and ¥ = Ko, where the coefficient 0 < K < 11is given
by the formula

L
K = /0 (1+ @' (»))? n(dy), 4)
with

1 ! L
p(dy) = Ee"’(”/" dy, where Z = / e PO/ gy,
0

and where the function @ is the unique solution with zero mean with respect to the
measure p of the two-point boundary value problem

—p' MNP () +o®"(y)=p'(y), 0<y<L, &)

endowed with periodic boundary conditions. Let us remark that in this one-dimensional
setting it is possible to determine @ explicitly, and the homogenization coefficient K
is given by

L2
K_
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where

L L
Z=/0 PO gy, Zz/o P07 gy

We now briefly present the classical methodology for estimating the drift coefficient.
LetT > Oandlet X := (X;,0 <t < T) be arealization of the solution of (3) up to
final time 7. Girsanov’s change of measure formula applied to (3) allows to write the
likelihood of X given a drift coefficient A as

(6)

I(X | A)
p(X | A) =exp (_T) ,

where

T 1 T 2
I(X|A):f A~V/(Xt)dXt+§/ (A- V(X)) dr.
0 0

Minimizing the functional /(X | A) with respect to A therefore gives the maximum
likelihood estimator (MLE) of A, which can be formally computed in closed form as

AX,T) = arg min 1(X | A) = =M~ (X)h(X), )

where M (X) € RV*N and h(X) € RY are defined as
1 (T 1 (T
M) = / VXD ® V(X dt, ) = f V(X)) dX,.
0 0

where ® denotes the outer product in RY. Let us now state the assumptions which
will be employed throughout the rest of our work. In particular, we consider the same
dissipative setting as [29, Assumption 3.1].

Assumption 2.1 The potentials p and V satisfy

(1) p € C*°(R) and is L-periodic for some L > 0;
(i) V; € C®°[R) foralli = 1,..., N is polynomially bounded from above and
bounded from below, and there exist a, b > 0 such that

—a-V'(x)x <a—bx*
(iii) V' is Lipschitz continuous, i.e., there exists a constant C > 0 such that
[V'e) =V, <Clx—yl,
and the components V' are polynomially bounded foralli =1, ..., N;
(iv) forall T > 0, the symmetric matrix M (X) is positive definite and there exists
A > 0 such that Apin (M (X)) > A.
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Remark 2.2 1n the following, in particular in the proof of Lemma 3.3, we will employ
Assumption 2.1(ii) for the whole drift of the SDE (1), i.e., the function

X
VER) = a- V() +p <2) .

Since p € C*®°(R) and is periodic, all derivatives of p are in L°°(R). Therefore,
the assumption above is sufficient for V¢ to satisfy Assumption 2.1(ii) with different
values for a and b. In particular, assume Assumption 2.1(ii) holds for V. Then, we
have for all y > 0 by Young’s inequality

—(V&Y (x)x <a—bx>— lp’ ()—C) X
e" \e

1 2 Y
< <a 3 ”p/”L“(R)) _ (b - 5) 2.

Hence, Assumption 2.1(ii) holds for V¢ with a coefficient b which is arbitrarily close
to the coefficient for V, alone.

Under these assumptions, the MLE given in (7) is indeed the unique minimizer of
the likelihood function, as shown in [31, Theorem 2.4].

Let us consider the modified estimator of the drift coefficient obtained replacing X
with X* := (X?,0 <t < T) solution of (1), i.e.,

A\(Xs, T) .= argAm]%nN [(XE | A) = —M Y (X*h(X®), ®)

where 7(X? | A), the matrix M (X?) and the vector i (X?) are obtained replacing each
occurrence of X with X?. In the following, we assume that Assumption 2.1(iv) holds
as well for the matrix M (X?), and simply denote by M := M (X®) and h := h(X?)in
case of no ambiguity. Given the convergence of X — X in the space of continuous
stochastic processes, one would expect that the MLE (8) would be asymptotically
unbiased for the drift coefficient A of the homogenized equation (3). Instead, it is
possible to prove that in the asymptotic limit for 7 — oo and ¢ — 0, the MLE tends
to the drift coefficient o of the unhomogenized equation (1). We report here this result,
whose proof can be found for the case N = 1 in [29, Theorem 3.4]. We remark that
the proof for N > 1 follows directly from the one-dimensional case.

Theorem 2.3 Let Assumption 2.1 hold and let X{ be distributed according to the
invariant measure of the process X¢ solution of (1). Then,

lim lim A\(XE, T)=o, a.s.,
e—>0T—o00

where « is the drift coefficient of Eq. (1).

As anticipated in the introduction, the main existing tool for obtaining unbiased
estimators in the literature is subsampling the data. In particular, let the dimension of
EOE';W
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the parameter N = 1,let § > 0 and let T = né with n a positive integer. Then, a
subsampled estimator for A is given by

-1
20 VK50 (X0 — X5s)

As(XE.T) = — —
b) Z;LO v'(xj.(s)2

which is a discretized version of X(X € T). It is possible to show [29, Theorem 3.5]
that choosing § = &¢ with ¢ € (0, 1), then As (X?®, T) is an asymptotically unbiased
estimator of A in the limit for ¢ — 0, in probability. Despite being widely employed
in practice, estimators based on subsampling present some drawbacks, such as having
a high variance, as mentioned in the introduction. In the following, we will introduce
and analyze a novel approach for the drift estimation.

Estimating the effective diffusion coefficient X' of the homogenized SDE (3) is as
well a relevant problem. Indeed, knowing X' besides the drift coefficient A gives a
complete estimation of the effective model (3), which is effective for the multiscale
data generated by (1) in the sense of homogenization theory. The standard approach for
estimating the diffusion coefficient is to compute the quadratic variation of the path. In
[29, Theorem 3.4], the authors show that this approach fails in case the data are not pre-
processed, meaning that the quadratic variation of X¢ equals the diffusion coefficient
o of (1), even in the limit for ¢ — 0. They propose therefore the estimator 35 based
on subsampling that tends to the effective diffusion coefficient X' [29, Theorem 3.6].
Despite the focus of this work being mainly the effective drift coefficient, we propose
in the following an unbiased estimator for the effective diffusion coefficient which fits
our novel approach.

Remark 2.4 We note that our framework may be viewed in the semi-parametric setting
as the one of [21]. In particular, the functions V;, i = 1,..., N can be seen as the
known basis functions of an expansion (e.g., a Taylor expansion) for the unknown
confining potential V,, : R — R given by

N
Va(x) =Y i Vi(x).
i=1

A numerical example highlighting the potential of our method in such a setting is
given in Sect. 5.3.

Remark 2.5 Let us remark that for enhancing the clarity of the exposition, in this article
we chose to focus on the case of a multidimensional parameter in the setting of one-
dimensional diffusion processes. In fact, all the theory we present in the following
could be generalized to the case of the d-dimensional version of the SDE (1), which
can be written as

N
1 X7
dXf = =) & VVi(X{)dr — -Vp ( ’ ) dr + V20 dW,,
&

; e
i=1
FolCT
e,
@Springer L0



Foundations of Computational Mathematics

where W; is a standard d-dimensional Brownian motion. Slight modifications of the
proof demonstrate that analogous results to ours may be obtained in the d-dimensional
case.
3 TheFiltered Data Approach
In this section, we introduce and analyze a novel approach based on filtered data to
address the issue that the MLE estimator, when confronted with multiscale data, is
biased. Let 8,8 > 0 and let us consider a family of exponential kernel functions
k: Rt — R defined as

k(r) = Cgs~ P18, )

where Cg is the normalizing constant given by

Co=BT(1/p)7",

o
/ k(rydr =1,
0
&

and where I"(-) is the gamma function. We consider the process Z° := (Z7,0 <t <
T) defined by the weighted average

so that

t
Z; = / k(t —s)X{ ds.
0

The process Z¢ can be interpreted as a smoothed version of the original trajectory X°.
In fact, in the field of signal processing, kernel (9) belongs to the class of low-pass
linear time-invariant filters, which cut the high frequencies in a signal to highlight its
slowest components. In the following, rigorous analysis is conducted only when 8 = 1.
Nonetheless, numerical experiments show that for higher values of 8 the performances
of estimators computed employing the filter are more robust and qualitatively better.

Remark 3.1 Given a trajectory X°, it is relatively inexpensive to compute Z¢ from a
computational standpoint. In particular, the process Z¢ is the truncated convolution of
the kernel with the process X¢. Hence, computational tools based on the fast Fourier
transform (FFT) exist and allow to compute Z¢ fast component-wise. Moreover, the
process Z¢ can be computed, in case 8 = 1, in a recursive manner and therefore
“online.”

Given a trajectory X* and the filtered data Z¢, the estimator of the drift coefficient
we propose is given by

Av(XE, T) = —M~H(X*)h(X?), (10)
EOE';W
@ Springer Lﬁjog



Foundations of Computational Mathematics

w
S
w
5
N
[}

0 20 40 60 80 100 30 35

N
[}

5 ' L . : 15
0 20 40 60 80 100 30 35 40
t t

Fig. 1 Filtering a trajectory X¢ obtained with V (x) = x2/2, p(y) =cos(y),a =1,0 =0.5and ¢ =0.1.
The filtering width is § = {1, ﬁ &} from top to bottom, respectively, and 8 = 1

where we employ the subscript k for reference to the filter’s kernel in (9), and where

- 1 T - 1 T
M(X%) = ?/0 V(ZH @V (X)dt, and h(X®) = 7[0 V/(Z5)dXE.
(11)

For economy of notation, we drop explicit reference to the dependence of M and h on
X¢. Let us remark that the formula above is obtained from (8) by replacing only one
instance of X; with Z in both M and 4. In particular, it is fundamental for proving
unbiasedness to keep in the definition of / the differential of the original process d X7
(see Remark 3.7). Let us furthermore remark that A (X¢, T') need not be the minimizer
of some likelihood function based on filtered data. In fact, if one were to replace Z; £
directly in (6), the symmetric part of the matrix M [ would appear and Ar(XE, T) Would
not be the minimizer. Therefore, the estimator Ak (X¢, T) has to be thought of as a
perturbation of Al (X¢, T), directly at the level of estimators and after the maximization
procedure. The only theoretical guarantee which is still needed for the well-posedness
of Zk(X € T) is for M to be invertible, which we assume to be true and which we
observed to hold in practice.
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We now consider the diffusion coefficient and propose the estimator for X' in (3)
given by

2

~ 1 (7
Sv(XE,T) = ﬁfo (X7 —ZF)" dr, (12)

where again we employ the subscript k for reference to kernel (9) of the filter. As
we will show in the following, and in particular in Theorem 3.20, the estimator Sis
unbiased for the effective diffusion coefficient X in case 8 = 1 and when we filter
data at the multiscale regime, i.e., when § is a vanishing function of €.

Let us from now on consider 8 = 1. For this value of g, the parameter § appear-
ing in (9) regulates the width of the filtering window. In practice, larger values of §
will lead to trajectories which are smoother and for which fast-scale oscillations are
practically canceled. Let us remark that the filtering width resembles the subsampling
step employed for the estimator As (X?®, T) introduced and analyzed in [29]. For sub-
sampling, the choice guaranteeing asymptotically unbiased results is § = £° with
¢ € (0, 1), and a similar analysis is due for our technique. For visualization purposes,
we depict in Fig. 1 the filtered trajectory Z° for three different values of §, namely
8§ = {1, /e, e}. With § = 1, all oscillations at the fast scale are canceled and the
filtered trajectory Z¢ presents only slow-scale variations. Reducing the value of 8,
fast-scale oscillations are progressively taken into account.

In the following, we first focus on the ergodic properties of the process Z¢ when it
is coupled with the process X¢. This analysis is practically independent of the choice
of § and is therefore presented on its own. Then, we focus on two different cases
which depend on the choice of the width § of the filter. First, in Sect. 3.2, we consider
8 to be independent of ¢, and therefore, we filter at the speed of the homogenized
process. In this case, we are able to prove that our estimator of the drift coefficient of
the homogenized equation is asymptotically unbiased almost surely. This result will
be presented in Theorem 3.12. We then move on in Sect. 3.3 to the case § o &%, which
corresponds to filtering the data at the speed of the multiscale process. In this case,
we show that under some conditions on the exponent ¢, we can still obtain estimators
which are asymptotically unbiased in probability. This result is proved in Theorem
3.18. For this second case, we widely employ techniques and estimates which come
from [29].

3.1 Ergodic Properties

Let us consider the filtering kernel (9) with 8 = 1, i.e.,
k(r) = le_r /8
5 .
In this case, Leibniz integral rule yields the equality

(x¢ - Z) ar,

(ST

t

dZ; = k(0)X! dt +/ K'(t—s)XSdsdr =
0

EOE';W
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which can be interpreted as an ordinary differential equation for Z; driven by the
stochastic signal X¢. Considering the processes X¢ and Z¢ together, we obtain the
system of two one-dimensional SDEs

1, /Xx¢
dXf = —a - V/(X5)dt — —p (—’) dt + ~/20 dW;,

dze

[SERIE

(X7 —z7) dr.

The first ingredient for verifying the ergodic properties of the two-dimensional process
(x¢,757 = ((Xg, Zf)T, 0 <t < T) is verifying that the measure induced by the
stochastic process admits a smooth density with respect to the Lebesgue measure.
Since noise is present only on the first component, this is a consequence of the theory
of hypo-ellipticity, as summarized in the following Lemma, whose proof is given in
“Appendix A.”

Lemma3.2 Let (X2, Z%) " be the solution of (13) and let s be the measure induced
by the joint process at time t. Then, the measure |} admits a smooth density p; with
respect to the Lebesgue measure.

Once itis established that the law of the process admits a smooth density for all times
t > 0, which satisfies a time-dependent Fokker—Planck equation, we are interested in
the limiting properties of this law. In particular, we know that the process X* alone
is geometrically ergodic [23, Theorem 4.4], and we wish the couple (X*, Z%)T to
inherit the same property. The following Lemma guarantees that the couple is indeed
geometrically ergodic, and its proof is given in “Appendix A.”

Lemma 3.3 Let Assumption 2.1 hold and let b > 0 be given in Assumption 2.1(ii).
Then, if § > 1/(4b), the process (X¢, Z¢) T solution of (13) is geometrically ergodic,
i.e., there exists C, . > 0 such that for all measurable f: R* — R such that for some
integer g > 0

q
flx,2) <1+ H(x Z)TH2’
it holds

sc(1+] e z)T)) e

‘Ef(Xf,Zf)—//f(x,z),oa(x,z)dxdz
RJR

for p®-a.e. couple (X§, ZS)T, where [ denotes expectation with respect to the Wiener
measure, and p® is the solution to the stationary Fokker—Planck equation

1 1
020 (x, 2) + By ((a V@) + <y (g)) P (x. z)) + 50 (G =0 (x.2)) = 0.
(14)
Fol T
e
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Remark 3.4 The condition § > 1/(4b) is not very restrictive. Let the parameter dimen-
sion N = 1 and let V (x) o x?" for an integer » > 1. Then, Assumption 2.1(ii) holds
for an arbitrarily large b > 0. Therefore, the parameter of the filter § can be chosen
along the entire positive real axis. A similar argument can be employed for higher
dimensions N > 1.

In a general case, it is not possible to find an explicit solution to (14). Neverthe-
less, it is possible to show some relevant properties of the solution itself, which are
summarized in the following Lemma, whose proof is given in “Appendix A.”

Lemma 3.5 Under the assumptions of Lemma 3.3, let p* be the solution of (14) and
let us write

pf(x,2) = * ()Y ()R (x, 2), (15)

where ¢f and ¢ are the marginal densities of X¢ and Z¢, respectively, i.e.,

<p8(x>=fpf(x,z)dz, we(z>=/p8<x,z>dx.
R R

Then, it holds
) = —exp (= Lo vy — & (x) (16)
¢ () = —exp | —— —p :

where

Moreover, it holds
U(Sf / V()¢ ()Y ()0, R (x, 2) dx dz = EP [(X® — Z)*V"(Z®)]. (17)
RJR

Remark 3.6 Lemma 3.5, and in particular equality (17), plays a fundamental role in the
proof of unbiasedness of the estimator based on filtered data. In particular, this equality
allows to bypass the explicit knowledge of the function R(x, z), which governs the
correlation between the processes X¢ and Z¢ at stationarity, for which a closed-form
expression is not available in the general case.

Remark 3.7 Let us return to the definition of Ay and replace the differential dX? with
dZ; in h. In this case, it holds

1T Lt
tim = [ vizpaz = im [ v -z

T—o0
| B
— SEP [V/(ZS)(XS _ ZE)] — O,
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where the last equality is obtained as in the proof of Lemma 3.5, with the choice
f(x,z) = V(z) at the last line. Therefore, we stress again that it is indeed necessary
to employ the original differential dX7 in the vector 7 in the definition (10) of Ag

Remark 3.8 Let us consider kernel (9) with 8 > 1. In this case, the steps leading to
system (13) do not yield a system of Itd SDEs, but of stochastic delay differential
equations. The analysis of the estimator in case 8 > 1 is therefore based on different
arguments than the one we present in this work.

3.2 Filtered Data in the Homogenized Regime

In this section, we analyze the behavior of the estimator Kk(X € T) based on filtered
data given in (10) when the filtering width § is independent of e. The analysis in
this case is based on the convergence of the couple (X¢, Z)T with respect to the
multiscale parameter ¢ — 0. In particular, it is known that the invariant measure of
X¢ converges weakly to the invariant measure of X, the solution of the homogenized
equation (3). The following result guarantees the same kind of convergence for the
couple (X4, Z%)T.

Lemma 3.9 Under Assumption 2.1, let u* be the invariant measure of the couple
(X¢, Z%)T. If 8 is independent of ¢, then the measure uf converges weakly to the
measure uo(dx, dz) = po(x, 7) dx dz, whose density ,00 is the unique solution of the
Fokker—Planck equation
2 0 ’ 0 1 0
D7 p (2 + 0, (A V@ . ) + 50 (G = 0p' ) =0, (18)

where A and X are the coefficients of the homogenized equation (3).

Proof Let (X,Z)" := ((X;,Z;)",0 <t < T) be the solution of

dX, = —A-V'(X,)dt + V22X dW,,

1
42, = £ (X; = Zy) dr,

with (X0, Zg) " ~ . The arguments of Sect. 3.1 can be repeated to conclude that the
invariant measure of (X, Z) " admits a smooth density ,00 which satisfies (18). More-
over, standard homogenization theory (see, e.g., [9, Chapter 3, Theorem 6.4] or [30,
Theorem 18.1]) guarantees that (X¢, Z5T — (X, 2)T for & — 0 in law as random
variables with values in C° ([0, T']: RZ),provided that (X, Zf))—r ~ uf. Weremark that
traditionally it is assumed that the initial conditions satisfy (X§, Z§) " = (Xo, Zo)
for the homogenization result to hold, but notice that the proof of, e.g., [30, Theorem
18.1] can be shown to hold with a minor modification in case both the multiscale
and the homogenized processes are at stationarity. Denoting E = C°([0, T, R?), this
means that the measure induced by (X¢, Z%) T on (E, B(E)) converges weakly to the
measure induced by (X, Z )T on the same measurable space (see, e.g., [30, Definition
3.24]). Hence, the measure u° converges weakly to 0 for ¢ — 0. O
FoE'ﬂ
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Example 3.10 A closed-form solution of (18) can be obtained in a simple case. Let the
dimension of the parameter N = 1 and let V (x) = x2/2. Then, the analytical solution
is given by

ey e (AL L = (+489?
o Cpo X 2 KD 2 ’
where
Ax2 1 (x = (14 48)2)° 253
Coo = exp(-o — — = TPV ) gydg = — Y0
R JR X2 X 2 1+ AVA

This is the density of a multivariate normal distribution A/(0, I"), where the covariance

matrix is given by
b)) 1+A5 1
r=s —— .
A(l + AS) 1 1

Letus remark that this distribution can be obtained from direct computations involving
Gaussian processes. In particular, we have that X is in this case an Ornstein—Uhlenbeck
process and it is therefore known that X ~ GP(m,, C(t, s)), where at stationarity
m; = 0 and

X
C(t,s) = Ke_AIt_Sl.

The basic properties of Gaussian processes imply that Z is a Gaussian process and
that the couple (X, Z)T is a Gaussian process, too, whose mean and covariance are
computable explicitly.

We now present an analogous result to Lemma 3.5 for the limit distribution.

Corollary 3.11 Let p° be the solution of (18) and let us write
PP, 2) = Y @R (x, ),

where @° and ° are the marginal densities, i.e.,

o) = f PO, dz, YO = / POx, 2) dx.
R R

Then, if A and X are the coefficients of the homogenized equation (3), it holds

C(po )

(po(x) = Lexp (—iA . V(x)) , where C(po = / exp (—iA . V(x)) dx.
R X

(19)
EOE';W
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Moreover, it holds
bY / / V()¢ ()9 ()3, RO(x, 2) dx dz = B [(X — 2)°V"(Z)].
R JR

Proof The proof is directly obtained from Lemma 3.5 setting p(y) = 0 and replacing
a,0 by A, X, respectively. O

Let us introduce a notation which will be used throughout the rest of the paper. We
denote

M, =EF V()@ V/(X)], My :=F"[V( )@V (X)) (0

ie., M,is obtained in the limit for 7 — oo applying the ergodic theorem elementwise
to the matrix M and Mo is the limit for &¢ — 0 of the matrix /\/lg due to Lemma 3.9.
For completeness, we introduce here the symmetric matrices M, and M which are
defined as

M =E [V(X) @ V(X)], Mo =E VX))@V X @I

and which will be employed in the following. We can now introduce the main result,
namely the convergence of the estimator based on filtered data of the drift coefficient
of the homogenized equation.

Theorem 3.12 Let the assumptions of Lemmag 3.3 and 3.9 hold, and let Zk (X4, T)
be defined in (10) with § independent of €. If M is invertible, then

lim lim Ak(XS T)= a.s.,

e—>0T—00
where A is the drift coefficient of the homogenized equation (3).

Proof Replacing the expression of dX? into (11), we get for h
FoE'ﬂ
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~ N R .
h=-Mx— — -p V(Z)dt+— V(Z)dW,
T Jo ¢ &
Therefore, we have
~ 1 ~ T X¢ V20
Ak(Xg,T):a—i—?M*l/ —p/< )V(Zs)dt——M / V(Zg)dW,
o ¢ &

=: a4 I5(T) — I{(T).
(22)

We study the terms I (7') and I (T') separately. First, the ergodic theorem applied to
17 (T) yields

hm I{(T) = M;'EX L (%8) v/(zf)], a.s. (23)

Replacing decomposition (15), expression (16) of ¢¢ and integrating by parts, we have

o[ (D))
& &

1 1 N
:/ / V’(Z) —p/ (f) _e_%d-v(x)e_%P(g)I//.S(Z)Rg(x’Z) dx dZ
RJR & & C¢e

1 X 1 1
- /R ./R % <e_;p(g)> C e 7 VOV () YF ()R (x, 2) dx dz

(pE

=0

1
e ar (D, (e—éa'V<X>R8(x, z)) V/(2)¥® () dx dz,
RJR Ctpg

which implies

B’ [ép(i )v<z€} (//V<z>®v<x)p (x. z)dxdz)

o [ [ view @R c i
R JR
= —Msot + a/ / V()@ ()Y (2)0, RE (x, z) dx dz.
RJR
Replacing the equality above into (23), we obtain
lim I{(T) = —a+ MVE_IG/ / V()@ ()Y (2)0, R (x,z)dx dz, a.s.
T—o00 R JR
Due to Lemma 3.5, we therefore have
1 ~ ¢
Jim IH(T) = —a + MBS [(X° = Z92V/(Z)), as. (24)
—00

FoE'ﬂ
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Since § is independent of &, we can pass to the limit as ¢ goes to zero and Lemma 3.9
yields

lim lim I§(T) = —a + %A’Zglwo[(x —2)*V"(Z)], as. (25)

e—>0T—o0

Due to Corollary 3.11, we have

%Eﬂ“[(x _2V(2)] =3 / / V(260 ()90 (2)d, RO(x, 2) dx dz,
RJR

and moreover, an integration by parts yields

%E"‘)[(x —2V'(Z) = -5 f / V(@@ 0y @R (x, 2) dx dz

= —z/ / (Z)f < —éAV(x)) WO RO (x, 2) dx dz
- </ f V(@) ® V(@)% (x, 2) dx dz) A
RJR

= MoA.
We can therefore conclude that

lim lim I{(T) = —-a+ A, as. (26)
e—>0T—>o0
We now consider the second term 75 (7') and rewrite it as

I5(T) =20 15 (T)I5,(T),

where

-1

1 (7 17
L5 (T) := (;/O V’(Zf)®v/<Xf)dt) (;/0 v/(Zf)®v/(Zf)dt>,

1 T -1 1 T
I55(T) := (7 /0 W(Zf)@V/(Zf)dr) (7 /0 V/(Zf)dW,>.

The ergodic theorem yields
11m I5(T) = M;'E” [V/(Z2) @ V/(29)] = R,

where R® is bounded uniformly in & due to the theory of homogenization, Assumption

2.1(1ii)—(@iv) and Lemma C.1. Moreover, always due to Lemma C.1 and Assumption
Fol:'ﬂ
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2.1(iii) we have that V'(Z°®) is square integrable, and hence, the strong law of large
numbers for martingales implies

lim I5,(T) =0, as.,
T—oo ™
independently of . Therefore,
lim lim I§(T) =0, as.,
e—>0T—o00

which, together with (26) and (22), proves the desired result. O

Remark 3.13 Let us remark that the assumption that § is independent of ¢ is necessary
to pass from (24) to (25) but is not needed before (24). Moreover, the term 15 (¢) in the
proof vanishes a.s. independently of &. Therefore, in the analysis of the case § = O (&%)
it will be sufficient for unbiasedness to show that

1 ~ ¢
lim gMglEp (XS — Z52V"(Z5)] = A,
E—>
which is a non-trivial limit since § — 0 for ¢ — 0.

3.3 Filtered Data in the Multiscale Regime

We now consider the case of the filtering width § = (&%), where ¢ > 0 will
be specified in the following. In this case, the filtered process resembles more the
original process X¢, as noted in Fig. 1. Moreover, the techniques employed for proving
Theorem 3.12 can only be partly exploited, as highlighted in Remark 3.13. In fact,
in order to prove unbiasedness it is necessary to characterize precisely the difference
between the processes Z° and X®. A first characterization is given by the following
Proposition, whose proof is found in “Appendix B.”

Proposition 3.14 Let Assumption 2.1 hold and €, § > 0 be sufficiently small. Then, it
holds for everyt > 0

X? — ZF =8B! + R(z, ),

where the stochastic process B} is defined as
t
B/ = VZG/ k(t —s)(1+ @'(Y])) dwy, (27)
0

where @ is the solution of the cell problem (5), Wy is the Brownian motion appearing
in(1)andY{ = X? [e. Moreover; B; and the remainder R (e, §) satisfy for every p > 1
the estimates

3 1/p
(B |B|7) " < cs7, (28)
EOEE
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and
¢ 1/p —ts
(IE‘/’ IR, 5)|P) < C (5 +&+max{l, t}e %), (29)

where C is independent of ¢, § and t and ¢° is the density of the invariant measure of
Xe.

Itis clear from the Proposition above that understanding the properties of the process
B; is key to understanding the behavior of the difference between X® and Z°®. In
particular, we can write the dynamics of B; with an application of the Itd formula and
due to the properties of the kernel k() as

Ners

1 20
dBf = —ng dr + T(l + @' (Yf)) dW;.
This equation can be coupled with the dynamics of the processes X7, Y/ and Z7, thus
describing the evolution of the quadruple (X?, Y?, Z¢, B?) together. In particular, it is
possible to show that the results of Sect. 3.1 hold for the quadruple, and the properties
of the invariant measure of the quadruple can be exploited to prove the unbiasedness
of the estimator in the case § = O(¢*) in the same way as in the case § independent
of ¢. In this context, a further assumption on the potential V is necessary.

Assumption 3.15 The derivatives V” and V" of the potential V: R — R are
component-wise polynomially bounded, and the second derivative is Lipschitz, i.e.,
there exists a constant L > 0 such that

V') = V'] < Lix=yl,

forall x,y € R.

In light of Remark 3.13, it is fundamental to understand the behavior of the quantity
1 e eN2\/ ! (7€
E(Xt _Zt) Vv (Zt),

as well as its limit for # — oo and for ¢ — 0. Let us remark that due to Proposition
3.14 we have

1
S - ZEIV(ZE) ~ 8(BE?V(ZE),

and therefore studying the right-hand side of the approximate equality above is the
goal of the upcoming discussion. The following result, whose proof is in “Appendix
C,” gives a first characterization.

Lemma 3.16 Under Assumptions 2.1 and 3.15, let n® be the invariant measure of the
quadruple (X?,Y?%, Z%, B®). Then, it holds

Elol:;ﬂ
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B [(BS)zv%Zf)] = 0B [(1 4+ ' (Y)*V"(Z)] + R(e. 9),
where the remainder R (&, 8) satisfies
|Re.8)| < C (31/2 +£) .

Let us remark that the quantity appearing above hints toward the theory of homog-
enization. In fact, we recall that the homogenization coefficient K is given by

L
K= /0 (140’ () u(dy),

where u is the marginal measure of the process Y¢ when coupled with X*. Therefore,
the next step is the homogenization limit, i.e., the limit of vanishing &, which is
considered in the following Lemma, and whose proof is given in “Appendix C.”

Lemma 3.17 Let the assumptions of Lemma 3.16 hold, and let § = &% with ¢ > 0.
Then, it holds

lim 0B [(1+0'(r*)*V"(2°)] = ZEV[V/ (X))

where X is the diffusion coefficient of the homogenized equation (3).
Provided with the results presented above, we can prove the following Theorem,
stating that the estimator A (X?, T') is asymptotically unbiased even in the case of the

filtering width § vanishing with respect to the multiscale parameter ¢.

Theorem 3.18 Let the assumptions of Lemmas 3.3 and 3.17 hold. Let Xk (X, T) be
defined in (10) and § = es with ¢ € (0,2). If M is invertible, then

lim lim Ax(X?,T) = A, in probability,
e—=>0T—o00
where A is the drift coefficient of the homogenized equation (3).

Proof Let us introduce the notation
1 ~ .
A% (9) = EM;‘]EP [(X* — Z%)*V"(Z%)],

where M, is defined in (20). Then, following the proof of Theorem 3.12 and in light
of Remark 3.13, we only need to show that if § = ¢ with ¢ € (0, 2) we have

lim A®°(8) = A, in probability.
e—0
EOE';W
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Using Proposition 3.14 and geometric ergodicity for taking the limit for t — oo
(Lemma 3.3), we have the following equality

~ 1

A*@) = M!S lim BI(X] = Z)*V"(ZD)]
A i E [(335 + Rz, ) V”(ZE)]
- & §it>00 ¢ ’ t
= M lim (J5 () + J5 () + J5 ).

where R (e, §) is given in Proposition 3.14, E denotes the expectation with respect to
the Wiener measure and

Jiw =8 BV (Z)].
J5 (1) =2E[Bf R(e,5)V"(Z])],

1
= 5E [R(e, 5)2V”(Zf)] .

Let us consider the three terms separately. First, by geometric ergodicity and applying
Lemmas 3.16 and 3.17 we get

fm fm, 950 = lim 9B [ ("2
= lim (aE"E[V”(Ze)(l + @' (Y2 + Re, 5))
— SE IV (X0).

Let us now consider J5 (). Considering Holder conjugates p, g, r the Holder inequal-
ity yields

|75 ()] < BI(B)P1V/PE[R(s, $)1/4BIV" (2) 1"
Now, we can bound the first two terms with (28) and (29), respectively. The third term

is bounded due to Assumption 3.15 and Lemma C.1. Hence, we have for ¢ sufficiently
large

J50)] = € (812 +e5712).
We consider now J5 (¢). The Holder inequality yields for conjugates p and g
75| < E[R(e. 8)*"1VPE[V" (2])"]'/9,
which, similarly as above, yields for ¢ sufficiently large

50 = (5+6%7").
FoC Tl
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Therefore, since § = O(e¢) for ¢ € (0, 2), the terms J5 (1) and J5(¢) vanish in the
limit for t — oo and ¢ — 0. Furthermore, by Lemma C.4 and by weak convergence
of the invariant measure ¢ to 1, we have

lim M, = Mo,

e—0

where M is defined in (21). Therefore,
lim A% (8) = TMG'E [V (X)],
e—0
and, finally, employing (19) and (21) and integrating by parts yield
lim A°(8) = ):M‘liMoA —A
e—0 0 x ’

which implies the desired result. O

We conclude the analysis concerning the estimator Ay, for the effective drift coeffi-
cient with a negative convergence result, i.e., that if § = &% with ¢ > 2, the estimator
based on filtered data converges to the coefficient « of the unhomogenized equation.
This result is relevant for two reasons. First, it shows the sharpness of the bound on ¢
in the assumptions of Theorem 3.18. Second, it shows an interesting switch between
two completely different regimes at { = 2, which happens arbitrarily fast in the limit
e — 0.

'[beorem 3.19 Let the assumptions of Lemma 3.3 and Assumption 3.15 hold. Let
Ar(X?, T) be defined in (10) and § = &° with ¢ > 2. If M is invertible, then

lim lim Ap(X°,T) =«a, in probability,

e—>0T—o00

where « is the drift coefficient of the multiscale equation (1).

The proof is given in “Appendix C.”

We conclude this section by proving a result of asymptotic unbiasedness for the
estimator fk of the effective diffusion coefficient X' defined in (12). The proofis given
in “Appendix D.”

Theorem 3.20 Let the Assumptions of Theorem 3.19 hold. Then, if § = &%, with ¢ €
(0, 2), it holds

lim lim fk(Xe, T) =X, inprobability,
e—>0T—o00

where X is the diffusion coefficient of the homogenized equation (3).
FolCT
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4 The Bayesian Setting

In this section, we present a Bayesian reinterpretation of the inference procedure,
which, given the structure of the problem, allows full uncertainty quantification with
little more computational effort than required for the MLE.

Let us fix a Gaussian prior 1o = N'(Ap, Co) on A, where Ag € RN and Cy € RV*N
is symmetric positive definite. Then, given a final time 7 > 0, the posterior distribution
Ur e admits a density p(A | X¢) with respect to the Lebesgue measure which satisfies

1
p(A|X*) = 7e p(X* | A) po(A),

where Z¢ is the normalization constant, pg is the density of o and the likelihood
p(X?® | A)is given in (6). The log-posterior density is therefore given by

T
logp(A| X®)=—logZ® — —A-h
2X

T 1 1
——A - MA——-(A—-Ay) -C, (A— Ay,
55, 2( 0)-Cy ( 0)

where M and h are defined in (8). Since the log-posterior density is quadratic in A, the
posterior is Gaussian, and it is therefore sufficient to determine its mean and covariance
to fully characterize it. We denote by m7 . and Cr . the mean and covariance matrix,
respectively. Completing the squares in the log-posterior density, we formally obtain

1 _c-1y Ly,
CT,g_CO +E s 30)

cr! =Cc'A T h
7,eMT.e = L 0— E .

Under Assumption 2.1, one can show that the posterior at time 7 > 0 is well defined
and given by ur (- | X¥) = N(m7 ¢, Cr.¢). Let us remark that in order to compute
the posterior covariance Cr  the value of the diffusion coefficient X' of the homoge-
nized equation is needed. Although the exact value is in general unknown, it can be
estimated employing the subsampling technique presented in [29] or with the esti-
mator S given in (12) based on filtered data. In fact, we verified in practice that the
estimator of the diffusion coefficient based on subsampling is more robust with respect
to the subsampling step than the estimator for the drift coefficient. In the following
theorem, we show that the posterior distribution obtained with no pre-processing of the
data contracts asymptotically to the drift coefficient of the unhomogenized equation.
We characterize the contraction by verifying that the posterior measure concentrates
in arbitrarily small balls. Let us finally remark that the measure p7 . is a random
measure, and therefore, contraction has to be considered averaged with respect to the
Wiener measure. The choice of the contraction measure and some parts of the proof
are taken from [32, Theorem 5.2].

FoC'T
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Theorem 4.1 Under Assumption 2.1, the posterior measure pur (- | X°) =
N(mr ¢, Cr ¢) satisfies for all ¢ > 0

lim lim E[ur. ({a: la—aly =c}| X°)] =0,

e—>0T—>00

where [E denotes expectation with respect to the Wiener measure and o is the drift
coefficient of the unhomogenized equation (1).

Remark 4.2 The result above has the same consequences in the Bayesian setting as
Theorem 2.3 has for the MLE. In particular, it shows that the posterior distribution
obtained when data are not pre-processed concentrates asymptotically on the drift
coefficient of the unhomogenized equation (1). Moreover, a partial result which can
be deduced from the proof is that in the limit for 7 — oo and for a positive value
& > 0 the Bayesian and the MLE approaches are equivalent. In particular, we have for
alle >0

tim_[cr.], =0,

dim |y — AX*, 1), =0,

i.e., the weak liglit of the posterior pu7 . for T — oo is the Dirac delta concentrated
on the limit of A(X¢, T) for T — oo.

Proof of Theorem 4.1 The proof of [32, Theorem 5.2] guarantees that if the trace of
Cr ¢ tends to zero and if the mean m7 . tends to «, then the desired result holds.
Indeed, the triangle inequality yields

E[ure({a: lla—al, >c}| X°)] <E [Mr,s ({a: la —=mze], = %} | Xs)]
2 (I —al,= 5).

If the mean converges in probability, then the second term vanishes. For the first term,
Markov’s inequality yields

4
prs (fas fa=mrly= S} 1x7) < 5 [ la=mral wreal x0),

and a change of variable simply gives

[ la=mr.l} nr.@al X9 =uicro.

This proves that we just have to verify that the covariance matrix vanishes and that
the mean tends to the coefficient . Let us first consider the covariance matrix. An
algebraic identity yields

FolCT
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where
O0=M+ TMCM
- 2y O

Let us first remark that due to the hypothesis on M (Assumption 2.1(iv)) and the
ergodic theorem it holds for all 7 > 0

o=
27 A

where A is given in Assumption 2.1(iv). We now have that for generic symmetric
positive definite matrices R and S it holds

&+ 971, =[5,

Applying this inequality to Q~!, we obtain

o7, = 5 Jwwcum], < 5 e |, = 75 eo'|
27T 0 27 T 2170 ™ a2 170 llpe
which implies
i o1, =0
T — 00 2
and due to the triangle inequality
lim ||Cre|, =0. (31)
T—o0

We proved that in the limit for 7 — oo the covariance shrinks to zero independently
of ¢. We now consider the mean. First, we remark that the triangle inequality yields

[mre =, < [mre = AX D), + |AX".T) — .
For the second term, Theorem 2.3 implies
. . -~ & _ _
lim lim |AX®. T) —af,=0, as.

Letus now consider the first term. Replacing the expression of the maximum likelihood
estimator (8) and due to the Cauchy—Schwarz and triangle inequalities, we obtain

-~ 2X o _ 3 T
“’"T!e—A(XSvT)Hz:?HM 'Cyla0 -0 I(COIAO—Eh>

2

<2 e (uA I+ 2 Il + 2 5] 14 ||)

= T)_\, 0 2 012 X 2 T)_\. 0 5 oll2 ) -
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Moreover, the ergodic theorem and the strong law of large numbers for martingales
guarantee that ||z||, is bounded a.s. for T — oo. Therefore,

dim | — AXE, )|, =0, as.

independently of ¢. Finally,

lim lim_ |mre—al,=0, as.,

which, together with (31), implies the desired result. O

4.1 The Filtered Data Approach

In this section, we present how to correct the asymptotic biasedness of the poste-
rior highlighted in Theorem 4.1 employing filtered data. In the Bayesian setting, we
consider the modified likelihood function

e I(X¢ | A)
p(X |A)=6XP(—T>,

where

- T 1 T
I(X? | A) =/ A-V(ZEdX! + E/ (A- V/(Xf))2 dt
0 0

~ 1
:h-A~|—§A-MA.

Since M is symmetric positive definite, the function p(X® | A) is indeed a
valid Gaussian likelihood function. We then obtain the modified posterior iy , =
N (it ¢, Cr.¢), whose parameters are given by

Cile—cl b m
re=Co t5uM

Coliip, = C Ay — 7
17.eMr.e =Ly O—E-

Let us remark that the posterior [it . has the same covariance as w7 . given in (30)
and that therefore it is indeed a valid Gaussian posterior distribution. Nevertheless, in
order to employ the tool of convergence introduced in Theorem 4.1, we need to study
the properties of the MLE based on the likelihood p(X*® | A), i.e., the quantity

A(XE, Ty = -M""h. (32)

The following theorem guarantees the unbiasedness of this estimator under a condition
on the parameter 6 of the filter.
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Theorem 4.3 Let the assumptions of Theorem 3.18 hold. Then, if § = €%, with ¢ €
(0, 2), it holds

lim lim Xk(Xs, T) = A, in probability,

e—>0T—o00
for Ax(XE, T) defined in (32).

F”[oof We first consider the difference between the two estimators ;fk(X € T) and
A (X%, T). In particular, the ergodic theorem and an algebraic equality imply

lim (A¢(X®, T) — Ag(X®, T)) = (M;l —/\7;1) lim
T—o0 T—
= _Mgl (Mg - Mg) Mg ! llm h

T—o00

=M;! (M, — Mg) Tli)moo A(XE,T),

almost surely, where M, and M ¢ are defined in (21) and (20), respectively. Therefore,
due to Assumption 2.1 which allows controlling the norm of M;l and due to Lemma
C.4 we have for a constant C > 0

Jim [ Aex, 1) = ABxt D, = € (e +817), (33)

where we remark that ;\\k(X €, T) has a bounded norm for ¢ sufficiently small due to
Theorem 3.18. Now, the triangle inequality yields

| Ax(x®, T) - Al, < | Ax(x®, T) - Ak(XE,T)||2+||Zk(X€,T)—A||2.

Therefore, due to Theorem 3.18, inequality (33) and since § = &°, the desired result
holds. O

Remark 4.4 One could argue that we could have carried on the whole analysis for
the estimator A (X, T) instead of the estimator f/fk (X#, T). Nevertheless, the latter
guarantees the strong result of almost sure convergence in case § is independent of
&, which is false for the former. Conversely, analyzing the properties of the estimator
Ak (X?, T) is fundamental for the Bayesian setting, in which the matrix M cannot be
employed as its symmetric part is not positive definite in general.

In light of the proof of Theorem 4.1, Theorem 4.3 guarantees that the mean of
the posterior distribution [ir . converges to the drift coefficient of the homogenized
equation. Since the covariance matrix is the same for 7  and it g, it is possible to
prove a positive convergence result for ji7 ., which is given by the following Theorem.

Theorem 4.5 Let the Assumptions of Theorem 4.3 hold. Then, the modified posterior
measurefir (- | X¢) = N'(mir ¢, Cr ) satisfies

Fol:'ﬂ
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lim lim E[fir. ({a: la = Alb = ¢} | X*)] =0,

where E denotes expectation with respect to the Wiener measure and A is the drift
coefficient of the homogenized equation (3).

Proof The proof follows from the proof of Theorem 4.1 and from Theorem 4.3. O

5 Numerical Experiments

In this section, we show numerical experiments confirming our theoretical findings
and showcasing the potential of the filtered data approach to overcome model mis-
specification arising when multiscale data are used to fit homogenized models.

Remark 5.1 In practice, we consider for numerical experiment the data to be in the
form of a high-frequency discrete time series from the solution X® of (1). Let t > O be
the time step at which data are observed, and let X ¢ = (X(, X¢, X5,,...). We then
compute the estimator Ay as

Ao (X5, T) = =M1 (X®*)hp (X5),

where
- n—1 1 n—1
M (X% =) VI(Z5) @ V(X5 he(X) = 2 Y VI(Z5) (X0, — X5
=0 =0

We take in all experiments T << &2, so that the discretization of the data has negligible
effects and does not compromise the validity of our theoretical results.

5.1 Parameters of the Filter

For the first preliminary experiments, we consider N = 1 and the quadratic potential
V(x) = x2/2. In this case, the solution of the homogenized equation is an Ornstein—
Uhlenbeck process. Moreover, we set the fast potential in the multiscale equation (1) as
p(y) = cos(y). Inall experiments, data are generated employing the Euler-Maruyama
method with a fine time step.

5.1.1 Verification of Theoretical Results

We first demonstrate numerically the validity of Theorem 3.12, Theorem 3.18 and
Theorem 3.19, i.e., the unbiasedness of A\k (X8, T) for § = &% with ¢ € [0,2) and
biasedness for { > 2. Let us recall that for { = 0 the analysis and the theoretical result
are fundamentally different than for ¢ € (0, 2). We consider ¢ € {0.1, 0.05, 0.025},
the diffusion coefficient 0 = 1 and generate data X? for0 <t < T with T = 103.
Then, we filter the data by choosing § = gf,and¢ =0,0.1,0.2,...,3, and compute
EOE';W
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Fig.3 Results for Sect. 5.1.2. The case of § = 1 is highlighted as a solid dot for the filtered data technique,
as the analysis and theoretical result is different in this case. The three rows correspond to o = 0.5, 0.7, 1.0
from top to bottom, and the dashed line corresponds to the true value of A

A\k (X%, T). Results are displayed in Fig. 2 and show that for ¢ > 2,i.e.,8 = 0(82), the
estimator tends to the drift coefficient & of the unhomogenized equation. Conversely,
as predicted by the theory, for ¢ € [0, 2) the estimator tends to A, the drift coefficient of
the homogenized equation. Therefore, the point § = £ acts asymptotically as a switch
between two completely different regimes, which is theoretically sharp in the limit for
T — oo and ¢ — 0. Let us remark that the results displayed in Fig. 2a demonstrate
that the transition occurs more rapidly for the smallest values of €. Moreover, in Fig.
2b, one can see how with bigger final times 7 the estimator is closer both to A when
¢ € [0, 2] and to @ when ¢ > 2. Still, we observe that in finite computations the switch
between A and « is smoother than what we expect from the theory, which suggests to
fix, if possible, § = 1.

5.1.2 Comparison with Subsampling

We now compare the results given by the filtered data technique with the results given
by subsampling the data, i.e., the difference between the estimators A (X?, T') and
FoC
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Fig.4 Results for the estimator based on filter data with respect to the parameter 8 (Sect. 5.1.3). The result
for B = 1, for which there are theoretical guarantees given in Theorem 3.18, is highlighted as a solid dot.
From left to right, we consider different values of o, and the dashed line corresponds to the true value of A

;1\5 (X%, T). We fix the multiscale parameter ¢ = 0.1 and generate data forO <t < T
with 7 = 10°. We choose § = £¢ and vary ¢ € [0, 1], where 8 is the filtering and the
subsampling width, respectively. Moreover, for the filtered data approach we consider
both B = 1 and § = 5. We report in Fig. 3 the experimental results. Let us remark
that:

(i) for o = 0.5 the results given by subsampling and by the filter with 8 = 1 are
similar, while for higher values of o the filtered data approach seems better than
subsampling;

(ii) in general, choosing a higher value of 8 seems beneficial for the quality of the
estimator;

(iii) the dependence on & of numerical results given by the filter seems relevant only
in case B = 1 and for small values of o. For 8 = 1 and higher values of o,
the estimator is stable with respect to this parameter. This can be observed for a
higher value of g, but we have no theoretical guarantee in this case.

5.1.3 The Influence of 8

We finally test the variability of the estimator with respect to 8 in (9). We consider § =
&, which corresponds to ¢ = 1 and seems to be the worst-case scenario for the filter, at
least for § = 1. We consideragaino = 0.5,0.7, landvary 8 = 1, 2, ..., 10. Results,
given in Fig. 4, show empirically that the estimator stabilizes fast with respect to S.
Nevertheless, there is no theoretical guarantee supporting this empirical observation.

5.2 Variance of the Estimators

We now compare the estimators /Tk based on filtered data and ;\\5 based on subsam-
pling in terms of variance. We consider for this experiment the SDE (1) with N =1,
the bistable potential V (x) = x*/4 — x?/2, the multiscale drift coefficient « = 1, the
diffusion coefficient c = 1 and with ¢ = 0.1. We then let X¢ = (X,,0 <r < T)
be the solution of (1) and generate Ny = 500 i.i.d. samples of X¢. We then compute
the estimators A\k and ;fg on each of the realizations of X?, thus obtaining N replicas
{;4\,({’)}?';1 and {;\\fsl)}fv:sl. For the estimator Zk, we consider kernel (9) with 8 = {1, 5}
Elol:;ﬂ
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Fig.5 Numerical results for Sect. 5.2. Comparison between the density of the estimator of the drift based
on filtered data with B = {1, 5}, the estimator based on subsampling and the estimator based on shift-
subsampling and averaging of (35). On the left and on the right, the final time is 7 = {500, 1000},
respectively

and with 8§ = 1. For the estimator A, we employ the subsampling width § = £2/3,
which is heuristically optimal following [29]. It could be argued that another estimator
based on subsampling and shifting could be employed to reduce the variance. In par-
ticular, we let T > 0 be the time step at which the data is observed. Indeed, in practice
we work with high-frequency discrete data and observe X° := (X§, X%,..., X5,),
with nt = T. We assume for simplicity that the subsampling width § is a multiple of
7 and compute forallk =0,1,...,8/t — 1

- o V! (XS5, (XS XS50)
A(S,k(X89 T) = _Z Jo+k G+D)o+k ]5+k ’ (34)

s Zj:O V(X557

i.e., the subsampling estimator obtained by shifting the origin by k7. We then average
over the index k and obtain the new estimator

§/t—1

AT =2 3 Au(X*.T). (35)
k=0

We include this estimator in the numerical study for completeness and compute Ny
replicas of szg on all the realizations of X¢. Results, given in Fig. 5 for the final times
T = {500, 1000}, show that our novel approach does not outperform subsampling in
terms of variance, but clearly does in terms of bias. Moreover, we notice numerically
that the shifted-averaged estimator A " does not reduce sensibly the variance in this
case with respect to As. In fact, thls is only partly surprising, since the estimators
A3 & of (34) are highly correlated. Finally, we notice that the filtering estimator Ay
with B = 5 has a lower variance with respect to the same estimator with g = 1. This
confirms that choosing a higher value of g improves the estimation of the effective
drift coefficient.
FoE'ﬂ
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5.3 Multidimensional Drift Coefficient

Let us consider the Chebyshev polynomials of the first kind, i.e., the polynomials
T;: R— R,i =0,1,..., defined by the recurrence relation

To(x) =1, Ti(x)=x, Tip1(x) =2xT;(x) — Ti—1(x).
We consider the potential function V (x) as in (2) with
Vi) =Ti(x), i=1,...,4,

thus considering the semi-parametric framework of Remark 2.4. This potential func-
tion satisfies Assumption 2.1 whenever N is even and if the leading coefficient oy
is positive. We set N = 4 and the drift coefficient « = (-1, —1/2,1/2,1). With
this drift coefficient, the potential function is of the bistable kind. Moreover, we set
& = 0.05, the diffusion coefficient o = 1, the fast potential p(y) = cos(y) and simu-
late a trajectory of X¢ for 0 < r < T with T = 10° employing the Euler—Maruyama
method with time step Ar = &3. We estimate the drift coefficient A € R* with the
estimators:

(1) é\/:(Xg, T) based on the data X? itself;
(i) As(X ¢, T) based on subsampled data with subsampling parameter § = &%/
(iii) Ax(X?®, T) based on filtered data Z° computed with 8 = 1 and § = 1.

3.

In particular, we pick this specific value of § for the subsampling following the optimal-
ity criterion given in [29]. Results, given in Fig. 6, show that the filter-based estimation
captures well the homogenized potential as well as the coefficient A. Moreover, it is
possible to remark the negative result given in Theorem 2.3 holds in practice, i.e.,
with no pre-processing the estimator A(X?, T) tends to the drift coefficient o of the
unhomogenized equation. Finally, we can observe that the subsampling-based esti-
mator fails to capture the homogenized coefficients. Indeed, the estimator strongly
depends on the sampling rate and on the diffusion coefficient, as shown in the numer-
ical experiments of [29]. Even though the authors suggest the choice of § = £2/3, this
is just an heuristic and is not guaranteed to be the optimal value in all cases. In the
asymptotic limit of ¢ — 0 and T — o0, any valid choice of the subsampling rate is
guaranteed theoretically to work, but not in the pre-asymptotic regime. Our estimator,
conversely, seems to perform better with no particular tuning of the parameters even in
this multidimensional case, which demonstrates the robustness of our novel approach.

5.4 The Bayesian Approach: Bistable Potential

In this numerical experiment, we consider N = 2 and the bistable potential, i.e., the
function V defined as

FoC'T
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Coefficient Multiscale Homogenized No preprocessing Filtering Subsampling

« A A Ay, As
1 -1 -0.62 -0.92 -0.70 -0.59
2 -0.5 -0.31 -0.70 -0.27 0.05
3 0.5 0.31 0.55 0.31 0.14
4 1 0.62 1.22 0.57 0.13

Fig. 6 Results for Sect. 5.3. In the figure, from left to right the potential function estimated with the data
itself, the filter, subsampled data. In the table, numerical results for the single components of the true and
estimated drift coefficients

T =100 T = 200 T = 400
1.2 1.2 1.2
3 3 3
1 o Ay 1 Ag 1 A
osllx A & osll* A& osllx Al g
< o < <
0.6 0.6 0.6
0.4 0.4 0.4
0.2 0.4 0.2 0.4 0.2 0.4
A A A

Fig. 7 Results for Sect. 5.4. Posterior distributions over the parameter A = (Aq, Ag)T for the bistable
potential obtained with the filtered data approach. The figures refer to final time 7 = 100, 200, 400 from
left to right, respectively. The MLE Zk(X €. 1) is represented with a circle, while the true value A of the
drift coefficient of the homogenized equation is represented with a cross

with coefficients &y = 1 and oy = 2. We then consider the multiscale equation with
o = 0.7, the fast potential p(y) = cos(y) and ¢ = 0.05, thus simulating a trajectory
X*®. We adopt here a Bayesian approach and compute the posterior distribution it ¢
obtained with the filtered data approach introduced in Sect. 4.1. The parameters of the
filter are setto B = 1 and § = ¢ in (9). Moreover, we choose the non-informative prior
wo = N(0, I). Let us remark that in order to compute the posterior covariance the
diffusion coefficient X of the homogenized equation has to be known. In this case, we
pre-compute the value of X via the coefficient K and the theory of homogenization,
but notice that X' could be estimated either employing the subsampling technique of
[29] or using the estimator fk based on filtered data defined in (12). In particular, in
EOE;”
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this case X~ =~ (0.2807, and we compute numerically
Sp(XE,100) = 0.2901, Zi(X?,200) = 0.2835, i (X%, 400) = 0.2813,

so that employing the estimator S instead of the true value would have negligible
effects on the computation of the posterior over the effective drift coefficient. We stop
computations at times 7 = {100, 200, 400} in order to observe the shrinkage of the
Gaussian posterior toward the MLE Ay (X?, T') with respect to time. In Fig. 7, we
observe that the posterior does indeed shrink toward the MLE, which in turn gets
progressively closer to the true value of the drift coefficient A of the homogenized
equation.

6 Conclusion

In this work, we considered a novel methodology to confront the problem of model
misspecification when homogenized models are fit to multiscale data. Our approach is
based on using filtered data for the estimation of the drift of the homogenized diffusion
process. We proved asymptotic unbiasedness of estimators drawn from our method-
ology. Moreover, we found a modified Bayesian approach which guarantees robust
uncertainty quantification and posterior contraction, based on the same filtered data
approach. Numerical experiments demonstrate how the estimator based on filtered
data requires less knowledge of the characteristic time scales of the multiscale equa-
tion with respect to subsampling and how it can be employed as a black-box tool for
parameter estimation on a range of academic examples. We note that in many appli-
cations one can only obtain discrete measurements of the diffusion process. Recently,
using the filtering approach developed in this paper and martingale estimating func-
tions a new estimator for learning homogenized SDEs from noisy discrete data has
been introduced [4]. We believe this work gives way to several further developments.
In particular, we believe it would be relevant to

(i) analyze the filtered data approach for § > 1 in (9), which seems to give more
robust results in practice,

(ii) extend the analysis to the nonparametric framework most likely by means of
Bayesian regularization techniques, thus allowing to recover effective drift func-
tions for which a parametric representation does not exist,

(iii) consider multiscale models for which the homogenized equation presents mul-
tiplicative noise,

(iv) test the filtered data methodology against real-world data,

(v) apply similar methodologies to correct faulty behavior of other methods.
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Appendix A: Proofs of Sections 3.1

Proof of Lemma 3.2 We have to show that the joint process solution to (13) is hypo-
elliptic. Denoting as f: R — R the function

o= e viw - (),

&
the generator of the process (X¢, Z¢)T is given by
L=fo,+0d + é(x —2)0, = Xy + o X2,
where

1
Xo=for+ 3G —2d. X =0y

The commutator [Xp, X 1] applied to a test function v then gives

1 1
[Xo, X1]v fafv + g(x — 2)0x0;v — Oy (faxv + g(x — z)azv)

1
—0x [0V — gazv.

Consequently,

1
Lie (A1, [Xp, A1]) = Lie <3x, —0x fOx — 38") ,

which spans the tangent space of R? at (x, z), denoted Ty, .R?. The desired result then
follows from Hormander’s theorem (see, e.g., [27, Chapter 6]). O

Proof of Lemma 3.3 Lemma 3.2 guarantees that the Fokker—Planck equation can be
written directly from system (13). For geometric ergodicity, let

—a-V'() = Lp(x
S(x,z) = < ¢ ‘/%E;C)—zip(S))'(z)

1 1 s (X 1 2

e oz-V(x)—i—;p (E) x—i-g(xz—z).
EOE';W
@Springer Lﬁjog


http://creativecommons.org/licenses/by/4.0/

Foundations of Computational Mathematics

Due to Assumption 2.1(ii), Remark 2.2 and Young’s inequality, we then have for all
y >0

1 1 /y
Sx.2) < — —b)a? -(--1) 2,
(x Z)_a+<2y8 )x +8 ) z
We choose y = y* := 1 — b8 4+ /1 + (1 —b8)? > 0 so that

1 1 /y*
Cly™) = — 275 +b:_§ (——1>,

and we notice that C(y*) > 0if § > 1/(4b). In this case, we have

T2
S(x,z) <a—Cy" )(x 2) H ,
and problem (13) is dissipative. It remains to prove the irreducibility condition [23,
Condition 4.3]. We remark that system (13) fits the framework of the example the
end of [23, Page 199], and therefore, [23, Condition 4.3] is satisfied. The result then
follows from [23, Theorem 4.4]. O

Proof of Lemma 3.5 Integrating Eq. (14) with respect to z, we obtain the stationary
Fokker—Planck equation for the process X?, i.e.,

N’ d / 1 / X &
@) (x) + ((a V0 + - p (—)) 0 (x)) =0, (36)
X & &

whose solution is given by

oo Lo v Lo )

and which proves (16). In view of (15) and (36), Eq. (14) can be rewritten as

P (x) = !
Cye

Ox (U(pgwgast) + 3Z <§(Z - X)(pgl/lgR8> =0.

We now multiply the equation above by a continuous differentiable function f : R? —
RN, f = f(x, 2), and integrate with respect to x and z. Then, an integration by parts
yields

o//axf(x,z)tps(x)llfg(z)ast(x,z)dxdz
R JR

1
- E/ / 3 f(x, )(x = )¢ ()Y ()R (x, 2) dx dz,
RJR
Elol:;ﬂ
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which implies the following identity in RV

oeSf / 0 f (., D" (Y ()3, R (x, 2) dx dz = B [0, f (X, Z°)(X® — Z°)].
R JR
Finally, choosing

[, =x-2V'(@+ V@,

we obtain the desired result. O

Appendix B: Proof of Proposition 3.14
B.1 Preliminary estimates
In order to prove the characterization provided by Proposition 3.14, we need to prove

two additional results on the filter. First, we prove a Jensen-like inequality for the
kernel of the filter.

LemmaB.1 Let § > 0 and k(r) be defined as

1
k(r) = Ee_’/‘s.

Then, for any t > 0, p > 1 and any function g € C°([0, t]) it holds

t P '
‘/ k(r —s)g(s)ds S/ k(t —s)1g(s)|” ds.
0 0

Proof Let us first note that
t
/ k(t—s)ds=1—e""°.
0

Therefore, the measure «;(ds) on [0, 7] defined as

Ky (ds) = lk(t —5)

T—o/% ds,

is a probability measure. An application of Jensen’s inequality therefore yields

t )4 t
‘ / k(t —s)g(s)ds| < (1 —e /%P / 12()1” & (ds)
0 0

t
=<1—e*f/5>1’*1/0 k(i — ) |g(s)I” ds.

Finally, since 0 < (1 —e™*/%) < 1 and p > 1, this yields the desired result. o
EOE';W
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The following lemma characterizes the action of the filter when it is applied to
polynomials in (t — s).

Lemma B.2 With the notation of Lemma B.1, it holds for all p > 0

t
/ k(t —s)(t —s)P ds < C8P,
0

where C > 0 is a positive constant independent of 5.

Proof The change of variable u = (t — 5)/8 yields

1 1/8 :
/ k(t—s)(l—s)pds=8p/ ule ™ du = 87y (p—i—],g),
0 0

where y is the lower incomplete gamma function, which is bounded by the complete
gamma function I"(p + 1) independently of the second argument. O

B.2 Proof of Proposition 3.14

Denoting Y/ := X7 /e, we will make use of the decomposition [29, Formula 5.8]

t
X — XF = _/ (o= V(X)) (1 + &' (YS)) dr
o (37)
+¢5/a+¢n%mm—a¢m%—wﬁ»

which is obtained applying the It6 formula to @, the solution of the cell problem (5).
Recall that by definition of Z? we have

t
Xe— 78 = /0 k(t —s)(XE — XE)ds + e /O XE.
Plugging decomposition (37) into the equation above, we obtain

Xe—ZE=IE)+ K@)+ E@) + I @),

where

IHOE

' '
— / k(t — s)/ (- V(XE)(A + @' (Yf))drds,
0 s
t t
() == «/20[ k(t—s)/ (1 4+ &/(Y®)) dW, ds,
0 K

t
() = —5/ k(t — s)(®(YF) — D (YE)) ds,
0

I£(r) = e PxE.
FolCT
I_I o
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Let us analyze the terms above singularly. For I7 (), one can show [29, Proposition
5.8]

t
/ (o VXN + @' (V) dr = (1 —$)(A - V(X)) + R{(t — 5),
s
where the remainder R‘“f satisfies

(B R - s>|”)1/P < CE et -9+ —9¥). (38)

Therefore, it holds

t t
I[t)y=—(A- V’(Xf))f k(t—s)(t—s)ds—i—/ k(t —s)R{(t —s)ds
0 0

= —S(A- V(X)) 4+ e B +8)(A-VI(XD) + R (1),
where we exploited the equality
t
f k(t —s)(t —s)ds =8 —e "%t 4 8),
0
and where
~ t
Ri(t) := / k(t —s)RS(t — s) ds.
0
Now, Lemma B.1, inequality (38) and Lemma B.2 yield for all p > 1
t ~ ! &
E? |R{(1)|" < c/ k(t —$)EY |Ri(t —5)|” ds
0

t
= C/ k(t — s)(2P + &P (t — s)P? + (¢t — 5)°P/?) ds
0

<C (Ezp 1 eP§PI2 4 53p/2) ,

where C is a positive constant independent of ¢ and . Therefore, for § sufficiently
small, we get

3 1/p
(B [50]") " = ¢ (5427 + 282+ 1e7).
We now consider the second term. Let us introduce the notation

t
Q! = /O (14 @'(Y))) dW,,
EOE';W
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and therefore rewrite
t
L) = «/20/ k(t —$)(QF — Q%) ds.
0

An application of the Itd formula to u(s, Q%) where u(s, x) = k(t — s)x yields

t

t
Ig(z)zJZ(Qf/ k(t—s)ds—Qf+8f
0 0

=8Bf — 207 Qf =: §BF — R5(1),

k(t —s) (1 + @'(Y%)) dW,
(t—s)(1+&'(Y)) ‘)(39)

where B/ is defined in (27). For the remainder R5(¢), let us remark that for all p > 1
it holds

t
(E|0f|")’ <E|Qf| < CtP*‘/O E |1+ (Y[ dr < Ci7,

where we applied Jensen’s inequality, an estimate for the moments of stochastic inte-
grals [19, Formula (3.25), p. 163] and the boundedness of @. Therefore, we have

(= R50]") " < e, (40)

In order to obtain bound (28) on By, let us remark that from (39) it holds for a constant
C > 0 depending only on p

(&[5 < c57 ®50|") "7 + 057 (& ]R50)|") .
The second term is bounded exponentially fast with respect to  and é due to (40).

For the first term, applying Lemma B.1, inequality [19, Formula (3.25), p. 163] and
Lemma B.2 we obtain for a constant C > 0 independent of § and ¢

E|L@|" < C/Otk(t —E|Q; — Q4| ds
< c/ot k(t —s)(t — s)P/*ds < C§P/2.
Therefore, it holds for § sufficiently small
(E[B|")"" = cs7'7,

which proves bound (28). Let us now consider /5 (¢). Since @ is bounded, we simply
have

|15(0)] < Ce,
Elol:;ﬂ
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almost surely. Finally, due to [29, Corollary 5.4], we know that X7 has bounded
moments of all orders and therefore

(& o) <ce

which concludes the proof. O

Appendix C: Proofs of Section 3.3
C.1 Preliminary estimates

The following lemma shows that Z¢ has bounded moments of all orders.

Lemma C.1 Under Assumption 2.1, let Z* be distributed as the invariant measure j1°
of the couple (X%, Z8) . Then, for any p > 1 there exists a constant C > 0 uniform
in € such that

EF|Z¢)P < C.
Proof Let X be at stationarity with respect to its invariant measure, which we recall
having density denoted as ¢®. Let Z be the corresponding filtered process. By defi-

nition of Z{ and applying Lemma B.1, we have

P
E¢£|Zf|‘" — ¥

t
/ k(t —s)X: ds
0

t
< / k(t — s)E¢" | X8| ds,
0

which, together with the definition of k and the fact that X¢ has bounded moments of
all orders [29, Corollary 5.4], implies for a constant C > 0

E¥|ZE|P < C.
In order to conclude, we remark that due to Lemma 3.3 we have forall ¢t > 0
B |27 <BY |Z1]7 + CeM,
which, for ¢ sufficiently big, yields the desired result. O

Corollary C.2 is a direct consequence of Proposition 3.14 and provides a rough esti-
mate of the difference between the trajectories X7 and Z7 when they are at stationarity.

FolCT
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Corollary C.2 Under Assumption 2.1, let the couple (X¢, Z8) " be distributed as its

invariant measure uf. Then, if § < 1, it holds for any p > 1
¢ | ye e1p\ /P 1/2
(B [x—z*|") " = (e+0"2),

for a constant C > 0 independent of € and §.

Proof Let p > 1, then due to Proposition 3.14 there exists a constant C > 0 depending
only on p such that

B [X; - Z;|" = € (o7 +672).
Let us now remark that this result holds for X; being at stationarity and for Z; being
its filtered process, and not for a couple (X¢, Z¢)T ~ wuf. In order to conclude, we

remark that due to Lemma 3.3 we have forall t > 0

EF |X® — 28| <E¥ |Xf - ZE|P 4 Ce™,

which, for ¢ sufficiently big, yields the desired result. O

The result above can be in some sense rather counter-intuitive. Indeed, for a fixed
¢ > 0 and for § — 0 independently of ¢, one expects the filtered trajectory Z¢ to
approach X¢. This is provided by the following Lemma.

Lemma C.3 Under Assumption 2.1, let the couple (X¢, Z¢)T be distributed as its

invariant measure (°. Then, if 6 < 1, it holds for any p > 1
¢ | ye c1p\ /7 -1 1/2
(B |xe =z ") " = c (07! +0112),

for a constant C > 0 independent of ¢ and §.

Proof By Eq. (1), we have forall0 <s < ¢
t 1 t Xé‘
X - Xt = —a/ V/(XE)dr — —/ p’ (—’) dr + 20 (W; — Wy).
s € N &

Therefore, by Assumption 2.1 and since X; has bounded moments of all orders at
stationarity [29, Corollary 5.4], it holds for any p > 1 and a constant C > 0

B [X; = Xi|” = C (=97 + =)™ + (= 9)"?), @1
where ¢f is the invariant measure of X®. By definition of Z#, we have
t
Xe— 78 = / k(t —s)(XE — XE)ds + e 'O X¢,
0

FoC'T
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which, applying Lemma B.1, inequality (41) and Lemma B.2, implies

t
EY |xf-zf|" <C (/ k(t — )EY | XS — XE|7 ds + e P/ORY \Xf]”)
0

= C (87 + 6767 4872 et

Geometric ergodicity (Lemma 3.3) then implies for p° the measure of the couple
xe.z5"

EF |XE — Z°|" <E* X5 — ZE|" 4 Ce™™,
which, for ¢ sufficiently big and since § < 1 yields the desired result. O

Let us conclude with a last preliminary estimate concerning the matrices Mg and
M defined in (20) and (21), respectively.

Lemma C4 Let the assumptions of Corollary C.2 hold. Then, the matrices M. and
M satisfy

[ Mo = M, = € (= +8"2),
for a constant C > 0 independent of € and §.
Proof Applying Jensen’s and Cauchy—Schwarz inequalities, we have

M = ], < B (viz) - Vi) @ v

= (Eps ” Vi(Z®) — V/(X‘E)Hi)l/2 (EPS H V/(Xs)Hi)l/z-

The Lipschitz condition on V’ together with the boundedness of the moments of X*
and Corollary C.2 yield for a constant C > 0

| M. —/\75”2 <C (Epf |z¢ - X5’2>1/2 <c (8 +51/2>’

which is the desired result. O
FolCTM
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C.2 Proof of Lemma 3.16

Let us consider the following system of stochastic differential equations for the pro-
cesses X7, Z;, Bf, Y/

1
dX8 = —a - V/(X5)dr — = p/(Y?) dt + 20 dW,,
&
az; = L (x; - Z)) ar,

V20
)

TR

& 1 & / &
dBf =~ B} dr + (1+ @' (Y))dW,,

1 1 V2
dYf = ——a - V/(XH)dr — = p/(¥f) de + Y2 aw,,
& & &

whose generator Zg is given by

~ 1 1
Le=— <(X : V/(x) + ;I’/(Y)> oy + g(x —2)0;
1 1 , |
- Ebab - (Ea -Vix) + 2P (y)) dy

2 2 2 2

2(1 4+ @' (y)) (1+@'(y))?
+—— oy + 52 a,f,,) .

Letusdenote by n®: R3x[0,L] - R, n® = n°(x, z, b, y), the invariant measure of the
qvuadruple (X7, ZE, B, Y?). Then, n® solves the stationary Fokker—Planck equation
Lin® =0, i.e., explicitly

/ 1 i & 1 &€
dx ((oz Vi +op (y)) n ) + 59 ((z = x)n°)
1 e 1 , I, e
+ 5% 0n°) + 9y ((—a VX)) +5p (y)) n )
& &
2 1
+o (fo n° + ;8,%),176 + 8—23§yn8) (42)
2 2
+o (gaib (4@ o) + =05, (L + @)’

1
+5—28§,, ((1 + cp’(y))zns)) =0.

We now multiply the equation above by a continuous differentiable function f : R? —

RV, f = f(z, b), and integrate with respect to x, z, b and y. Then, an integration by
Elo [y
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parts yields

1 1
—/ 3. f(z,b)(x —2)n° — —/ o f (z, b)bn®
3 Jr3xp0,1] 3 Jr3x10,1]

o 2 / 2.6
+3—2/ Oy f (2, b)y(1 + D'(y))'n” =0,
R3x[0,L]

which implies the following identity in RY

SET [0, 1 (27, BB = 0B [0, £(Z°, B)(1 + &'(x)) |

+SET [9,£(Z°, B)(X® — Z29)]. (43)
Choosing
Fb) = 30V,
we obtain

SE! [(BE)ZV”(Z’"’)] =B [V/(Z)(1 + &' (Y)] + gE'f [(B*?)Zv”’(z’f)(xs - Z’“‘")]
= oE" [V(Z)(1 + @' (Y*)] + R(e, §).
We now consider the remainder and, applying Holder’s inequality, Corollary C.2,

Lemma C.1, Assumption 3.15 and (28), we get for p, g, r suchthat 1/p+1/g+1/r =
1

~ . 1/ . 1/ ¢ 1/
[Ree.o)] = cs (B 1BoPr) " (7 v zeye) (B X0 - zo) < eV e,
which completes the proof. O
C.3 Proof of Lemma 3.17

Let us introduce the notation

Ae) = 0BT [V"(Z5) (1 + @' (¥*)*] = SB[V (X)]

’

and note that the aim is to show that lim,_,g A(e) = 0. By the triangle inequality, we
get
Ae) = |oBT [V/(Z5) (1 + &' (Y*)?] = B [V (X)(1 + @' (r*))?]|
+ OB v (X)L + @' (v - SE V(0|

=: A1(e) + Az(¢).
EOE';W
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We first study A1 () and due to the boundedness of @, Assumption 3.15 and Lemma
C.2 we have

Ale) < CE |X° = 2°| < C(8"2 4 &) = C(e5/ + o),
which implies
lim Aq(e) =0.
e—0

We now consider A;(¢). Integrating Eq. (42) with respect to z and b, we obtain
the Fokker—Planck equation for the stationary marginal distribution A: R x [0, L],
A = A(x, y), of the couple (X?, Y?)

1 1 1
A ((a V) + ;p’(y)) A) + 0y ((Ea V() + 8—2p’(y)> k)
2 2 (2 2 (1
+G axx)\,‘l— 8xy g)\ —|—8yy 8—2)\, = 0,
whose solution is given by
1 o 1
Ax,y) = c, o —;V(X) - ;P(Y) )

where

L o 1
Cr= / / exp (——V(X) - —p(y)) dxdy
R JO o o
o L 1
= (f exp (——V(x)) dx) (/ exp (——p(y)) dy>
R o 0 o

= C)\_X,C)\y.
Therefore, since ¥ = Ko and by Egs. (4) and (19) we have
o7 [V/(X*)(1 + @'(Y¥))*]

L /" / 21 o 1

=o// VI + B0 o exp (——V(x)——p<y>> dx dy

R JO A o o

1

o </R V"(x)C—Axexp (—%V(x)) dx)

L / 2 1 1
x / (1 +@/ ()= exp (——p(y)) dy

0 Ly o

= o KE [V (X)] = ZE [V (X)],

which shows that A>(e) = 0 and completes the proof. O
Elol:;ﬂ
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C.4 Proof of Theorem 3.19
Let us consider decomposition (22), i.e.,
AL(XE,T) = a+ IE(T) — I5(T),

where I7(T) is defined in (22) and satisfies
. e —1 e |1 1 X© 1c7€
lim Ij(T)=M_E |-p'| — |V (Z% |, as.
T—o0 & &
and, by the proof of Theorem 3.12, we have independently of ¢

lim I5(T) =0, as.
T—o0

A Taylor expansion of the first order of V' yields
V/(Z5) = V(X + V(X2 - X,

where X¢ is a random variable which assumes values between X¢ and Z¢. We can
therefore write

. e A1 o1 / X° ’ k) / X° "y ¢ e
lim I5(T) = M; (IE” |:7p <—> 1% (XS)] +E [—p <—) V" (X¢)(Z° —XF)D
T—00 £ £ & &

= M (Jf+5).

‘We now consider the two terms separately and show they vanish fore — 0. Integrating
by parts in J;, we obtain

e [ ) v en(-Lver- Lo (2)) o

" / / 1 o 1 X
= A (V') — (V) eV X)a) C—pgexp (—;V(x) - =P <Z)) dx

=oE [V/(X9)] -E” [V (X)) ® V/(X)]a.

We then pass to the limit as ¢ — 0 and integrate by parts again to obtain
lin}) JE= oE’ [V'(X)] - £’ VX))@V X)]a=0. (44)
E—>

We now turn to J;. The Holder’s inequality with conjugate exponents p and g and
the assumptions on p and V yield

73] < ce7" (B |)?8|q)1/q (B |z° - X8|”)l/p.
EOE';W
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Since X¢ assumes values between X¢ and Z¢ , it has bounded moments by [29, Corol-
lary 5.4] and Lemma C.1. Hence, applying Lemma C.3 we have

|J28| <C (88_2 + 81/28_1) ,
which, since § = ¢° with ¢ > 2, implies

lim |J§| = 0. (45)
e—0

Finally, Lemma C.4 and the weak convergence of the invariant measure ¢¢ to ¢ imply
lim M, = Mo,
e—0

which, together with (44), (45), implies that I7(T) — 0 for T — oo and ¢ — 0,
which implies the desired result. O

Appendix D: Proof of Theorem 3.20

First, the ergodic theorem yields
. 3= 1 é £ N2
lim X = -E° [(X —Z°) ],
T—o00 1)

then applying Proposition 3.14 at stationarity we obtain

o & & l &
lim 5, = SE° [(38)2] + 2B [B*R(e, 6)] + B [R(s, 5)2]
T—o00 )

=L +5+1,
and due to the Cauchy—Schwarz inequality and estimates (28) and (29) we have

l=c (s +es7)  and 15[ =c(s4+e%7), (46)

for a constant C > 0 independent of ¢ and 8. Let us now consider /7. Employing Eq.
(43) with the function f(z,b) =1 /2b2 gives

e e K X
B (B2 = SE [T+ o] = T = 2
8 8 8
which together with bounds (46) and the hypothesis on § implies

lim lim ¥ =% , in probability,
e—>0T—00
which is the desired result. O
FolCTM
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