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Abstract. We compute the spectrum of the category of derived Mackey func-
tors (in the sense of Kaledin) for all finite groups. We find that this space cap-

tures precisely the top and bottom layers (i.e. the height infinity and height
zero parts) of the spectrum of the equivariant stable homotopy category. Due

to this truncation of the chromatic information, we are able to obtain a com-
plete description of the spectrum for all finite groups, despite our incomplete
knowledge of the topology of the spectrum of the equivariant stable homotopy
category. From a different point of view, we show that the spectrum of derived
Mackey functors can be understood as the space obtained from the spectrum
of the Burnside ring by “ungluing” closed points. In order to compute the
spectrum, we provide a new description of Kaledin’s category, as the derived
category of an equivariant ring spectrum, which may be of independent inter-
est. In fact, we clarify the relationship between several different categories,

establishing symmetric monoidal equivalences and comparisons between the
constructions of Kaledin, the spectral Mackey functors of Barwick, the ordi-

nary derived category of Mackey functors, and categories of modules over cer-
tain equivariant ring spectra. We also illustrate an interesting feature of the
ordinary derived category of Mackey functors that distinguishes it from other
equivariant categories relating to the behavior of its geometric fixed points.
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1. Introduction

A compelling yet not completely understood phenomenon in hypertopical algebra
is the impression that some stable homotopy theories appear (at least intuitively)
to be “linearizations” of other stable homotopy theories. For example, the derived
category of the integers D(Z) can intuitively be regarded as a kind of “linearization”
of the stable homotopy category of spectra SH. Although it is not our present goal
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to make this notion of “linearization” precise, one can readily find additional exam-
ples; consider, for example, the relationship between the derived category of mo-
tives DMot(k) over a field and the corresponding motivic stable homotopy category
SH(k). In this paper we are interested in the “linearization” of the G-equivariant
stable homotopy category SH(G) for G a finite group.

As the homotopy groups of a G-spectrum X ∈ SH(G) naturally form a graded
G-Mackey functor, it seems plausible that the linearization of SH(G) would be
some kind of derived category of Mackey functors. The category of G-Mackey
functors Mack(G) forms an abelian category, so we can certainly consider its de-
rived category D(Mack(G)), but Kaledin [Kal11] argues that D(Mack(G)) is not
the “correct” definition of the derived category of Mackey functors. He introduces a
new triangulated category of “derived Mackey functors” DMack(G), which contains
Mack(G) as a subcategory, but with better behavior than D(Mack(G)). Part of
Kaledin’s argument against D(Mack(G)) is that it does not behave in a way anal-
ogous to the equivariant stable homotopy category SH(G). From our point of view,
it is Kaledin’s category DMack(G) that is the correct “linearization” of SH(G),
rather than the ordinary derived category D(Mack(G)).

In this paper we will compute the tensor triangular spectrum of the compact
objects in Kaledin’s category of derived G-Mackey functors and explain its close re-
lationship with the spectrum of the stable homotopy category of compact G-spectra
(of which we have a fairly good understanding due to [BS17, BHN+19]). We will
find that the spectrum of DMack(G)c captures precisely the top and bottom chro-
matic layers of the spectrum of SH(G)c. For example, the following diagram depicts
the relationship between the two spaces for G = Cp the cyclic group of order p:

Spec(DMack(Cp)
c) Spec(SH(Cp)
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Although there remain unresolved questions about the topology of Spec(SH(G)c)
for nonabelian groups G, we are able to obtain a complete description of the space
Spec(DMack(G)c) for all finite groups because the unresolved chromatic interac-
tions in the topology of Spec(SH(G)c) get truncated away at the top and bottom
chromatic layers.

Our description of Spec(DMack(G)c) is achieved in Theorem 2.22, Theorem 2.36
and Proposition 2.38. The corresponding classification of thick tensor-ideals is
included as Theorem 2.47. Moreover, the precise relationship with Spec(SH(G)c)
is formulated in Corollary 2.40.

There is also a very satisfying relationship with the spectrum of the Burnside
ring. Recall that Spec(A(G)) consists of a number of copies of Spec(Z), one for each
conjugacy class of subgroups, but with certain closed points glued together. We
will see that the spectrum of the category of derived Mackey functors is precisely
the space obtained from the spectrum of the Burnside ring by ungluing these closed
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points. More precisely, Spec(DMack(G)c) consists of a number of disjoint copies
of Spec(Z), one for each conjugacy class of subgroups, with topological interaction
between the closed points describing the gluing that occurs in Spec(A(G)). The
following picture illustrates this for G = Cp:

ρ

��

Spec(DMack(Cp)
c) =

Spec(A(Cp)) =

. . . . . .•◦ •◦ •◦ •◦ •◦ •◦ •◦ •◦ •◦ •◦

•◦ •◦

︸︷︷︸
❴

��

GH# •◦ •◦ •◦ •◦ . . . •◦ •◦ •◦ •◦ . . .

•◦ •◦

Here the two closed points for the prime number p (a green one for the trivial
subgroup and a red one for the whole group G) are glued together in the spectrum
of the Burnside ring but remain distinct in the spectrum of the category of derived
Mackey functors. A precise statement of the relationship between the two spaces
is provided by Corollary 2.42 and additional examples are illustrated in 2.43–2.45.

The category of derived Mackey functors thus lies cleanly between the equivariant
stable homotopy category and the Burnside ring. It is a chromatic truncation of the
former and an equivariant refinement of the latter. This clarifies the two distinct
features noticed in [BS17] that distinguish Spec(SH(G)c) from Spec(A(G)): the
appearance of the chromatic filtration and the ungluing of the closed points.

∗ ∗ ∗

One feature common to the examples of linearization mentioned above

SH D(Z) and SH(k) DMot(k)

is that the linearized category can be interpreted as the derived category of modules
over a suitable Eilenberg–MacLane spectrum. Indeed,

SH = D(S)→ D(HZ) ∼= D(Z) and SH(k)→ D(HZmot) ∼= DMot(k)

where HZ is the ordinary Eilenberg–MacLane spectrum of the integers and HZmot

is the motivic ring spectrum representing motivic cohomology.
We will apply a similar perspective to the linearization of SH(G) and give an al-

ternative description of Kaledin’s category of derived Mackey functors as the derived
category D(HZG) of a commutative equivariant ring spectrum HZG := trivG(HZ)
(see Definition 3.9). In fact, we will establish symmetric monoidal equivalences
between three categories: the derived category of HZG-modules, the category of
HZ-valued spectral G-Mackey functors in the sense of Barwick [Bar17], and the
category of derived G-Mackey functors in the sense of Kaledin [Kal11]. These
equivalences will all arise from equivalences of the underlying symmetric monoidal
∞-categories (see Corollary 4.11, Proposition 4.41 and Theorem 4.50). The com-
parison with Kaledin’s constructions requires some technical care but the main
key is Theorem 4.19 and Corollary 4.32 which establish that Barwick’s effective
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Burnside∞-category is an∞-categorical localization of Kaledin’s Waldhausen type
construction on the category of finite G-sets.

A common theme throughout the second half of the paper is the power of
∞-categorical monadicity theorems (e.g. the Barr–Beck–Lurie Theorem) and the
symmetric monoidal universal characterization of the ∞-category of G-spectra es-
tablished by Gepner–Meier [GM20] and Robalo [Rob15]. As part of the analy-
sis, we will obtain a symmetric monoidal equivalence between the ∞-category of
G-spectra and the ∞-category of spectral G-Mackey functors (see Proposition 4.1
and Remark 4.4) which may be of independent interest.

∗ ∗ ∗

The details of the construction of D(HZG) will be given in Section 3 and the
equivalence D(HZG) ∼= DMack(G) will be established in Section 4. The actual com-
putation of Spec(D(HZG)

c) appears in Section 2. Finally, we discuss in Section 5
what goes wrong if one attempts to apply our method to compute the spectrum of
the ordinary derived category of the abelian category of G-Mackey functors. As ob-
served by Greenlees and Shipley [GS14], this amounts to studying modules over the
Eilenberg–MacLane G-spectrum associated to the Burnside ring Mackey functor:
D(Mack(G)) ∼= D(HAG). Ultimately things break down because the Eilenberg–
MacLane spectra HAG do not behave well with respect to geometric fixed points.
In fact, our explicit computations in Section 5 illustrate (and give a different per-
spective on) Kaledin’s comments in [Kal11] about the pathological behavior of the
ordinary derived category of Mackey functors. More precisely, we show that the tar-
get category of the geometric fixed point functor ΦH for D(Mack(G)) depends on
the subgroup H ≤ G. This is quite different than what happens for equivariant cat-
egories like SH(G) and DMack(G) where the geometric fixed point functors ΦH all
land in the same category, namely the category associated to the trivial group. This
enables us, in those examples, to pull back information from the well-understood
nonequivariant world.

Acknowledgements : We thank Rune Haugseng, Denis Nardin and Thomas Niko-
laus for helpful conversations. We also thank EPFL and the University of Bonn for
their hospitality and for providing the venues where this project first got off the
ground. We also thank John Greenlees for reminding us that the dihedral group of
order 8 has two conjugacy classes of Klein-4 subgroups (see Example 2.43).

2. Computation of the spectrum

We will assume familiarity with the description of SH(G) and the computation
of its spectrum from [BS17]. Following the approach in that work, we will begin by
listing the essential features of the category of derived Mackey functors which are
needed for the computation of its spectrum. The main point is that there is a well-
behaved notion of geometric fixed point functor which aligns with the corresponding
notion for the equivariant stable homotopy category. The crucial feature which
leads to such well-behaved geometric fixed point functors is presented in (F) below.
This feature of Kaledin’s category of derived Mackey functors is not shared by the
ordinary derived category of the abelian category of Mackey functors (as will be
discussed in Section 5).
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(A) For each finite group G, we have a tensor triangulated category D(HZG)
and an adjunction FG : SH(G)⇄ D(HZG) : UG where the left adjoint FG is
a tensor triangulated functor. The tensor triangulated category D(HZG) is
rigidly compactly generated by

{
FG(G/H+)

∣∣H ≤ G
}
. Consequently, UG

is conservative (=reflects isomorphisms) and FG preserves compact (=rigid)
objects. Since FG preserves compact objects, it induces a tensor triangu-
lated functor SH(G)c → D(HZG)

c and hence a continuous map

Spec(D(HZG)
c)

Spec(FG)
−−−−−−→ Spec(SH(G)c).

(B) For G = {1} the trivial group, D(HZG) ∼= D(HZ) and the adjunction in (A)
is the usual adjunction F : SH ⇄ D(HZ) : U induced by the unit S → HZ

of the Eilenberg–MacLane spectrum HZ.
(C) For any homomorphism α : G → G′ of finite groups, there is an associ-

ated tensor triangulated functor α∗ : D(HZG′) → D(HZG) which preserves
coproducts, such that both squares in

SH(G′) SH(G)

D(HZG′) D(HZG)

FG′

α∗

FGUG′

α∗

UG

commute up to natural isomorphism. As α∗ : D(HZG′) → D(HZG) is
a tensor triangulated functor between rigidly compactly generated tensor
triangulated categories, it preserves compact (=rigid) objects and hence
induces a continuous map

Spec(D(HZG)
c)

Spec(α∗)
−−−−−−→ Spec(D(HZG′)c).

For a quotient α : G → G/N , we call inflGG/N := α∗ the inflation functor

and for an inclusion α : H →֒ G, we call resGH := α∗ the restriction functor.

Moreover, we set trivG := inflGG/G, regarded as a functor D(HZ)→ D(HZG).

(D) For a composition G
α
−→ G′ β

−→ G′′ of group homomorphisms, we have a
natural isomorphism (β ◦ α)∗ ∼= α∗ ◦ β∗. For example, resGK

∼= resHK ◦ res
G
H

for K ≤ H ≤ G.
(E) For any H ≤ G, the restriction functor resGH : D(HZG) → D(HZH) has a

left adjoint indGH : D(HZH)→ D(HZG).
(F) For any normal subgroup N �G, the composite

D(HZG/N )
inflG

G/N
−−−−−→ D(HZG)→ D(HZG)/Loc⊗〈FG(G/H+) | H 6⊇ N〉

is an equivalence. In other words, D(HZG/N ) is a particular finite localiza-
tion of D(HZG), obtained by killing the generators of D(HZG) associated
to those subgroups which do not contain N . Define the “geometric fixed

point” functor Φ̃N,G : D(HZG)→ D(HZG/N ) to be the composite

D(HZG)→ D(HZG)/Loc⊗〈FG(G/H+) | H 6⊇ N〉 ∼= D(HZG/N ).

By construction, it is split by inflation: Φ̃N,G ◦ inflGG/N
∼= IdG/N . In partic-

ular, taking N = G, we have the geometric fixed point functor

ΦG : D(HZG)
Φ̃G,G

−−−→ D(HZG/G) ∼= D(HZ)
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which is (up to equivalence) the localization obtained by killing all genera-
tors except FG(G/G+) = 1D(HZG).

(G) For H ≤ G, we define ΦH,G : D(HZG)→ D(HZ) as the composite

D(HZG)
resGH−−−→ D(HZH)

ΦH

−−→ D(HZ).

These are tensor triangulated functors (preserving compact objects). In
particular, ΦH,G induces a continuous map

Spec(D(HZ)c)
Spec(ΦH,G)
−−−−−−−→ Spec(D(HZG)

c).

For each prime ideal p ∈ SpecZ ∼= Spec(D(HZ)c) and H ≤ G, define
PG(H, p) ∈ Spec(D(HZG)

c) by

PG(H, p) := Spec(ΦH,G)(p) = (ΦH,G)−1(p).

(H) For an inner automorphism cg := (−)g : G
∼
−→ G, the induced functor

c∗g : D(HZG)
∼
−→ D(HZG) is naturally isomorphic to the identity functor. It

then follows from (C) that for any subgroup H ≤ G, the left-hand triangle
in

D(HZHg )

D(HZG) D(HZ)

D(HZH)

c∗g∼

ΦHgresGHg

resGH ΦH

commutes up to natural isomorphism. The right-hand triangle also com-
mutes up to natural isomorphism since c∗g(FHg (Hg/Kg)) ∼= FH(H/K) for

anyK ≤ H ≤ G (again by (C)). Thus the functor ΦH,G : D(HZG)→ D(HZ)
only depends, up to natural isomorphism, on the G-conjugacy class of
the subgroup H. That is, ΦHg,G ∼= ΦH,G for any g ∈ G. As natu-
rally isomorphic functors induces the same map on spectra, it follows that
PG(H, p) = PG(K, p) if H ∼G K.

(I) Finally, hinting at the reasons behind our choice of notation, UG(1) ∼=
trivG(HZ) as commutative monoids in SH(G), where the right-hand side is
the Eilenberg–MacLane spectrum of the integers regarded as a G-spectrum
with trivial action. This is the most “explicit” fact about our categories
D(HZG) that we will need.

2.1. Remark. The details of the construction of D(HZG) and verification of the
above facts (A) through (I) will be give in Section 3. For the rest of the present
section, we will use the above properties as a black-box in order to compute the
spectrum of D(HZG)

c and describe its relationship with the spectrum of SH(G)c.

2.2. Remark. The “geometric fixed point” functor Φ̃N,G : D(HZG) → D(HZG/N )
in (F) is nothing but the finite localization associated to the thick tensor ideal
of compact objects generated by the FG(G/H+) for H 6⊇ N . As such it has an
associated idempotent triangle eF[ 6⊇N ] → 1 → fF[ 6⊇N ] → ΣeF[ 6⊇N ] in D(HZG) and
can be conveniently understood simply as tensoring with the right idempotent:

fF[ 6⊇N ] ⊗− : D(HZG)→ fF[ 6⊇N ] ⊗D(HZG) ∼= D(HZG/N ).
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Moreover, the latter equivalence is explicitly given by

fF[ 6⊇N ] ⊗D(HZG) →֒ D(HZG)
(−)N

−−−→ D(HZG/N )

where (−)N denotes the right adjoint of inflation (which exists since inflation pre-
serves coproducts by assumption). In other words, it follows formally from the
definition (F) that the geometric fixed point functor is given as

(2.3) Φ̃N,G(X) ∼= (fF[ 6⊇N ] ⊗X)N .

For further discussion of these tensor idempotents, see [BS17, Section 5] and [BF11].

2.4. Lemma. For any N �G, the diagram

(2.5)

SH(G) SH(G/N)

D(HZG) D(HZG/N )

Φ̃N,G

FG FG/N

Φ̃N,G

commutes up to isomorphism.

Proof. Let f ∈ SH(G) denote the right idempotent for the finite localization Φ̃N,G :
SH(G) → SH(G/N). Applying [BS17, Proposition 5.11] to the functor FG :
SH(G) → D(HZG) and recalling the definitions in (F) and [BS17, (H)], we see

that FG(f) ∈ D(HZG) is the right idempotent for the finite localization Φ̃N,G :
D(HZG)→ D(HZG/N ). Moreover, the middle square of

SH(G/N) SH(G) f ⊗ SH(G) SH(G/N)

D(HZG/N ) D(HZG) FG(f)⊗D(HZG) D(HZG/N )

inflG
G/N

FG/N

Φ̃N,G

FG FG

∼=

FG/N

inflG
G/N

Φ̃N,G

∼=

evidently commutes. The left-hand square commutes by (C) and the horizontal
composites are the identity. It then follows formally that the right-hand square
also commutes. �

2.6. Remark. It follows from Lemma 2.4, (B), (C) and the definitions in (G) that

(2.7)

SH(G) SH

D(HZG) D(HZ)

ΦH

FG F

ΦH

commutes up to isomorphism for any H ≤ G.

2.8. Lemma. For any N �G, we have ΦG ∼= ΦG/N ◦ Φ̃N,G.

Proof. Consider the two localizing ⊗-ideals L1 ⊂ L2 of D(HZG) given by

L1 := Loc⊗〈FG(G/H+) | H 6⊇ N〉 and L2 := Loc⊗〈FG(G/H+) | H � G〉.

As Verdier quotients can be “nested”, the localization

(2.9) D(HZG)→ D(HZG)/L2
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coincides with the composite

(2.10) D(HZG)
q
−→ D(HZG)/L1 → (D(HZG)/L1)/q(L2).

Note that D(HZG)→ D(HZG)/L2
∼= D(HZ) is ΦG while D(HZG)→ D(HZG)/L1

∼=
D(HZG/N ) is Φ̃N,G. We just need to show that the quotient

D(HZG/N )→ D(HZG/N )/Φ̃N,G(L2)

is nothing but the finite localization defining ΦG/N : D(HZG/N ) → D(HZ). Now

Φ̃N,G(L2) is the localizing tensor-ideal generated by
{
Φ̃N,G(FG(G/H+))

∣∣H � G
}

(see [Ver96, Prop. 2.31] and [Nee01, Cor. 3.2.11]). This coincides with the localizing
tensor-ideal generated by

{
FG/N ((G/N)/(H/N)+)

∣∣N ≤ H � G
}
since

Φ̃N,G(FG(G/H+)) ∼= FG/N (Φ̃N,G(G/H+)) ∼=

{
0 if H 6⊇ N

FG/N (G/H+) if H ⊇ N

by Lemma 2.4 and [LMS86, Cor. II.9.9]. �

2.11. Lemma. For N ≤ K ≤ G with N �G, we have Φ̃N,K ◦resGK
∼= res

G/N
K/N ◦Φ̃

N,G.

Proof. Let fF[ 6⊇N ],G denote the right idempotent in D(HZG) for Φ̃N,G as in Re-

mark 2.2. By [BS17, Prop. 5.11], its restriction resGK(fF[ 6⊇N ],G) is the right idem-
potent for a finite localization of D(HZK), namely the localization associated to
the compact thick tensor ideal generated by

{
resGK(FG(G/H+))

∣∣H ≤ G,H 6⊇ N
}
.

Using (C) and the Mackey formula, this coincides with the thick tensor ideal
generated by

{
FK(K/L+)

∣∣L ≤ K,L 6⊇ N
}
. In other words, resGK(fF[ 6⊇N ],G) ∼=

fF[ 6⊇N ],K is the idempotent in D(HZK) for Φ̃N,K . Now, by (D), inflKK/N ◦ res
G/N
K/N

∼=

resGK ◦ infl
G
G/N . Applying this equation to Φ̃N,G(X) and post-composing by Φ̃N,K

we obtain

res
G/N
K/N (Φ̃N,G(X)) ∼= Φ̃N,K(resGK(inflGG/N (Φ̃N,G(X))))

∼= λN,K(fF[ 6⊇N ],K ⊗ resGK(inflGG/N (Φ̃N,G(X))))

∼= λN,K(resGK(fF[ 6⊇N ],G)⊗ resGK(inflGG/N (Φ̃N,G(X))))

∼= λN,K(resGK(fF[ 6⊇N ],G ⊗ inflGG/N (Φ̃N,G(X))))

∼= λN,K(resGK(fF[ 6⊇N ],G ⊗X))

∼= λN,K(fF[ 6⊇N ],K ⊗ resGK(X))

∼= Φ̃N,K(resGK(X))

where λN,K denotes the right adjoint of inflKK/N . Here we have used that

fF[ 6⊇N ] ⊗ inflGG/N (Φ̃N,G(X)) ∼= fF[ 6⊇N ] ⊗X

for any X in D(HZG). This follows from the fact that

fF[ 6⊇N ] ⊗D(HZG) →֒ D(HZG)
(−)N

−−−→ D(HZG/N )

is an equivalence with quasi-inverse

D(HZG/N )
inflG

G/N
−−−−−→ D(HZG)→ fF[ 6⊇N ] ⊗D(HZG)

as explained in Remark 2.2. �
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2.12. Lemma. Let K ≤ H ≤ G. The map

Spec(resGH) : Spec(D(HZH)c)→ Spec(D(HZG)
c)

sends PH(K, p) to PG(K, p).

Proof. This is immediate from the definition of ΦK,H and ΦK,G (see (G)) and the
relation resGK

∼= resHK ◦ res
G
H (see (D)). �

2.13. Proposition. For any H ≤ G, the image of the map

Spec(resGH) : Spec(D(HZH)c)→ Spec(D(HZG)
c)

coincides with supp(FG(G/H+)).

Proof. Since the restriction functor resGH preserves coproducts (C), its left adjoint

indGH (E) necessarily preserves compact objects (see [Nee96, Thm. 5.1] for instance).

Hence the adjunction indGH ⊣ resGH restricts to an adjunction

indGH : D(HZH)c ⇄ D(HZG)
c : resGH

on the subcategories of compact objects. Moreover, as the category D(HZG) is
rigidly compactly generated (A), its subcategory of compact objects D(HZG)

c is a
rigid category (i.e. all objects are dualizable) so the duality D provides an equiva-

lence between D(HZG)
c and its opposite category. It follows that D indGH D is right

adjoint to resGH on the categories of compact objects. We can then invoke [Bal18,

Thm. 1.7] to conclude that the image of Spec(resGH) equals supp(D indGH D1). This

coincides with supp(indGH(1)) since D1 = 1 and supp(DX) = supp(X) (by [Bal07,
Prop. 2.7] for instance). Finally, by (C) we have resGH ◦UG

∼= UH ◦ res
G
H . Taking

left adjoints, indGH ◦FH
∼= FG ◦ ind

G
H so indGH(1) ∼= indGH(FH(1)) ∼= FG(ind

G
H(1)) ∼=

FG(G/H+). �

2.14. Lemma. Let N ≤ K ≤ G with N �G. The map

Spec(inflGG/N ) : Spec(D(HZG)
c)→ Spec(D(HZG/N )c)

sends PG(K, p) to PG/N (K/N, p).

Proof. Unravelling the definitions and factoring the composite K → G → G/N as
K → K/N → G/N , property (D) reduces our claim to the assertion that ΦG ◦

inflGG/N
∼= ΦG/N . This follows from Lemma 2.8 since inflGG/N splits Φ̃N,G. �

2.15. Lemma. Let N ≤ K ≤ G with N �G. The map

Spec(Φ̃N,G) : Spec(D(HZG/N )c)→ Spec(D(HZG)
c)

sends PG/N (K/N, p) to PG(K, p).

Proof. This follows from Lemma 2.8 and Lemma 2.11 and the definitions. �

2.16. Corollary. Let N ≤ K ≤ G with N �G. Then PG(K, p) ⊆ PG(G, q) if and
only if PG/N (K/N, p) ⊆ PG/N (G/N, q).

Proof. The induced maps on spectra preserve inclusions. Thus (⇒) follows from
Lemma 2.14 and (⇐) follows from Lemma 2.15. �
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2.17. Remark. Recall the prime ideals of the nonequivariant stable homotopy cat-
egory of finite spectra SHc. They are of the form Cp,n where p is a prime number

and 1 ≤ n ≤ ∞ is a “chromatic” number. Recall that Cp,1 = SHc,tor =: C0,1 is the
subcategory of finite torsion spectra, independently of p. It is the unique generic
point of Spec(SHc), while the points Cp,∞ are the closed points. Similarly recall
that the prime ideals of SH(G)c are of the form P(H, p, n) for H ≤ G, p a prime
number and 1 ≤ n ≤ ∞. Again, P(H, p, 1) is independent of p and sometimes
written P(H, 1) or P(H, 0, 1).

2.18.Proposition. The map Spec(D(HZ)c)
Spec(F )
−−−−−→ Spec(SHc) sends a prime ideal

p ∈ SpecZ ∼= Spec(D(HZ)c) to Cp,∞ if p = (p) and to C0,1 if p = (0).

Proof. It follows from the Hurewicz theorem that the functor HZ∧− : SH→ SH is
conservative on compact objects. That is, if X ∈ SHc then HZ∧X = 0 if and only if
X = 0. As a corollary, the functor F : SHc → D(HZ)c is conservative: if F (X) = 0
then HZ∧X ∼= UF (X) = 0, hence X = 0. Thus by [Bal18, Thm. 1.2], the induced
map on spectra ϕ := Spec(F ) : Spec(D(HZ)c) → Spec(SHc) hits all the closed
points Cp,∞ of Spec(SHc). Now, the unit map S→ HZ induces an isomorphism of
rings π0(S)→ π0(HZ) which, under the usual identifications of both sides with the
ring of integers, is just the identity. This is precisely the map on endomorphism
rings EndSH(1) → EndD(HZ)(1) induced by the functor F : SHc → D(HZ)c. Since
the comparison map ρ : Spec(K)→ Spec(EndK(1)) of [Bal10a, Section 5] is natural,
we have a commutative diagram

Spec(D(HZ)c) Spec(SHc)

Spec(π0(HZ)) Spec(π0(S))

Spec(Z) Spec(Z)

ρ ∼=

ϕ

ρ

∼=

∼=

∼=

and the left-hand comparison map is just the usual identification of the spectrum
of D(HZ)c ∼= D(Z)c with the spectrum of the integers. Thus the top map ϕ sends
the prime (0) in Spec(D(HZ)c) to a point in the fiber (with respect to ρ) of (0) in
Spec(SHc). There is only one such point in the fiber, namely C0,1 = SHc,tor. On
the other hand, the prime (p) in Spec(D(HZ)c) maps to a point in the fiber of (p)
in Spec(SHc). Since all the closed points of Spec(SHc) are hit, the closed point
Cp,∞ in the fiber over (p) must be hit. Since (p) in Spec(D(HZ)c) is the only point
mapping to the fiber over (p), the only possibility is that it maps to the closed point
Cp,∞. �

2.19.Corollary. For any H ≤ G, the map Spec(D(HZG)
c)

Spec(FG)
−−−−−−→ Spec(SH(G)c)

sends PG(H, p) to PG(H, p,∞) and PG(H, 0) to PG(H, 0, 1).

Proof. This follows immediately from (2.7) and Proposition 2.18. �

2.20. Remark. By formal nonsense, the adjunction in (A) provides an isomorphism

EndD(HZG)(1) ≃ π0(UG(1))
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of commutative rings, where UG(1) is regarded as a commutative monoid in SH(G)
via the induced lax monoidal structure on the functor UG. Moreover, the map on
endomorphism rings π0(1) = EndSH(G)(1) → EndD(HZG)(1) ≃ π0(UG(1)) induced
by the functor FG is just post-composition by the unit of UG(1). Property (I)
asserts that we have an isomorphism UG(1) ≃ trivG(HZ) of commutative monoids
in SH(G). The map on endomorphism rings can then be identified with the map

π0((trivG(S)
G)→ π0(HZ ∧ trivG(S)

G)

induced by the unit of the Eilenberg–MacLane spectrum HZ. This is an isomor-
phism by the Hurewicz theorem since the spectrum trivG(S)

G is connective (being
a wedge sum of suspension spectra by the tom Dieck splitting theorem). In this
way, we have an identification A(G) ≃ EndSH(G)(1) ≃ EndD(HZG)(1) between the
Burnside ring and the endomorphism ring of the unit in D(HZG).

2.21. Corollary. The comparison map ρ : Spec(D(HZG)
c) → Spec(A(G)) sends

P(H, p) to p(H, p) ∈ Spec(A(G)) and sends P(H, 0) to p(H, 0) ∈ Spec(A(G)).

Proof. Naturality of the comparison map gives a commutative diagram

Spec(D(HZG)
c) Spec(SH(G)c)

Spec(EndD(HZG)(1)) Spec(EndSH(G)(1))

Spec(A(G)) Spec(A(G))

ρ

Spec(FG)

ρ

∼=

∼=

∼=

and the claim follows from Corollary 2.19 and [BS17, Proposition 6.7] (see Re-
mark 2.20). The spectrum of the Burnside ring is recalled in [BS17, Section 3]. �

2.22. Theorem. Let G be a finite group. Every prime ideal of D(HZG)
c is of the

form P(H, p) for some H ≤ G and p ∈ SpecZ. Moreover, the prime P(H, p) is
completely determined by the G-conjugacy class of H and the prime ideal p. That
is, P(H, p) = P(K, q) if and only if H ∼G K and p = q.

Proof. We will prove the theorem by induction on the order |G|. By construc-
tion (F), the geometric fixed points ΦG : D(HZG)→ D(HZ) is a finite localization.
Hence by the Neeman–Thomason localization theorem [Nee92, Thm. 2.1], the in-
duced map

Spec(D(HZ)c)
Spec(ΦG)
−−−−−−→ Spec(D(HZG)

c)

is a homeomorphism onto the subset V (FG(G/H+) | H � G) ⊆ Spec(D(HZG)
c)

consisting of those primes P ∈ Spec(D(HZG)
c) which contain FG(G/H+) for all

H � G. In particular,
{
P(G, p)

∣∣ p ∈ SpecZ
}
= V (FG(G/H+) | H � G).

The complement is thus given by

Spec(D(HZG)
c) \

{
P(G, p)

∣∣ p ∈ SpecZ
}
=

⋃

H�G

supp(FG(G/H+))

=
⋃

H�G

im(Spec(resGH))
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where the last equality is given by Proposition 2.13. By the inductive hypothesis,
every prime in D(HZH) (for H � G) is of the form PH(K, p) for some K ≤ H
and p ∈ Spec(Z). By Lemma 2.12, it gets mapped to PG(K, p) under Spec(resGH).
This completes the proof that every prime is of the required form. The uniqueness
statement follows from (H), Corollary 2.19 and [BS17, Theorem 4.14]. �

2.23. Remark. In other words, Spec(D(HZG)
c) is covered by copies of Spec(Z), one

copy for each conjugacy class of subgroups H ≤ G. These copies are disjoint, so as
a set Spec(D(HZG)

c) is just the disjoint union of these copies of Spec(Z). However,
the copies of Spec(Z) are related by the topology of Spec(D(HZG)

c). Our next
task is to determine this topology. This will follow from a series of reductions
culminating in Theorem 2.36.

2.24. Remark. Understanding the topology boils down to understanding the in-
clusions among the primes (i.e. understanding the irreducible closed sets) and the
comparison map to the spectrum of the Burnside ring (see Remark 2.20 and Corol-
lary 2.21) greatly restricts the possible inclusions (Lemma 2.26 below).

2.25. Remark. A subgroup H ≤ G is said to be a p-subnormal subgroup if there
exists a subnormal tower from H to G all of whose subquotients have order p. We
refer the reader to [BS17, Section 3] for more details.

2.26. Lemma. Let K,H ≤ G be two subgroups and p, q ∈ SpecZ. Suppose
PG(K, p) ⊆ PG(H, q) in D(HZG)

c. Then:

(a) If p = (0) then q = (0) and K ∼G H (in which case the inclusion is an
equality).

(b) If p = (p) then K is G-conjugate to a p-subnormal subgroup of H and
q = (p) or (0).

Proof. This follows from Corollary 2.19 and [BS17, Proposition 6.9] together with
Corollary 2.21 and what is known about the inclusions among the prime ideals of
the Burnside ring (e.g. from [BS17, Theorem 3.6] or the original [Dre69]). �

2.27. Remark. On the other hand, we know that PG(H, p) ⊆ PG(H, 0) for any
subgroup H ≤ G since the map Spec(ΦH) : Spec(D(HZ)c) → Spec(D(HZG)

c) pre-
serves inclusions and the identification Spec(D(HZ)c) ∼= Spec(Z) reverses inclu-
sions. Armed with Lemma 2.26 and this observation, all that remains to deter-
mine the topology of Spec(D(HZG)

c) is to understand when we have an inclusion
PG(K, p) ⊆ PG(H, p) when K is G-conjugate to a p-subnormal subgroup of H. We
will show that this inclusion always holds (see Proposition 2.35 and Theorem 2.36
below). To prove this we will use a series of reductions which ultimately reduces
the problem to the case G = Cp, the cyclic group of order p.

2.28. Remark. The following result explains how vanishing of the Tate construction
relates to the geometry of the Balmer spectrum.

2.29. Proposition. Let T be a rigidly-compactly generated tensor triangulated cat-
egory and let K := Tc denote its subcategory of compact-rigid objects. For any
Thomason subset Y ⊂ Spec(K), let KY =

{
x ∈ K

∣∣ supp(x) ⊆ Y
}
be the corre-

sponding thick tensor-ideal of K, and let eY → 1 → fY → ΣeY be the idempotent
triangle in T for the associated finite localization. For any object x ∈ K, the fol-
lowing are equivalent:
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(a) The Tate construction tY (x) = 0 vanishes.
(b) The exact triangle

eY ⊗ x→ x→ fY ⊗ x→ ΣeY ⊗ x

splits; that is, fY ⊗ x→ ΣeY ⊗ x is the zero map.
(c) The support of x is a disjoint union of closed sets

supp(x) = Z1 ⊔ Z2

with Z1 ⊆ Y and Z2 ∩ Y = ∅.
(d) supp(x) ∩ (Spec(K) \ Y ) is Thomason.

Proof. Recall that tY : T → T is defined by tY := [fY ,ΣeY ⊗ −] where [−,−]
denotes the internal hom in T (see [BS17, Definition 5.7] or [Gre01]).

(a) ⇒ (b): The kernel of tY : T → T is a thick subcategory of T which is closed
under tensoring with compact-rigid objects. Thus, tY (x) = 0 iff tY (Dx ⊗ x) =
[fY ⊗ x,ΣeY ⊗ x] = 0. This implies (b) since HomT(a, b) ∼= HomT(1, [a, b]).

(b)⇒ (c): If the exact triangle splits then x ≃ (eY ⊗x)⊕(fY ⊗x). In particular,
the objects eY ⊗ x and fY ⊗ x are both contained in K (i.e. are compact). Then
defining Z1 := supp(eY ⊗ x) and Z2 := supp(fY ⊗ x), we have supp(x) = Z1 ⊔ Z2,
a disjoint union of closed sets. Finally, recall that Loc〈KY 〉 = eY ⊗ T. Thus, for
any c ∈ K, supp(c) ⊆ Y is equivalent to fY ⊗ c = 0. Similarly, if supp(c) ∩ Y = ∅
then for any d ∈ KY , d ⊗ c = 0; hence eY ⊗ c = 0. Conversely, if eY ⊗ c = 0 then
d⊗ c ≃ d⊗ eY ⊗ c = 0 for any d ∈ KY . It follows that supp(c)∩Y = ∅ is equivalent
to eY ⊗ c = 0. This proves (c) by considering c := eY ⊗ x and c := fY ⊗ x.

(c) ⇒ (d): Observe that Spec(K) \ Z2 = Z1 ∪ (Spec(K) \ supp(x)) is a union
of two quasi-compact subsets of Spec(K), and hence is itself quasi-compact. The
closed set Z2 = supp(x) ∩ (Spec(K) \ Y ) thus has quasi-compact complement, and
hence is a Thomason closed subset.

(d) ⇒ (a): The hypothesis implies that

supp(x) = (supp(x) ∩ Y ) ⊔ (supp(x) ∩ (Spec(K) \ Y ))

is a decomposition into disjoint Thomason sets. Then by the generalized Carlson
theorem [Bal07, Theorem 2.11] we have x ≃ a ⊕ b for two objects a, b ∈ K with
supp(a) ⊆ Y and supp(b) ∩ Y = ∅. Then tY (x) = tY (a) ⊕ tY (b) vanishes since
fY ⊗Da = 0 and eY ⊗ b = 0. �

2.30. Proposition. Let eG → 1→ fG → ΣeG be the idempotent triangle in SH(G)

associated to the trivial family of subgroups. (That is, eG = EG+ and fG = ẼG.)
For G = Cp, this triangle does not split after tensoring with trivG(HFp); that is,
the map

trivG(HFp)⊗ fG → trivG(HFp)⊗ ΣeG

in SH(G) is not the zero map.

Proof. For notational simplicity, let H := trivG(HFp). If the map H → H⊗fG has
a section in SH(G), then the map of G-Mackey functors π0(H)→ π0(H⊗fG) would
have a section:

(2.31)
π0(H⊗fG) π0(H) π0(H⊗fG).

∃σ

id
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The Mackey functor π0(H) can be identified with A ⊗ Fp where A denotes the
Burnside ring G-Mackey functor G/H 7→ A(H). On the other hand, for G = Cp,
the Mackey functor π0(H⊗fG) satisfies

π0(H⊗fG)(G/G) = πG
0 (H⊗fG)

∼= π0(Φ
G(H)) ∼= π0(HFp) ∼= Fp

and
π0(H⊗fG)(G/{1}) = π

{1}
0 (H⊗fG) ∼= π0(HFp ⊗ resG{1}(fG)) = 0.

Now A(Cp) is the ring Z[X]/(X2 − pX) with restriction A(Cp) → A({1}) = Z

given by X 7→ p and with transfer Z = A({1}) → A(Cp) given by 1 7→ X. A
splitting (2.31) of Cp-Mackey functors would thus look like

Fp Fp[X]/(X2) Fp

0 Fp 0

σ

where the vertical maps represent restriction and transfer. Since the right-hand
map commutes with transfers, it must map X to 0 in Fp. Hence, in order for the
composite to be the identity, the left-hand map σ must map 1 ∈ Fp to an element of
the form 1+mX ∈ Fp[X]/(X2). Since the middle restriction map sendsX to 0 ∈ Fp,
the element 1 +mX is mapped to 1 ∈ Fp. On the other hand, since σ commutes
with restrictions, 1 +mX must be mapped to 0 ∈ Fp. This is a contradiction. �

2.32. Proposition. Consider G = Cp. Then P(1, p) ⊆ P(Cp, p) in D(HZCp
).

Proof. Recall that if F : K → L is a tensor triangulated functor and ϕ :=
Spec(F ) : Spec(L)→ Spec(K) is the induced map on spectra, then for any x ∈ K,
suppL(F (x)) = ϕ−1(suppK(x)). Then consider the mod-p Moore spectrum M(p).

Its support in Spec(SHc) is precisely {Cp,2} = {Cp,n | 2 ≤ n ≤ ∞}. We can then
pass to the G-equivariant stable homotopy category by giving the mod-p Moore
spectrum a trivial G-action. By [BS17, Cor. 4.6], the support of trivG(M(p)) in
SH(G)c is

{
P(H, p, n)

∣∣H ≤ G, 2 ≤ n ≤ ∞
}
⊂ Spec(SH(G)c). Finally, using

FG : SH(G)c → D(HZG)
c, we can consider FG(trivG(M(p))) in D(HZG)

c. By
Corollary 2.19, its support is

{
P(H, p)

∣∣H ≤ G
}
. For G = Cp this is precisely two

points:

supp(FG(trivG(M(p))) = {P(1, p),P(Cp, p)} ⊂ Spec(D(HZG)
c).

We know from Lemma 2.26 that P(1, p) is a closed point and that P(G, p) is either

a closed point or else {P(G, p)} = {P(1, p),P(G, p)}. We claim that the latter holds
i.e. that P(1, p) is contained in the closure of P(G, p). To this end, let

eG → 1→ fG → ΣeG

be the idempotent triangle in SH(G) associated to the Thomason closed subset
supp(G+) =

{
PG(1, p, n)

∣∣ all p, n
}
(that is, all the primes for the trivial subgroup).

By [BS17, Prop. 5.11], FG(eG) → 1 → FG(fG) → ΣFG(eG) is the idempotent
triangle in D(HZG) associated to Y := supp(FG(G+)) =

{
P(1, p)

∣∣ all p
}
. Note

that if P(1, p) 6⊆ P(G, p) then

supp(FG(trivG(M(p)))) = {P(1, p)} ⊔ {P(G, p)} = {P(1, p)} ⊔ {P(G, p)}

is a disjoint union of closed sets Z1 ⊔ Z2 with Z1 ⊆ Y and Z1 ∩ Y = ∅. Invoking
Proposition 2.29 and letting Z := supp(FG(trivG(M(p)))) = {P(1, p),P(G, p)}, we
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see that P(1, p) ⊆ P(G, p) if and only if Z = {P(G, p)} if and only if Z is irreducible
if and only if Z is connected if and only if the idempotent triangle

FG(eG)→ 1→ FG(fG)→ ΣFG(eG)

does not split after tensoring with FG(trivG(M(p))). Suppose for a contradiction
that it did split. Then passing back to SH(G) by applying UG and using that
UGFG = trivG(HZ) ⊗ − by (I) and the projection formula [BDS16, Prop. 2.15], it
would follow that the sequence eG → 1 → fG → ΣeG splits after tensoring with
trivG(HZ) ⊗ trivG(M(p)) ≃ trivG(HZ ⊗ M(p)) ≃ trivG(HFp) which contradicts
Proposition 2.30. �

2.33. Corollary. Let K be a subgroup of a finite p-group G. Then PG(K, p) ⊆
PG(G, p) in D(HZG).

Proof. As G is a p-group, there is a subnormal tower K = K0 �p · · ·�p Kt = G
where each subquotient has order p. By Proposition 2.32, PKi/Ki−1

(1, p) is con-
tained in PKi/Ki−1

(Ki/Ki−1, p) for all i = 1, . . . , t. Hence by Corollary 2.16,
PKi(Ki−1, p) ⊆ PKi(Ki, p) for all i = 1, . . . , t. Hence PG(Ki−1, p) ⊆ PG(Ki, p)
for all i = 1, . . . , t by Lemma 2.12, so that PG(K, p) ⊆ PG(G, p). �

2.34. Proposition. If K is a p-subnormal subgroup of a finite group G, then
PG(K, p) ⊆ PG(G, p) in D(HZG).

Proof. The fact that K is p-subnormal in G implies that Op(G) ⊆ K (see [BS17,
Lem. 3.3]). By Corollary 2.16, PG(K, p) ⊆ P(G, p) if and only if

PG/Op(G)(K/Op(G), p) ⊆ PG/Op(G)(G/Op(G), p).

As G/Op(G) is a p-group, the claim follows from Corollary 2.33. �

2.35. Proposition. Let K,H be subgroups of a finite group G. If K is G-conjugate
to a p-subnormal subgroup of H then PG(K, p) ⊆ PG(H, p) in D(HZG).

Proof. By assumption K ∼G K ′ where K ′ ≤ H is p-subnormal. By Proposi-
tion 2.34, PH(K ′, p) ⊆ PH(H, p) in D(HZH). It then follows from Lemma 2.12 that
PG(K, p) = PG(K

′, p) ⊆ PG(H, p) in D(HZG). �

2.36. Theorem. Let G be a finite group, let K,H ≤ G be subgroups and let p, q ∈
SpecZ. Then PG(K, p) ⊆ PG(H, q) if and only if either

(a) p = (p), K is G-conjugate to a p-subnormal subgroup of H, and q = (p) or
(0); or

(b) p = (0), q = (0) and K ∼G H (in which case the primes are equal).

Proof. This follows from Lemma 2.26, Remark 2.27 and Proposition 2.35. �

2.37. Remark. The irreducible closed subsets of Spec(D(HZG)
c) can thus be com-

pletely described as follows:

• {P(H, p)} =
{
P(K, p)

∣∣K a p-subnormal subgroup of H
}
; and

• {P(H, 0)} = {P(H, 0)} ∪
⋃

p prime {P(H, p)}.

These irreducible closed subsets completely determine the topology:

2.38. Proposition. The space Spec(D(HZG)
c) is noetherian. Consequently, the

closed subsets are precisely the finite unions of irreducible closed sets (equivalently,
the closures of finite subsets). Moreover, the Thomason subsets are just the special-
ization closed subsets, that is, arbitrary unions of closed sets.
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Proof. By Theorem 2.22, the space Spec(D(HZG)
c) is covered by the images of the

continuous maps Spec(ΦH,G) : Spec(D(HZ)c) → Spec(D(HZG)
c) for H ≤ G. The

claim that Spec(D(HZG)
c) is noetherian follows from the fact that Spec(D(HZ)c) ∼=

Spec(Z) is noetherian, that a continuous image of a noetherian space is noetherian,
and that any space covered by finitely many noetherian subspaces is noetherian.
For the second claim just note that every subspace of a noetherian space is noe-
therian and that a noetherian space has finitely many irreducible components. The
description of the Thomason subsets is immediate from the definition as every sub-
space of a noetherian space is quasi-compact (cf. [Bal10b, Remark 12]). All of this
is standard: see [Sta20, Section 0050] or [GD71, §2.2]. �

2.39. Remark. Theorem 2.22 and Theorem 2.36 together with Proposition 2.38 thus
provide a complete description of the topological space Spec(D(HZG)

c) for any finite
group G. We now explain the precise relationship, alluded to in the introduction,
between the three spaces: Spec(D(HZG)

c), Spec(SH(G)c), and Spec(A(G)). It may
be helpful to refer to the examples depicted on pages 2 and 3 in the introduction.

2.40. Corollary. For any finite group G, the map

Spec(FG) : Spec(D(HZG)
c) →֒ Spec(SH(G)c)

is a homeomorphism of Spec(D(HZG)
c) onto its image, which is the subspace of

Spec(SH(G)c) consisting of the chromatic height 0 and chromatic height ∞ points.

Proof. This follows from Cor. 2.19 and our descriptions of the two spaces; in partic-
ular, from Thm. 2.22, Thm. 2.36, [BS17, Thm. 4.14], [BS17, Prop. 6.9], and [BS17,
Cor. 8.4]. �

2.41. Remark. From the second point of view, both Spec(D(HZG)
c) and Spec(A(G))

consist of a number of copies of Spec(Z), one for each conjugacy class of subgroups
of G, except that in Spec(A(G)) the closed points p(K, p) and p(H, p) are glued
together when Op(K) ∼G Op(H). Stated differently, each point p(H, p) is identified
with p(Op(H), p). For example, if G is a p-group then Op(H) is trivial for every
H ≤ G, so all the copies of (p) — one for each copy of Spec(Z) — are glued into a
single point. In contrast, if p does not divide |G| then Op(H) = H for all H ≤ G,
so no gluing of the copies of (p) occurs. The picture given of Spec(A(Cp)) on page 3
is indicative of the situation for any p-group.

This gluing p(H, p) = p(Op(H), p) in Spec(A(G)) manifests in Spec(D(HZG)
c)

by the fact that P(Op(H), p) is contained in the closure of P(H, p). Or, rather, the
gluing in Spec(A(G)) is explained by these topological relations in Spec(D(HZG)

c).

2.42. Corollary. For any finite group G, the comparison map

ρ : Spec(D(HZG)
c)→ Spec(A(G))

is a quotient map which identifies points of height ≥ 1 whose closures intersect.
In more detail, if P,Q ∈ Spec(D(HZG)

c) are distinct points then ρ(P) = ρ(Q) if

and only if P and Q are points of height ≥ 1 with {P} ∩ {Q} 6= ∅ if and only if
P = P(H, p) and Q = P(K, p) for some prime number p and subgroups H,K ≤ G
such that H ∩K is a p-subnormal subgroup of both H and K.

Proof. The points of height 0 are precisely the points P(H, 0) while the points of
height ≥ 1 are the points P(H, p). (They can have height greater than 1 because of
the inclusions among them.) According to Corollary 2.21, [BS17, Theorem 3.6] and
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Theorem 2.22, ρ(P(H, 0)) 6= ρ(P(K, p)) for any p, while ρ(P(H, 0)) = ρ(P(K, 0))
iff H ∼G K iff P(H, 0) = P(K, 0). Also, ρ(P(H, p)) 6= ρ(P(K, q)) for p 6= q, while
ρ(P(H, p)) = ρ(P(K, p)) iff Op(H) ∼G Op(K). Thus the only identifications made
by ρ are for primes P(H, p) and P(K, p) corresponding to the same prime number p,
precisely when Op(H) ∼G Op(K). By Remark 2.37, the closure of P(H, p) consists
of those P(K, p) for K a p-subnormal subgroup of H. So if Op(H) ∼G Op(K) then

P(Op(H), p) = P(Op(K), p) is a point in the intersection {P(H, p)} ∩ {P(K, p)}.

Conversely, if P = P(H, p) and Q = P(K, q) are height ≥ 1 points with {P}∩{Q} 6= ∅
then p = q and there exists a subgroup L which is G-conjugate to a p-subnormal
subgroup of H and also G-conjugate to a p-subnormal subgroup of K. It follows
that Op(H) ∼G Op(L) ∼G Op(K) and hence that ρ(P) = ρ(Q).

Also note that if Op(H) ∼G Op(K) then Op(H) = Op(Kg) for some g ∈ G and
hence H ∩ Kg is a p-subnormal subgroup of both H and Kg. The converse also
holds. We conclude that ρ(P) = ρ(Q) if and only if P = P(H, p) and Q = P(K, p)
for some prime number p and subgroups H,K ≤ G satisfying Op(H) = Op(K)
(equivalently, with H ∩K a p-subnormal subgroup of both H and K).

Finally, one readily checks using Remark 2.37 that the surjective continuous
map ρ is a closed map, hence a quotient map. �

2.43. Example. Consider G = D8 the dihedral group of order 8. Its lattice of
conjugacy classes of subgroups is

C2 V4

1 C2 C4 D8

C2 V4

and the following diagram depicts the comparison map for the spectrum of D(HZD8
)

localized at the prime 2:

Spec(D(HZD8)
c
(2))

ρ
// Spec(A(D8)(2))

55 55 55 55 55 555555555555

'''''''''''' '' '' '' '' ''
////////////////////// 55 55 55 55 55 555555555555

//////////////////////
•◦

•◦
•◦
•◦

•◦
•◦
•◦

•◦

•◦
•◦
•◦
•◦

•◦
•◦
•◦

•◦ •◦
•◦
•◦
•◦

•◦
•◦
•◦

•◦

•◦

Closure goes up and to the left. For example, the closure of the point P(C4, 0)
consists of four points:

{P(C4, 0)} = {P(C4, 0),P(C4, 2),P(C2, 2),P({1}, 2)}.

Similarly, the closure of P(V4, 0) consists of five points (for either choice of V4) and
the closure of P(C2, 2) consists of two points (for any choice of C2). Observe that
there is a unique closed point in Spec(A(D8)(2)) and that the fiber over this point is
a copy of the lattice of conjugacy classes of subgroups of D8. The reason is that for
p = 2, a subgroup K is a p-subnormal subgroup of H if and only if K is a subgroup
of H. On the other hand, at a prime p 6= 2, there is no gluing in the Burnside ring
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and the comparison map is the simple bijection of eight copies of Spec(Z(p)):

Spec(D(HZD8
)c(p))

ρ
// Spec(A(D8)(p))

•◦
•◦
•◦
•◦

•◦
•◦
•◦

•◦

•◦
•◦
•◦
•◦

•◦
•◦
•◦

•◦ •◦
•◦
•◦
•◦

•◦
•◦
•◦

•◦

•◦
•◦
•◦
•◦

•◦
•◦
•◦

•◦

2.44. Remark. The above example for G = D8 is illustrative of the situation for
any p-group G. Localized at a prime q 6= p nothing interesting happens: both
spaces are just a disjoint union of copies of Spec(Z(q)). Localized at the prime p,
on the other hand, the spectrum of the Burnside ring has a single closed point
and the fiber over that unique closed point is a copy of the lattice of conjugacy
classes of subgroups of G. Again, the reason is that the relation “is conjugate to a
p-subnormal subgroup of” reduces to “is conjugate to a subgroup of”. For example,
a diligent reader can immediately write down the 2-local comparison map for the
quaternion group G = Q8 once they recall the lattice of (conjugacy classes of)
subgroups of Q8.

2.45. Example. Take G = S3 the symmetric group on three symbols. Its lattice of
conjugacy classes of subgroups is

C3

1 S3

C2

and there are two primes of interest: p = 2, 3. Here is the 2-local comparison map

Spec(D(HZS3
)c(2))

ρ
// Spec(A(S3)(2))

•◦
•◦

•◦
•◦

•◦
•◦

•◦
•◦ •◦

•◦

•◦
•◦

•◦
•◦

and here is the 3-local comparison map

Spec(D(HZS3)
c
(3))

ρ
// Spec(A(S3)(3))

•◦
•◦

•◦
•◦

•◦
•◦

•◦
•◦ •◦

•◦

•◦
•◦

•◦
•◦

•◦
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Note that although C2 has index 3 in S3, it is not a 3-subnormal subgroup (since
it is not a normal subgroup). The reader might find it interesting to compare with
Example 8.14 in [BS17].

2.46. Remark. Finally, we can translate our computation of Spec(D(HZG)
c) into a

classification of the thick tensor-ideal subcategories of D(HZG)
c:

2.47. Theorem. Let G be a finite group. Say that a subset Y ⊆ Conj(G)×Spec(Z)
is admissible if it satisfies the following closure properties:

(a) If (H, 0) ∈ Y then (H, p) ∈ Y for all prime numbers p.
(b) If (H, p) ∈ Y then (K, p) ∈ Y for all (conjugacy classes of) p-subnormal

subgroups K of H.

There is an inclusion-preserving bijection between the set of admissible subsets of
Conj(G)×Spec(Z) and the collection of thick tensor-ideal subcategories of D(HZG)

c

given by
Y 7−→

{
X ∈ D(HZG)

c
∣∣ΦH(X) ∈ p if (H, p) 6∈ Y

}

and

C 7−→
{
(H, p) ∈ Conj(G)× Spec(Z)

∣∣ΦH(X) 6∈ p for some X ∈ C
}
.

Proof. We have an identification of sets Spec(D(HZG)
c) ∼= Conj(G) × Spec(Z) by

Theorem 2.22. By Remark 2.37, the “admissible” subsets Y ⊆ Conj(G)× Spec(Z)
are precisely those corresponding to specialization-closed subsets of Spec(D(HZG)

c).
Moreover, these are precisely the Thomason subsets by Proposition 2.38. Finally,
all thick tensor-ideals of D(HZG)

c are radical by [Bal07, Prop. 2.4] since all objects
are dualizable (A). In this way, the theorem is just a translation of the abstract
thick subcategory classification theorem of [Bal05, Theorem 4.10]. �

3. Construction of D(HZG) and equivariant spectra

Our next goal is to construct the tensor triangulated category D(HZG) and
establish properties (A)–(I) from Section 2.

3.1. Definition. For a finite group G, let SpG denote the ∞-category of genuine
G-spectra as constructed in [GM20, Appendix C]. It is presentable, stable, has a
symmetric monoidal structure and comes equipped with a symmetric monoidal left
adjoint

(3.2) Σ∞ : SG∗ → SpG

where SG∗ denotes the symmetric monoidal ∞-category of pointed G-spaces. By
Elmendorf’s theorem, SG∗ is equivalent as a symmetric monoidal ∞-category to
Fun(O(G)op,S∗) with its pointwise monoidal structure, where O(G) denotes the
usual orbit category of transitive G-sets and G-equivariant maps.

3.3. Remark. The symmetric monoidal ∞-category SpG can be constructed in
several different ways. For example, it is equivalent to the underlying symmet-
ric monoidal ∞-category [Lur17, §1.3.4 and §4.1.7] of the simplicial model cate-

gory of orthogonal G-spectra SpOG [MM02]. In particular, its homotopy category

SH(G) := Ho(SpG) is equivalent as a tensor triangulated category to the usual
equivariant stable homotopy category of [LMS86] and [HHR16, Appendix B]. The

approach taken by [GM20, Appendix C] instead defines SpG as the colimit of a di-
agram of copies of SG∗ parametrized by a certain poset of G-representations. That
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this is equivalent to the other construction follows from [GM20, Prop. C.4 and
Prop. C.9]. The advantage of this definition is that it leads (following work of
Robalo [Rob15]) to a very convenient method for constructing symmetric monoidal

functors on SpG. More precisely, as established in [GM20, Corollary C.7] and
[Rob15, Corollary 2.22], the functor (3.2) enjoys the following universal property:

3.4. Theorem (Robalo, Gepner–Meier). Let G be a finite group and let ρG de-
note the regular representation of G. Given a presentably symmetric monoidal
∞-category D and a symmetric monoidal left adjoint F : SG∗ → D with the property
that F (SρG) is invertible, there exists an essentially unique symmetric monoidal left

adjoint F : SpG → D such that F ◦ Σ∞ ≃ F as symmetric monoidal functors.

3.5. Remark. Here and in the sequel, when we say that a functor is essentially
unique, we mean that the collection of such functors is parametrized by a con-
tractible Kan complex. Any two such choices will be equivalent (in a suitable
∞-category of functors) and will induce naturally isomorphic functors at the level
of homotopy categories.

3.6. Remark. We now recall the universal property of the stable ∞-category of
nonequivariant spectra Sp. As explained in [Lur17, §4.8.2], the ∞-category Prst of
presentable stable ∞-categories and colimit preserving functors has a symmetric
monoidal stucture whose commutative algebra objects are the presentably sym-
metric monoidal stable∞-categories, that is, symmetric monoidal∞-categories C⊗

whose underlying∞-category C is presentable and stable and has the property that
the bifunctor −⊗− : C×C→ C commutes with small colimits in each variable. The
∞-category of spectra Sp is the unit of Prst and consequently is the initial com-
mutative algebra object in Prst. In other words, given any presentably symmetric
monoidal stable ∞-category D⊗ ∈ CAlg(Prst), there is an essentially unique sym-
metric monoidal functor Sp⊗ → D⊗ whose underlying functor Sp → D commutes
with colimits [Lur17, Cor. 4.8.2.19].

3.7. Example. For any finite group G, there is an essentially unique symmetric
monoidal functor

trivG : Sp→ SpG

which commutes with colimits.

3.8. Remark. If C⊗ is a presentably symmetric monoidal stable ∞-category then
for any commutative algebra A ∈ CAlg(C⊗), the category of A-modules A -Mod⊗

C

is also a presentably symmetric monoidal stable ∞-category [Lur17, Thm. 3.4.4.2].
Moreover, the forgetful functor UA : A -ModC → C has a left adjoint FA : C →
A -ModC which can be equipped with a symmetric monoidal structure, and the
composite UAFA is the functor A⊗− : C→ C (cf. [Lur17, Cor. 4.2.3.7, Cor. 4.2.4.8,
Thm. 4.5.2.1, §4.5.3]). Furthermore, any symmetric monoidal functor θ : C⊗ → D⊗

induces a functor CAlg(C⊗) → CAlg(D⊗) between the ∞-categories of commuta-
tive algebra objects. Moreover, for any A ∈ CAlg(C⊗) there is an induced symmet-
ric monoidal functor A -Mod⊗

C
→ θ(A) -Mod⊗

D
for which both squares in

C D

A -ModC θ(A) -ModD

θ

F FU

θ

U
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commute up to equivalence. Moreover, if θ : C → D commutes with limits or
colimits then so does the induced functor θ : A -ModC → θ(A) -ModD (cf. [Lur17,
Cor. 4.2.3.3 and Cor. 4.2.3.5]).

3.9. Definition. Let HZ ∈ CAlg(Sp) denote the Eilenberg–MacLane spectrum of the

integers. For any finite group G, let HZG := trivG(HZ) ∈ CAlg(SpG) and consider
its ∞-category of modules HZG -Mod := HZG -ModSpG . We define

D(HZG) := Ho(HZG -Mod)

to be its homotopy category.

3.10. Remark. By construction, we have a free-forgetful adjunction

SpG

HZG -Mod

FG UG

and UG(1) ∼= trivG(HZ) as commutative algebras in SpG.

3.11. Remark. If C⊗ ∈ CAlg(Prst) is a presentably symmetric monoidal stable
∞-category then Ho(C) has the structure of a triangulated category as well as a
closed symmetric monoidal structure that is compatible with the triangulation (in
the sense of [HPS97, Def. A.2.1]). Moreover, if C is compactly generated by a set of
objects G then for any commutative algebra A ∈ CAlg(C⊗), the stable ∞-category
A -ModC is compactly generated by the set FA(G). Note that an object of a stable
∞-category D is compact if and only if it is compact as an object of Ho(D) in the
usual triangulated category sense (see [Lur17, Prop. 1.4.4.1]). Moreover, a set G of
compact objects generates D under colimits if and only if G generates Ho(D) in the
usual triangulated category sense (see the proof of [Lur17, Cor. 1.4.4.2]).

3.12. Example. The stable ∞-category HZG -Mod is compactly generated by

{FG(G/H+) | H ≤ G}.

Moreover, since these compact generators are dualizable and the unit 1 is com-
pact, it follows that an object of D(HZG) is dualizable if and only if it is compact
(cf. [HPS97, Theorem A.2.5]). In other words, D(HZG) is a rigidly-compactly gen-
erated tensor triangulated category.

3.13. Remark. Any homomorphism of groups α : G→ G′ induces a left adjoint

(3.14) α∗ : SG
′

∗ → S
G
∗

which can be constructed as follows. Restriction along α provides a functor from
the category of G′-sets to the category of G-sets. This functor always has a left
adjoint which sends transitive G-sets to transitive G′-sets and hence restricts to a
functor α! : O(G) → O(G′) on the orbit categories. Restricting along α! provides
the functor (3.14). Note that it preserves colimits hence is a left adjoint (since S∗
is presentable).

By Theorem 3.4, there is an essentially unique symmetric monoidal left adjoint

α∗ : SpG
′

→ SpG



22 IRAKLI PATCHKORIA, BEREN SANDERS, AND CHRISTIAN WIMMER

such that the diagram

SG
′

∗ SG∗

SpG
′

SpG

Σ∞

α∗

Σ∞

α∗

commutes up to an equivalence of symmetric monoidal functors.
By the universal property of Remark 3.6, the composite

Sp
trivG′

−−−−→ SpG
′ α∗

−−→ SpG

is equivalent as a symmetric monoidal functor to trivG : Sp→ SpG. In particular,
α∗(HZG′) ∼= HZG as commutative algebras in SpG. Hence by Remark 3.8, there is
a symmetric monoidal left adjoint α∗ : HZG′ -Mod → HZG -Mod such that both
squares in

SpG
′

SpG

HZG′ -Mod HZG -Mod

FG′

α∗

FGUG′

α∗

UG

commute up to equivalence.

3.15. Remark. If G
α
−→ G′ β

−→ G′′ is a composite of group homomorphisms, it
follows from the constructions that the functor (β ◦ α)∗ is equivalent to α∗ ◦ β∗ (in
the relevant∞-category of symmetric monoidal functors) at the level of spaces SG∗ ,

spectra SpG, and HZG -Mod.

3.16. Remark. As usual, for a quotient α : G → G/N , we call inflGG/N := α∗ the

inflation functor and for an inclusion α : H →֒ G, we call resGH := α∗ the restriction

functor. Since the functor resGH : SpG → SpH preserves limits, the induced functor
resGH : HZG -Mod → HZH -Mod also preserves limits (Rem. 3.8) and hence has a
left adjoint (see [Lur09, Cor. 5.5.2.9 and Cor. 5.4.7.7]).

3.17. Remark. The smashing Bousfield localizations of a presentably symmetric
monoidal stable ∞-category C correspond to the smashing Bousfield localizations
of the tensor triangulated category Ho(C). More precisely, smashing Bousfield lo-
calizations correspond to idempotent commutative algebras (in C or Ho(C) respec-
tively) and the∞-category of idempotent commutative algebras in C is equivalent to
the ordinary category (in fact poset) of idempotent commutative algebras in Ho(C)
(see [Lur17, §4.8.2] and [BF11]).

3.18. Proposition. Let C⊗ ∈ CAlg(Prst) be a presentably symmetric monoidal
stable ∞-category and let L : C→ C be a smashing Bousfield localization. For any
commutative algebra A ∈ CAlg(C⊗), the induced functor (Rem. 3.8)

(3.19) A -ModC → LA -ModLC

is a smashing Bousfield localization. Moreover, if C is rigidly-compactly gener-
ated and L is the finite localization associated to a set G of compact objects in C

then (3.19) is the finite localization associated to the set FA(G) of compact objects
in A -ModC.
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Proof. Given two algebras A,B ∈ CAlg(C), the extension-of-scalars FB : C →
B -ModC induces a functor A -ModC → FB(A) -ModB -ModC

by Remark 3.8 which
under the equivalences

FB(A) -ModB -ModC
≃ UBFB(A) -ModC

≃ (B ⊗A) -ModC

≃ (A⊗B) -ModC

≃ UAFA(B) -ModC

≃ FA(B) -ModA -ModC

is the extension-of-scalars A -ModC → FA(B) -ModA -ModC
associated to FA(B) ∈

CAlg(A -ModC). (Nesting of module categories behaves as expected for symmetric
monoidal ∞-categories: see [Lur17, §3.4.1 and §3.2.4].) Next recall from [Lur17,
Prop. 4.8.2.10] that up to symmetric monoidal equivalence, the smashing Bousfield
localization L : C → LC is nothing but extension-of-scalars C → L1 -ModC with
respect to the idempotent algebra L1 ∈ CAlg(C). Taking B = L1 above, we
find that the the functor A -ModC → LA -ModLC induced by L : C → LC is the
smashing Bousfield localization associated to the idempotent algebra FA(L1) ∈
CAlg(A -ModC).

To prove the second part, it suffices to check (at the level of homotopy cate-
gories) that FA(L1) is the smashing idempotent associated to the indicated finite
localization. This is the content of [BS17, Proposition 5.11]. �

3.20. Remark. The following useful proposition is a variation on ideas that have
appeared in a few different places (e.g. [MNN17, §5.3]).

3.21. Proposition. Let F : C→ D be a symmetric monoidal functor between pre-
sentably symmetric monoidal stable ∞-categories which admits a right adjoint G.
If C is generated by a set of compact-rigid objects then the functor F is an equiva-
lence if and only if

(a) the functor F sends a set of compact generators of C to a set of compact
generators of D, and

(b) the commutative algebra G(1D) is equivalent to the commutative algebra 1C.

Proof. The (⇒) direction is immediate once we recognize that the unit η : 1C →
GF (1C) ≃ G(1D) is a map of algebras. On the other hand, hypothesis (a) im-
plies that the right adjoint G preserves colimits and is, moreover, conservative.
Hence the adjunction F ⊣ G is monadic by the Barr–Beck–Lurie Theorem [Lur17,
Theorem 4.7.3.5]. Now the projection formula G(x)⊗y → G(x⊗F (y)) is an equiva-
lence under our assumptions (as can be checked at the level of homotopy categories
[BDS16, Prop. 2.15]) and the natural equivalence G(1) ⊗ y ≃ GF (y) provides an
isomorphism between the monad associated to the algebra object G(1) ∈ CAlg(C)
and the monad GF of the adjunction (see the proof of [BDS15, Lemma 2.8]). The
functor F is thus, up to equivalence, just extension of scalars C→ G(1) -ModC with
respect to the algebra G(1). This is an equivalence by the second hypothesis. �

3.22. Proposition. Let N �G be a normal subgroup and let

L : HZG -Mod→ HZG -Mod
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be the finite localization associated to the set
{
FG(G/H+)

∣∣H 6⊇ N
}
. The compos-

ite

(3.23) HZG/N -Mod
inflG

G/N
−−−−−→ HZG -Mod

L
−→ L(HZG -Mod)

is an equivalence of symmetric monoidal ∞-categories.

Proof. We first establish the analogous statement for SpG/N namely that if L :
SpG → SpG is the finite localization associated to the set

{
G/H+

∣∣H 6⊇ N
}
then

the composite

(3.24) SpG/N
inflG

G/N
−−−−−→ SpG

L
−→ L(SpG)

is an equivalence of symmetric monoidal ∞-categories. This is well-known at the
level of homotopy categories (see [LMS86, Cor. II.9.6]) but we will provide a proof
that holds at the level of∞-categories. For simplicity of notation, let f∗ denote the
composite (3.24) and let f∗ denote a right adjoint. The functor f∗ has a symmetric
monoidal structure (being a composite of such) and we just need to establish that it
is an equivalence. First note (e.g. by Remark 3.11) that the smashing localization L

maps the set of compact generators
{
G/H+

∣∣H ≤ G
}
of SpG to a set of compact

generators for L(SpG) which is thus compactly generated by
{
L(G/H+)

∣∣H ⊇ N
}
.

Note that these are precisely the images under f∗ of the generators of SpG/N . We
can thus invoke Proposition 3.21 if we prove that the homomorphism of algebras

SG/N = 1 → f∗f
∗1 = (ẼF[ 6⊇N ])N is an equivalence. This can be checked in the

homotopy category, where it is well-known (see [LMS86, Prop. II.9.10.(ii)] or the
proof of [MNN17, Thm. 6.11]).

The result now follows from Proposition 3.18. Indeed, (3.23) is obtained from

(3.24) by taking A := HZG/N ∈ CAlg(SpG/N ) and invoking Remark 3.8 and
Proposition 3.18 (for the second functor). Moreover, note (either directly or as
the special case of Proposition 3.18 correponding to a trivial finite localization)
that if θ : C → D is a symmetric monoidal equivalence, then the induced functor
A -ModC → θ(A) -ModD is a symmetric monoidal equivalence. Thus, the fact that
(3.24) is an equivalence implies that (3.23) is an equivalence. �

3.25. Remark. For any g ∈ G, consider the inner automorphism α := cg = (−)g :

G
∼
−→ G. The induced automorphism of the category of G-sets is naturally isomor-

phic to the identity functor. Consequently, the induced functor α∗ : SG∗ → S
G
∗ of

Remark 3.13 is equivalent (as a symmetric monoidal functor) to the identity func-

tor. It follows that the same is true for the induced functors c∗g : SpG → SpG and
c∗g : HZG -Mod→ HZG -Mod.

3.26. Remark. To summarize, we have established (A) through (I) as follows: (A)
by Definition 3.9, Remark 3.10 and Example 3.12; (B) by construction (Definition
3.9); (C) by Remark 3.13; (D) by Remark 3.15; (E) by Remark 3.16; (F) by Propo-
sition 3.22; (G) is just a definition; (H) by Remark 3.25; and (I) by Remark 3.10.

3.27. Remark. The approach we have taken is not the only way to construct the
tensor triangulated category D(HZG). An alternative approach is to consider the

inflation functor ǫ∗G : SpO → SpOG in the context of orthogonal G-spectra. We
can take a cofibrant replacement HZ

c → HZ of associative algebras with respect
to the model structure given in [MM02, Section III.7]. The homotopy category
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Ho(ǫ∗GHZ
c -Mod) is then a model for D(HZG). However, there are subtleties con-

cerning the commutative structures on ǫ∗GHZ
c. One can show that ǫ∗GHZ

c is not
a genuine G-E∞-ring spectrum (see Example 3.28 below). It does however have a
naive E∞-structure (see [BH15]) and this is good enough to produce the symmetric
monoidal structure on D(HZG). Alternatively one can do the same thing using the

stable model category SpGΣ of G-equivariant symmetric spectra of [Hau17] based

on simplicial sets. The latter is monoidally Quillen equivalent to SpOG but has the
advantage that it is combinatorial. It turns out however that making this all work
brings forth a number of point-set level technicalities and some of the delicate issues
related to model categories of modules over naive equivariant E∞-ring spectra that
are still not covered in the literature. Instead we have chosen to construct D(HZG)
using simple universal properties and stable ∞-categories.

3.28. Example. We show that ǫ∗GHZ
c for G = C2 cannot be modelled by a genuine

C2-E∞-ring spectrum. Indeed, if this were the case, then ǫ∗C2
HZ

c would admit a
strictly commutative orthogonal spectrum model as a C2-equivariant ring spectrum.
We would then have a commutative diagram in the homotopy category of spectra

HZ ΦC2(Nǫ∗C2
HZ

c) ΦC2(ǫ∗C2
HZ

c) ∼= HZ

HZ (Nǫ∗C2
HZ

c)tC2 HZ
tC2

∆

∆

where N is the Hill–Hopkins–Ravenel norm, the top ∆ is the Hill–Hopkins–Ravenel
diagonal [HHR16, Proposition B.209] and (−)tC2 is the Tate construction [GM95,
NS18]. The lower ∆ is the Tate diagonal of [NS18]. It follows from [NS18, Theorem
IV.1.15] that the lower horizontal composite (which is the Tate valued Frobenius)

splits as a sum containing all even Steenrod squares if we use the splitting of HZ
tC2

coming from the canonical HZ-module structure. On the other hand, with respect
to the same splitting, the right-hand vertical map is the inclusion of a summand and
hence does not contain any non-trivial Steenrod squares. This gives a contradiction.

4. Equivalence with the categories of Kaledin and Barwick

Our goal in this section is to prove that the category D(HZG) constructed in
Section 3 and whose spectrum was computed in Section 2 is equivalent to Kaledin’s
category of derived Mackey functors [Kal11]. We will achieve this in two steps by
passing first through the category of spectral Mackey functors [Bar17, BGS20].

Spectral Mackey Functors. Recall the effective Burnside∞-category Aeff(FinG)
introduced by [Bar17]. Its objects are finite G-sets and its n-simplices are n-fold
spans of finite G-sets (see Definition 4.16 below). It is a semi-additive ∞-category
with biproduct given by the disjoint union and with a symmetric monoidal structure
provided by [BGS20, Section 2]. A spectral Mackey functor is an additive functor
Aeff(FinG)→ Sp. The ∞-category of spectral Mackey functors

Funadd(A
eff(FinG), Sp)

is a smashing localization of the functor category Fun(Aeff(FinG), Sp). As such, it is
stable, presentable and can be equipped with the localized Day convolution product
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(see [Gla16] and [BGS20, Lemma 3.7]). It also comes equipped with a symmetric
monoidal left adjoint

Σ∞ : SG∗ → Funadd(A
eff(FinG), Sp)

which inverts representation spheres (see [CMNN20, Proposition A.10] and [Nar17,
Appendix A]) and whose right adjoint Ω∞ is induced by the inclusion

O(G)op → A
eff(FinG).

4.1. Proposition. For any finite group G, the essentially unique colimit-preserving
symmetric monoidal functor

(4.2) F : SpG → Funadd(A
eff(FinG), Sp)

which commutes with Σ∞ is an equivalence of symmetric monoidal ∞-categories.

Proof. The existence and essential uniqueness of the functor F follows from the
universal property of Theorem 3.4. To prove the claim it suffices to check that F

is an equivalence of underlying ∞-categories. Moreover, since F is an exact func-
tor between stable ∞-categories, it suffices to check that the induced functor on
homotopy categories

F : Ho(SpG)→ Ho(Funadd(A
eff(FinG), Sp))

is an equivalence. Note that both homotopy categories are equivalent as triangu-
lated categories to the homotopy category of orthogonal G-spectra. For SpG this
is established in [GM20, Appendix C] while for spectral Mackey functors it goes
back to [GM17]. We do not need the full strength of these results (just certain
facts about the homotopy categories, such as the fact that they are both generated
by suspension spectra of orbits) but morally what the following proof really does
is establish that any system of endofunctors on the equivariant stable homotopy
categories satisfying certain compatibility properties must be an equivalence. It is
a rigidity result. With these comments in mind, let us continue.

Note that the tensor triangulated category Ho(SpG) is rigidly-compactly gener-
ated by

{Σ∞(G/H+) | H ≤ G}

and, by construction, the universal functor F commutes with suspension spectra:

F(Σ∞(G/H+)) ≃ Σ∞(G/H+).

Moreover, these suspension spectra rigidly-compactly generate the tensor triangu-
lated category of spectral Mackey functors Ho(Funadd(A

eff(FinG), Sp)) by [Nar17,
Lemma A.8]. Since F preserves coproducts, a thick subcategory argument reduces
the problem of showing that F is an equivalence to the problem of showing that

(4.3) F : [Σ∞(G/H+),Σ
∞(G/K+)]

G
∗ → [F(Σ∞(G/H+)),F(Σ

∞(G/K+))]
G
∗

is an isomorphism for all H,K ≤ G. Here we use the notation [−,−]G∗ to denote
graded morphisms in the homotopy categories.

The degree zero morphisms [Σ∞(G/H+),Σ
∞(G/K+)]

G
0 are in both cases gener-

ated by conjugations, restrictions and transfers subject to the same relations. The
functor F preserves conjugations and restrictions since they come from morphisms
of G-spaces and FΣ∞ ≃ Σ∞. Transfers are preserved since transfers are duals of
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restrictions and F commutes with duality (being a symmetric monoidal functor).
Hence we conclude that

F : [Σ∞(G/H+),Σ
∞(G/K+)]

G
0 → [F(Σ∞(G/H+)),F(Σ

∞(G/K+))]
G
0

is an isomorphism for any two subgroups H and K.
Now, to prove that (4.3) is an isomorphism in general, it suffices by [Pat16,

Proposition 5.1.1] to establish the H = K case. For this, we use induction on the
order of H. The fact that Sp is the free stable∞-category on one generator [Lur17,
Corollary 1.4.4.6] implies that the diagram

Sp Funadd(A
eff(Fin1), Sp)

SpG Funadd(A
eff(FinG), Sp)

F

G+∧− G+∧−

F

commutes up to equivalence and, moreover, that the top arrow is an equivalence.
Furthermore, for both homotopy categories we have an isomorphism

[Σ∞G+,Σ
∞G+]

G
∗
∼= [S,S]∗ ⊗ [Σ∞G+,Σ

∞G+]
G
0

induced by the functor G+ ∧−. Combining the latter two results we conclude that

F : [Σ∞G+,Σ
∞G+]

G
∗ → [F(Σ∞G+),F(Σ

∞G+)]
G
∗

is an isomorphism.
To do the induction step we need the geometric fixed point functors. For SpG

they are defined in the proof of Proposition 3.22 while for the category of spectral
Mackey functors Funadd(A

eff(FinG), Sp) they are defined in [Nar16, Example A.20].
Both are smashing localizations, hence are symmetric monoidal, and the essential

uniqueness of Theorem 3.4 implies that FΦ̃N,G ≃ Φ̃N,GF. For a subgroup H ≤ G

with normalizer N(H) and Weyl group W (H) := N(H)/H, let Φ̃H,G denote the

composite Φ̃H,N(H) ◦ resGN(H). We will use the notation EP(H) for the classifying

space of the family of proper subgroups of H. Then consider the following diagram
(in which we have suppressed the Σ∞ symbols):

[G/H+, G×H EP(H)+]
G
∗ [G/H+, G/H+]

G
∗ [W (H)+,W (H)+]

W (H)
∗

[F(G/H+),F(G×H EP(H)+)]
G
∗ [F(G/H+),F(G/H+)]

G
∗ [F(W (H)+),F(W (H)+)]

W (H)
∗ .

F

proj∗

F

Φ̃H,G

F

F(proj)∗ Φ̃H,G

It follows from [Pat16, Proposition 6.3.2] that the top row is a short exact sequence.
Since F commutes with suspension spectra, so is the bottom row (as it is isomorphic
to the analog of the top row in the homotopy category of spectral Mackey functors).
The left square commutes by the functoriality of F and the right square commutes
by the fact that F commutes with geometric fixed points. Since G ×H EP(H)
has smaller isotropy than H (see [Pat16, Proof of Lemma 7.2.2]), the induction
hypothesis implies that the left-hand map is an isomorphism. On the other hand,
the right-hand map is an isomorphism by the base case of the induction. It follows
that the middle map is also an isomorphism and this completes the proof. �

4.4. Remark. Combined with [GM20, Proposition C.9], Proposition 4.1 provides a
symmetric monoidal equivalence between the symmetric monoidal∞-category of or-
thogonal G-spectra and the symmetric monoidal ∞-category of spectral G-Mackey
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functors. Such an equivalence is also established by different methods in [CMNN20,
Appendix A].

4.5. Remark. Evaluation at the object G/G ∈ Aeff(FinG) admits a symmetric
monoidal left adjoint

F1 : Sp→ Fun(Aeff(FinG), Sp)

whose composition with the localization

L : Fun(Aeff(FinG), Sp)→ Funadd(A
eff(FinG), Sp)

is the essentially unique symmetric monoidal left adjoint LF1 making the diagram

S∗ Sp

SG∗ Funadd(A
eff(FinG), Sp)

trivG

Σ∞

LF1

Σ∞

commute up to an equivalence of symmetric monoidal functors. This follows by
taking right adjoints and noting that the inclusion functor {G/G} → Aeff(FinG)
factors through the nerve of O(G)op. Moreover the universal property also implies
that LF1 coincides with the composite

Sp
trivG−−−→ SpG

≃
−→ Funadd(A

eff(FinG), Sp)

up to equivalence of symmetric monoidal functors. An immediate consequence is:

4.6. Corollary. There is an equivalence of symmetric monoidal ∞-categories

HZG -Mod ≃ LF1HZ -Mod .

4.7. Remark. Our next task is to compare LF1HZ -Mod with HZ-valued spectral
Mackey functors: Funadd(A

eff(FinG),HZ -Mod).

4.8. Proposition. Let C⊗ and D⊗ be symmetric monoidal ∞-categories with C

small, D presentable and −⊗− : D×D→ D preserving colimits in each variable.
Equip Fun(C,D) with the Day convolution.

(a) The left adjoint F1 : D → Fun(C,D) to evaluation at the unit 1 ∈ D has a
symmetric monoidal structure.

(b) Let A ∈ CAlg(D) be a commutative algebra. There exists an essentially
unique symmetric monoidal equivalence

Fun(C, A -ModD) ≃ F1A -ModFun(C,D)

where the left-hand side is equipped with the Day convolution. Moreover,
this equivalence commutes with the free-forgetful adjunctions to Fun(C,D).

Proof. Part (a) is established by [Nik16, Corollary 3.8]. To prove part (b) note
that the free-forgetful adjunction F : D⇄ A -ModD : U induces an adjunction on
functor categories

F∗ : Fun(C,D)⇄ Fun(C, A -ModD) : U∗

by post-composition. We then apply the monadic machinery used in the proof of
Proposition 3.21 (cf. [Lur17, Corollary 4.8.5.21]). The Day convolution product
preserves colimits in each variable by [Gla16, Lemma 2.13] and F∗ is symmetric
monoidal by [Nik16, Corollary 3.7]. Since equivalences and colimits in functor
categories are detected pointwise, it follows that the right adjoint U∗ preserves



THE SPECTRUM OF DERIVED MACKEY FUNCTORS 29

colimits and is conservative. The projection formula can also be verified pointwise
by using the equivalence

MapFun(C,D)(F ⊗ U∗(G),H) ≃ MapFun(C×C,D)(⊗
D ◦ (F × U∗(G)),H ◦ ⊗

C)

of mapping spaces (see e.g. [Nik16, Corollary 3.6]) and the fact that U∗ is also a
left adjoint. Thus the adjunction F∗ ⊣ U∗ is monadic.

Finally, to see that F1A is equivalent as a commutative algebra to the image
under U∗ of the unit of the Day convolution on Fun(C, A -Mod) just observe that
in the following commutative diagram

D Fun(C,D) Fun(C, A -ModD)

D Fun(C,D) Fun(C,D)

UF

F1

U∗F∗

F∗

U∗

F1

the top row is symmetric monoidal and hence, in particular, preserves units. �

As a consequence we obtain

4.9. Proposition. There is an equivalence of symmetric monoidal ∞-categories

LF1HZ -Mod ≃ Funadd(A
eff(FinG),HZ -Mod).

Proof. Proposition 4.8 provides an equivalence of symmetric monoidal∞-categories

(4.10) F1HZ -Mod ≃ Fun(Aeff(FinG),HZ -Mod)

which commutes with the forgetful functors to Fun(Aeff(FinG), Sp). Then consider

Fun(Aeff(FinG), Sp) Funadd(A
eff(FinG), Sp)

Fun(Aeff(FinG),HZ -Mod) F1HZ -Mod LF1HZ -Mod

L

≃

where L denotes the smashing localization onto the full subcategory of additive
functors. By Proposition 3.18, the induced functor F1HZ -Mod→ LF1HZ -Mod is
also a smashing localization. Moreover, since the forgetful functor is conservative,
an application of the projection formula shows that the local objects of the induced
localization are precisely those that are sent under the forgetful functor to a local
object of the original localization (that is, to an additive functor). As additivity is
detected by the forgetful functors, we conclude that the bottom row is the smashing
localization of Fun(Aeff(FinG),HZ -Mod) whose local objects are the additive func-
tors. In particular, Funadd(A

eff(FinG,HZ -Mod) with its localized Day convolution
is equivalent to LF1HZ -Mod as a symmetric monoidal ∞-category. �

4.11. Corollary. There is an equivalence of symmetric monoidal ∞-categories

HZG -Mod ≃ Funadd(A
eff(FinG),HZ -Mod)

and, consequently, an equivalence of tensor triangulated categories

D(HZG) ≃ Ho(Funadd(A
eff(FinG),HZ -Mod))

for any finite group G.

Proof. This follows from Corollary 4.6 and Proposition 4.9. �

∗ ∗ ∗
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Comparison to Kaledin’s derived Mackey functors. Our next task is to show
that the tensor triangulated category

Ho(Funadd(A
eff(FinG),HZ -Mod))

is equivalent to Kaledin’s category of derived Mackey functors from [Kal11]. This
section is based on the arguments of [Kal11, Sections 3–5] modified as appropriate to
the ∞-categorical context to facilitate comparison with Barwick’s spectral Mackey
functors.

4.12. Remark. Kaledin [Kal11] provides two different constructions of the triangu-
lated category of derived Mackey functors DMack(G). His first definition is in terms
of an A∞-category associated to the (2, 1)-category of spans of finite G-sets, while
a second approach uses a Waldhausen type construction on the category of finite
G-sets. We will take the latter construction as our starting point (see Definition 4.38
below). Nevertheless, as the monoidal structure [Kal11] constructs on DMack(G)
uses the A∞-approach, we will ultimately need to recall this construction as well
(see Definition 4.46).

4.13. Definition. For a small category C with pullbacks, Kaledin [Kal11, Section 4]
defines a category SC as a subcategory of the Grothendieck fibration associated
with

Fun(−,C)op : ∆op → Cat .

In more detail, SC is the category whose objects are the pairs

([n], X0 −→ X1 −→ · · · −→ Xn)

where X0 −→ X1 −→ · · · −→ Xn is a diagram in C for n ≥ 0. A morphism (α, f) :
([n], X•) → ([m], Y•) consists of a map α : [n] → [m] in ∆ and f : α∗(Y•) → X•

such that for each i ≥ j the commutative square

Yα(j) Xj

Yα(i) Xi

fj

fi

is cartesian. The morphism is called special if α is the inclusion of an end-segment
and all the maps fi are isomorphisms. We denote the set of special morphisms
by I.

4.14. Remark. The case of interest is C = FinG the category of finite G-sets. Our
first task is to relate Kaledin’s category S FinG to Barwick’s∞-category Aeff(FinG).
This will be achieved in Theorem 4.19 which will recognize Aeff(FinG) as the infinity-
categorical localization of S FinG with respect to the class of special morphisms.
We begin with some general notation and then recall the definition of Aeff(FinG).

4.15. Notation. Given an ∞-category D, we use the notation

MapD(x, y) = {x} ×D Fun(∆1,D)×D {y}

for the mapping space between two objects x, y ∈ D (see [Lur09, §1.2.2]). Fur-
thermore, we will use the symbol |D| for the Kan complex replacement (which is
equivalent to inverting all arrows or to geometric realization) and D

∼ ⊂ D will
denote the ∞-groupoid core (the maximal Kan subcomplex).
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4.16. Definition. Let C be a small category with pullbacks. The∞-category Aeff(C)
is defined in simplicial degree n to be the subset of cartesian diagrams

A
eff(C)n ⊂ Fun(Tw([n])op,C)

where Tw([n]) denotes the twisted arrow category of [n] with objects (i, j) for 0 ≤
i ≤ j ≤ n and exactly one morphism (i1, j1) → (i2, j2) for i2 ≤ i1 and j1 ≤ j2.
Cartesian here means that a diagram X is contained in Aeff(C)n if and only if the
square

Xij
//

��

Xkj

��
Xil

// Xkl

is cartesian for all integers 0 ≤ i ≤ k ≤ l ≤ j ≤ n.

4.17. Remark. The mapping spaces in Aeff(C) can be concretely identified as spans
in the following way. Given objects X and Y of C, we denote by SpanC(X,Y ) the
category with objects the spans X ← Z → Y and morphisms Z → Z ′ lying over X
and Y . There is a natural equivalence of Kan complexes

Map
Aeff (C)(X,Y )

≃
−→ NSpanC(X,Y )∼

(see [Bar17, 3.7]) which sends an n-simplex f : ∆1 ×∆n → Aeff(C) to the n-tuple
of isomorphisms

f |∆1×{0}
f0
−→ f |∆1×{1}

f1
−→ · · ·

fn−1
−→ f |∆1×{n}

in SpanC(X,Y ). Here the map fi is the vertical composition in the commutative
diagram

X Zi+1 Y

X Wi Y

X Zi Y

∼=

∼=

in C encoded by the two 2-simplices of f |∆1×{i,i+1} in the Burnside category (think-
ing of a square subdivided with a diagonal into two triangles), where the bottom
and top row are the spans associated with f |∆1×{i} and f |∆1×{i+1}.

4.18. Construction. We define a functor NSC → Aeff(C) as follows: On objects it
sends ([n], X•) to Xn and on morphisms it sends (α, f) : ([n], X•) → ([m], Y•) to
the span

Xn
fn
←− Yα(n) −→ Ym.

It sends a 2-simplex

([n0], X0,•)
α0

// ([n1], X1,•)
α1

// ([n2], X2,•)

to
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X2,α1(α0(n0))

X1,α0(n0) X2,α1(n1)

X0,n0 X1,n1 X2,n2 .

A general k-simplex

([n0], X0,•)
α0

// ([n1], X1,•)
α1

// . . .
αk−1

// ([nk], Xk,•)

is sent to the obvious diagram Y with

Yj,i+j = Xi+j,αj+i−1(αj+i−2(···αj(nj)))

for 0 ≤ i ≤ k − j. The cartesian condition on morphisms in SC gives the cartesian
condition for Aeff(C). The functor NSC → Aeff(C) sends special morphisms to
equivalences.

4.19. Theorem. The functor NSC → Aeff(C) exhibits the effective Burnside ∞-
category as the ∞-categorical localization NSC[I−1] ≃ Aeff(C) of SC with respect to
the class of special morphisms I.

In order to prove Theorem 4.19, we consider the following more general situation:

4.20. Definition ([Kal11, Definition 4.3]). Let Φ be a small category with distin-
guished classes of morphisms I and P . Then 〈P, I〉 forms a complementary pair if
the following axioms are satisfied:

(a) The classes P and I are closed under composition and contain all isomor-
phisms.

(b) For every object b ∈ Φ, the full subcategory ΦI
/b ⊂ Φ/b of the slice category

consisting of the maps in I admits an initial object ib : ι(b)→ b.
(c) Every map f in Φ factors uniquely (up to unique isomorphism) as f =

i(f) ◦ p(f) with i(f) ∈ I and p(f) ∈ P .1

(d) For every pair of morphisms b1
p
← b

i
→ b2 in Φ with p ∈ P and i ∈ I, there

exists a pushout square

b b1

b2 b12

p

i i′

p′

with i′ ∈ I and p′ ∈ P .

4.21. Example. Take Φ = SC, I the class of special morphisms, and P the collection
of morphisms (α, f) : ([n], X•)→ ([m], Y•)) such that α(0) = 0. This pair 〈P, I〉 is
complementary by [Kal11, Lemma 4.8].

4.22. Construction. Let RΦ be the category of diagrams b1
i1←− b

i2−→ b2 such that
i1, i2 ∈ I. Using the canonical projections π1, π2 : RΦ → Φ we construct for every
presentable ∞-category D an endofunctor

Spcl : Fun(Φ,D)→ Fun(Φ,D)

1Note that there is a typo in part (iii) of [Kal11, Definition 4.3].
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as the composition Spcl = (π1)!◦(π2)
∗ of restriction along π2 with left Kan extension

along π1. The common section δ : Φ → RΦ of the projections π1, π2 provides a
natural transformation τ : Id→ Spcl which is defined as

Id = δ∗ ◦ π∗
2 → δ∗ ◦ π∗

1 ◦ (π1)! ◦ π
∗
2 = (π1)! ◦ π

∗
2 .

4.23. Lemma. The value of Spcl on a functor F ∈ Fun(Φ,D) can be computed at
b ∈ Φ as the colimit

Spcl(F )(b) ≃ colimΦb
π∗F

where Φb is the full subcategory of the under category Φιb/ with objects the maps

ιb → b̃ ∈ I and π : Φb → Φ is the projection to Φ. Under this identification the
natural transformation τ corresponds to the canonical map

(ηF )(b) : Fb→ colimΦb
π∗F

into the colimit system at the initial map ιb→ b.

Proof. We use the pointwise formula for Kan extensions [Lur09, Lemma 4.3.2.13
and Definition 4.3.3.2]. It follows from the axioms that the projection π1 : RΦ→ Φ
is a weak op-fibration (cofibered functor). Hence the left Kan extension can be
computed at b ∈ Φ as the colimit (using cofinality, see e.g. [Lur09, Theorem 4.1.3.1])

Spcl(F )(b) = (π1)!π
∗
2(F )(b) ≃ colimπ−1

1 (b) π
∗
2F

over the fiber π−1
1 (b). Moreover, there is an adjunction

π−1
1 (b)⇄ Φb

where the right adjoint sends b ← b̃ → ˜̃
b to the composite ιb → b̃ → ˜̃

b with the
unique arrow ιb→ b̃ lying over b. �

4.24. Proposition. Let Φ be a small category together with a complementary pair
〈P, I〉 of classes of maps and let D be a presentable ∞-category. Then Spcl is a

localization functor with local objects the functors F ∈ FunI(Φ,D) that invert the
maps in I.

Proof. We first claim that if F ∈ Fun(Φ,D) inverts morphisms in I, then the map

τF : F −→ Spcl(F )

is an equivalence. This follows from the object-wise description of Lemma 4.23
together with the observation that the natural transformation from the constant
functor is an equivalence F (ιc) ≃ π∗F of functors Φc → D whose source has an

initial object [Lur09, Corollary 4.4.4.10]. Moreover, for any F ∈ Fun(Φ,D) the
functor Spcl(F ) inverts morphism in I, since for i : c → c′ ∈ I there is a unique
isomorphism ιc ∼= ιc′ lying over i, which induces an equivalence of the relevant slice
categories [Kal11, Section 4.3]. This shows that the essential image of Spcl is given
by the I-inverting functors and that

τSpcl(F ) : Spcl(F )→ Spcl(Spcl(F ))

is an equivalence for all F : Φ→ D. It remains to show that the map

Spcl(τF ) : Spcl(F )→ Spcl(Spcl(F ))

is an equivalence. Under the zigzag of equivalences

Spcl(G) = (π1)!(π2)
∗G ≃ (π1)!(π1)

∗G
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for I-inverting G it is given by the unit map

(π1)!π
∗
2F

(π1)!ηπ∗
2F

−−−−−−→ (π1)!π
∗
1(π1)!π

∗
2F,

which can be seen pointwise by evaluating ηπ∗
2F

at the zig-zag of (horizontal) mor-
phisms

c1 c12 c2

c12 c12 c2

c2 c2 c2

in RΦ. The counit ǫSpcl(F ) is a left inverse and so it suffices to show that it is
an equivalence. Furthermore, for any I-inverting functor G, under the zigzag of
equivalences Spcl(G) ≃ (π1)!π

∗
1G, the natural map τG corresponds to

G = δ∗π∗
1G

δ∗ηπ∗
1G

−−−−−→ δ∗π∗
1(π1)!π

∗
1G = (π1)!π

∗
1G.

This is an equivalence (using the first paragraph of the proof) with a left inverse
ǫG = δ∗π∗

1ǫG, which is thus also an equivalence. �

4.25. Remark. A formal consequence of the Yoneda Lemma [Lur09, 5.1.3] is that
the mapping spaces in the ∞-categorical localization (NΦ)[I−1] can be identified
as

Map(NΦ)[I−1](c1, c2) ≃ Spcl(Φ(c1,−))(c2).

4.26. Definition. Let QI(b1, b2) be the category of cospans b1
p
→ b

i
← b2 with p ∈ P

and i ∈ I. Forgetting the map p and composing with the map ιb2 → b2 defines a
functor j : QI(b1, b2)→ Φb2 . Recall that we also have the functor π : Φb2 → Φ. An
object c ∈ C is called simple if the map ιc→ c is an isomorphism.

4.27. Lemma. For a simple b2, the natural transformation

∆0 → j∗π∗Φ(b1,−), (p, i) 7→ p

of functors QI(b1, b2)→ S exhibits the functor π∗Φ(b1,−) as a left Kan extension

π∗Φ(b1,−) ≃ j!(∆
0)

along j. Here ∆0 is the constant functor associated with the point and S the ∞-
category of spaces.

Proof. We fix a map i′ : ιb2 → b′ ∈ I and consider the slice category j/i′ with
objects the diagrams

b1 b b2 ιb2

b′

p i

i′

Sending such a diagram to the composite b1 → b′ defines a functor to the discrete
category Φ(b1, b

′) = π∗Φ(b1,−)(i
′), which is a left adjoint by unique factorization

(Property (c) of Definition 4.20). In fact the right adjoint is given by the unique
factorization and using that b2 is simple. The claim now follows from the pointwise
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formula for Kan extensions [Lur09, Lemma 4.3.2.13 and Definition 4.3.3.2] and
cofinality [Lur09, Theorem 4.1.3.1]. �

4.28. Corollary. The localization of the corepresented functor Φ(c1,−) evaluated
at a simple object c2 is given by

Spcl(Φ(c1,−))(c2) ≃ |QI(c1, c2)|

and the universal arrow is induced by the functor Φ(c1, c2)→ QI(c1, c2) that sends
f = i ◦ p : c1 → c2 to the cospan

c1
p
−→ c← ιc ∼= c2.

4.29. Example. In the case of the complementary pair from Example 4.21 (where
Φ = SC) the map from the above corollary is given as follows:

SC(X,Y ) = C(Y,X) −→ QI(X,Y )

(Y → X) = (([0], X)→ ([0], Y )) 7−→ ([0], X)→ ([0], Y ) = ([0], Y )

for simple objects ([0], X) and ([0], Y ), i.e. X,Y ∈ C.

We can now show that the effective Burnside category Aeff(C) is obtained from
SC by inverting the special maps:

Proof of Theorem 4.19. The functor NSC→ Aeff(C) is clearly essentially surjective
and so it suffices to consider its effect on mapping spaces. By inspection of the
definitions one sees that the composite

MapNSC(X,Y ) −→ Map
Aeff (C)(X,Y )

≃
−→ NSpanC(X,Y )∼

is induced by the map SC(X,Y ) → SpanC(X,Y ) that sends X
f
←− Y to the span

X
f
←− Y = Y . It factors as the composition

SC(X,Y ) −→ QI(X,Y ) −→ SpanC(X,Y )∼

of the map from Corollary 4.28 with the second functor defined by sending a cospan

([0], X)→ ([n], Z•)← ([0], Y )

to the span

X
f
←− Z0 → Zn

∼= Y .

This is a right adjoint and so induces an equivalence on classifying spaces. Hence
the above composite is a universal arrow. It follows from Corollary 4.28 that

Map(NSC)[I−1](X,Y ) ≃ Spcl(SC(X,−))(Y )
≃
−→ Map

Aeff (C)(X,Y )

is a weak equivalence. Finally, we note that any object in NSC[I−1] is equivalent
to an object of the form ([0], X). �

4.30. Remark. Let C be a small category with pullbacks and a terminal object ∗.
The cartesian product of C does not induce a symmetric monoidal structure on SC.
It only yields a functor

SC×∆ SC ∼= S(C×C)→ SC.

However it passes to a product
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S(C×C) SC

(SC)[I−1]× (SC)[I−1] (SC)[I−1]

on the localization. Here the left vertical arrow exhibits the target as the localization
S(C×C)[I−1] which follows from the description of the mapping spaces in the proof
of Theorem 4.19. We now promote this to a full symmetric monoidal structure.

4.31. Construction. We use notation from [Lur17, Section 2.1.1]. The symbol 〈n〉
stands for the pointed set {∗, 1, 2, . . . , n} and 〈n〉◦ for the set {1, 2, . . . , n}. We
write Fin∗ for the category of finite pointed sets.

The product on C can be rectified to a functor

C
× : Fin∗ −→ Cat, 〈n〉 7→ FunΠ(P (〈n〉◦),C)

where P (−) denotes the poset of all subsets and FunΠ(P (〈n〉◦),C) is the full sub-
category of those functors F : P (〈n〉◦)→ C such that for every S ⊆ 〈n〉◦ restricting
to the elements of S exhibits F (S) ∼=

∏
s∈S F ({s}) as a product (F (∅) = ∗). In

particular, evaluating at the elements of 〈n〉◦ induces an equivalence

FunΠ(P (〈n〉◦),C)
≃
−→ C

n .

The construction S(−)[I−1] preserves products and equivalences. Applying it ob-
jectwise, we thus obtain a functor

SC×[I−1] : NFin∗ → Cat∞

that still satisfies the Segal conditions SC×[I−1](〈n〉◦) ≃ (SC)[I−1]n and thus en-
codes a symmetric monoidal structure on SC[I−1]. Similarly, we obtain a ‘pointwise’
symmetric monoidal structure

A
eff×

(C) = A
eff ◦C× : NFin∗ → Cat∞

using the fact that Aeff preserves products and sends equivalences of ordinary cat-
egories to equivalences of ∞-categories.

4.32. Corollary. The comparison functor NSC→ Aeff(C) of Theorem 4.19 induces

an equivalence SC×[I−1]
∼
−→ Aeff×

(C) of symmetric monoidal ∞-categories.

4.33. Remark. The symmetric monoidal structure we have constructed on Aeff(C)
agrees with the one constructed in [BGS20, Section 2]. To explain this, we need to
recall the relative nerve construction (see [Lur09, Section 3.2.5]).

4.34. Definition. Let f : D → Set∆ be a functor from a small category D to the
category of simplicial sets. The relative nerve of f is the simplicial set Nf with an
n-simplex consisting of a chain

d0
φ0
−→ d1

φ1
−→ · · ·

φn−1
−→ dn

in D together with a collection of diagrams {τJ : ∆J → f(dj)}J⊆[n] indexed by
the non-empty subsets of [n], where j ∈ J denotes the maximal element of J .
These are compatible in the following sense: For any inclusion of non-empty subsets
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J ′ ⊂ J ⊂ [n], with maximal elements j′ ≤ j, the diagram

∆J ′

� _

��

τJ′
// f(dj′)

��
∆J τJ

// f(dj)

commutes.

4.35. Remark. Let D be a small category and F : D → Cat a functor such that
f(d) has pullbacks for any object d and for any φ : d → d′, the functor F (φ)
preserves pullbacks. Then we get a functor Aeff ◦F : D → Set∆. It follows from
[Lur09, 3.2.5.21] that the canonical map NAeffF → ND is a cocartesian fibration
classified by the functor Aeff ◦F : ND → Cat∞. Now suppose that C is a small
category with pullbacks and a terminal object. Consider the special case of the
latter D = Fin∗ and F = FunΠ(P (〈−〉◦),C). A direct but tedious inspection shows
that NAeffF agrees with the total space Aeff(C)⊗ of the cocartesian fibration of
[BGS20, Proposition 2.14 and Notation 2.6]. As a consequence we obtain:

4.36. Corollary. The cocartesian fibration Aeff(C)⊗ → NFin∗ is classified by the
functor

A
eff×

(C) = A
eff ◦C× : NFin∗ → Cat∞ .

Consequently, the symmetric monoidal structure on Aeff(C) defined in [BGS20]
agrees with the symmetric monoidal structure provided by Construction 4.31.

4.37. Corollary. For any finite group G, there is an equivalence of symmetric
monoidal ∞-categories

Funadd(A
eff(FinG),HZ -Mod) ≃ Funadd(S(FinG)[I

−1],HZ -Mod)

where both sides are equipped with localized Day convolutions.

Proof. Corollary 4.36 provides an equivalence of symmetric monoidal ∞-categories

Fun(Aeff(FinG),HZ -Mod) ≃ Fun(S(FinG)[I
−1],HZ -Mod)

where both sides are equipped with Day convolution products. Additive functors
correspond under this equivalence and after localizing we get the desired compati-
bility of localized Day convolution products [BGS20, Lemma 3.7]. �

4.38. Definition. Consider the derived category D(Fun(SFinG,Ab)) of the abelian
category of all functors SFinG → Ab. Note that the objects of the derived category
can be regarded as functors SFinG → Ch(Z). The triangulated category of derived
Mackey functors in the sense of Kaledin can be defined as the full subcategory

DMack(G) ⊂ D(Fun(SFinG,Ab))

consisting of all functors SFinG → Ch(Z) which send the special morphisms of
SFinG to quasi-isomorphisms and which are “additive” in the sense that their
restriction along the embedding FinopG →֒ SFinG results in a functor FinopG →
Ch(Z) that preserves products up to quasi-isomorphism. In Kaledin’s notation this
category is denoted DSadd(FinG,Ab) and defined in [Kal11, Def. 4.1 and Def. 4.11].
It follows from [Kal11, Thm. 4.2 and Prop. 4.7] that it is equivalent to the category
defined in [Kal11, Def. 3.3] (cf. Remark 4.47 below).
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4.39. Remark. For any small category C, the abelian category

Ch(Fun(C,Ab)) ≡ Fun(C,Ch(Z))

can be equipped with the projective model structure. The underlying ∞-category
D∞(Fun(C,Ab)) is equivalent to the functor ∞-category Fun(NC,D∞(Z)), where
D∞(Z) denotes the underlying ∞-category of D(Z). In particular, we have an
equivalence of triangulated categories

(4.40) D(Fun(C,Ab)) ∼= Ho(Fun(NC,D∞(Z))).

If I ⊂ Mor(C) is a class of morphisms, then under the equivalence (4.40), the
full subcategory of D(Fun(C,Ab)) consisting of functors that send morphisms in I
to quasi-isomorphisms is equivalent to the full subcategory of the right-hand side
consisting of functors of ∞-categories NC → D∞(Z) which send morphisms in I
to equivalences in D∞(Z). Similarly, if C is semi-additive, the full subcategory of
D(Fun(C,Ab)) consisting of functors which are additive up to quasi-isomorphism
is equivalent to the full subcategory of additive functors NC → D∞(Z). Also note
that there is a symmetric monoidal equivalence D∞(Z) ∼= HZ -Mod by [Lur17,
Thm. 7.1.2.13] which is an ∞-categorical version of a theorem of Schwede and
Shipley [SS03].

4.41. Proposition. There is an equivalence of triangulated categories

Ho(Funadd(A
eff(FinG),HZ -Mod)) ∼= DMack(G)

for any finite group G.

Proof. According to Definition 4.38 and Remark 4.39, DMack(G) is equivalent to
the full subcategory of Ho(Fun(NSFinG,HZ -Mod)) consisting of those functors
which send the special morphisms in SFinG to equivalences in HZ -Mod and whose
restriction along NFinopG →֒ NSFinG sends products to direct sums. By the univer-
sal property of localization we have an equivalence of ∞-categories

FunI(NSFinG,HZ -Mod) ≃ Fun(NS(FinG)[I
−1],HZ -Mod)

and since NSFinG[I
−1] ≃ Aeff(FinG) by Theorem 4.19, it remains to understand

the additivity condition. To this end note that the composite

FinopG →֒ SFinG ։ SFinG[I
−1] ≃ A

eff(FinG)

is the (opposite) of the usual embedding. This embedding FinopG →֒ Aeff(FinG) sends
products to direct sums (see the proof of [Bar17, Prop. 4.3]) and, consequently, since
the embedding is surjective on objects, a functor Aeff(FinG)→ HZ -Mod preserves
direct sums if and only if the composite FinopG →֒ Aeff(FinG) → HZ -Mod sends
products to direct sums. The diagram

NSFinG HZ -Mod

NFinopG Aeff(FinG)

F

F

then shows that for a functor F : NSFinG → HZ -Mod which maps special mor-
phisms to equivalences, the induced functor F is additive if and only if the restric-
tion of F to FinopG preserves products. Putting everything together, we conclude
that the homotopy category of

Funadd(NSFinG[I
−1],HZ -Mod) ≃ Funadd(A

eff(FinG),HZ -Mod)
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is equivalent to the triangulated category DMack(G) of Definition 4.38. �

4.42. Corollary. For any finite group G, there is an equivalence of triangulated
categories

D(HZG) ∼= DMack(G)

Proof. This follows from Corollary 4.11, Corollary 4.37 and Proposition 4.41. �

4.43. Remark. The last thing that remains is to compare the monoidal structure of
D(HZG) with the monoidal structure of DMack(G) defined in [Kal11, Section 5.2].
This monoidal structure is actually constructed on an equivalent triangulated cat-
egory (denoted DMackQ(G) below) which Kaledin constructs using A∞-categories.
We briefly recall the construction.

4.44. Remark. Every 2-category C gives rise to an associated A∞-category B(C)
which has the same objects and whose complex of morphisms (for a pair of objects
X and Y ) is the simplicial chain complex C•(C(X,Y )) of the nerve of the category
C(X,Y ). See [Kal11, Sections 1.5–1.6] for details. We can then consider its derived
category of A∞-modules D(B(C)), that is, the derived category of A∞-functors from
B(C) to the dg-category Ch(Z) (see [Kel01] for instance).

4.45. Example. Applied to an ordinary category C, the resulting A∞-category B(C)
is quasi-isomorphic to the additive category Z[C] (obtained by linearizing the hom
sets) regarded as a dg-category whose morphism complexes are concentrated in
degree 0. In this case, an A∞-module is just an ordinary functor C → Ch(Z) and
the derived category D(B(C)) is simply the derived functor category D(Fun(C,Ab)).

4.46. Definition. Let Q(FinG) denote the (2, 1)-category of spans of finite G-sets
whose 2-morphisms are the isomorphisms of spans. The usual embedding FinopG →֒
Q(FinG) can be regarded as a 2-functor and it induces a map between the associated
A∞-categories Z[FinopG ]→ B(Q(FinG)). Kaledin considers the full subcategory

DMackQ(G) ⊂ D(B(Q(FinG)))

of the derived category of A∞-modules consisting of those A∞-functors

B(Q(FinG))→ Ch(Z)

that are additive in the sense that their restriction (to an ordinary functor) FinopG →
Ch(Z) preserves products up to quasi-isomorphism (see [Kal11, Definition 3.2]).

4.47. Remark. The category DMackQ(G) is equivalent to the triangulated category
DMack(G) defined in Definition 4.38. This is established in [Kal11, Section 4] but
we reformulate the result in a way that suits our purposes. Regarding S(FinG) as
a discrete 2-category, there is a 2-functor φ : S(FinG)→ Q(FinG) given on objects
and morphisms exactly like the functor NS(FinG) → Aeff(FinG) from Construc-
tion 4.18 (see [Kal11, Section 4.2]). This functor φ preserves products (disjoint
unions) when restricted to FinopG and sends morphisms in I to equivalences. Fur-
ther, it induces an A∞-functor ZS(FinG) → B(Q(FinG)) where ZS(FinG) is the
linearization of the category S(FinG) (see Example 4.45). Restricting along this
A∞-functor provides a triangulated functor

(4.48) χ : DMackQ(G)→ DMack(G)

which one proves is an equivalence by combining [Kal11, Theorem 4.2] and [Kal11,
Proposition 4.7].
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4.49. Construction. We now recall the symmetric monoidal structure that [Kal11,
Section 5.2] constructs on DMackQ(G). The Cartesian product of finite G-sets
induces a 2-functor

m : Q(FinG×FinG)→ Q(FinG)

which provides a functor

m∗ : D(B(Q(FinG)))→ D(B(Q(FinG × FinG))).

Let madd
! denote the left adjoint of the composite functor

DMackQ(G) →֒ D(B(Q(FinG)))
m∗

→ D(B(Q(FinG × FinG))).

Using the Alexander–Whitney map one can define an external product

D(B(Q(FinG)))×D(B(Q(FinG)))
⊠
→ D(B(Q(FinG×FinG))))

and the symmetric monoidal product on DMackQ(G) is defined to be the composite
madd

! ◦ ⊠ ◦ (i × i) where i : DMackQ(G) →֒ D(B(Q(FinG))) denotes the inclusion.
The original category DMack(G) then obtains a symmetric monoidal structure via
the equivalence 4.48.

4.50. Theorem. There is an equivalence of tensor triangulated categories

D(HZG) ∼= DMack(G)

for any finite group G.

Proof. We have already established a symmetric monoidal equivalence

HZG -Mod ≃ Funadd(S(FinG)[I
−1],HZ -Mod)

which provides a triangulated equivalence D(HZG) ∼= DMack(G) at the level of
homotopy categories (Cor. 4.42). It remains to show that the triangulated equiva-

lence χ : DMackQ(G)
∼
−→ DMack(G) of Remark 4.47 is symmetric monoidal when

DMack(G) is equipped with the symmetric monoidal structure induced by the lo-
calized Day convolution product on Funadd(S(FinG)[I

−1],HZ -Mod).
To this end, note that we have a strictly commutative diagram of 2-functors

(4.51)

S(FinG)× S(FinG) Q(FinG)×Q(FinG)

S(FinG×FinG) Q(FinG×FinG)

S(FinG) Q(FinG)

φ×φ

m

φ

∼

m

φ
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where m : S(FinG×FinG) → S(FinG) is induced from the Cartesian product.
We can apply the B(−) construction (Rem. 4.44) to obtain a corresponding di-
agram of A∞-categories. For example, the bottom arrow of the diagram be-
comes the A∞-functor ZS(FinG) → BQ(FinG) which in turn provides a func-
tor D(BQ(FinG)) → D(ZS(FinG)) ∼= D(Fun(S(FinG),Ab)) by restriction (Exam-
ple 4.45). Moreover, we can add the following piece to the top of the diagram

(4.52)

ZS(FinG)⊗ ZS(FinG) BQ(FinG)⊗ BQ(FinG)

Z[S(FinG)× S(FinG)] B(Q(FinG)×Q(FinG))

B(φ)⊗B(φ)

∼
B(φ×φ)

where ⊗ denotes tensor product of A∞-categories and where the right-hand vertical
functor is induced by the Alexander–Whitney map. That the diagram commutes
simply follows from the observation that the Alexander–Whitney map is an isomor-
phism in degree zero (given by the Cartesian product of basis sets). Finally, let’s
arm ourselves with the following commutative diagram of ∞-categories

(4.53)

S(FinG)× S(FinG) S(FinG)[I
−1]× S(FinG)[I

−1]

S(FinG×FinG) S(FinG×FinG)[I
−1]

S(FinG) S(FinG)[I
−1]

q×q

m

q

∼

m

q

where we have omitted nerves in the notation (cf. Rem. 4.30). We are now prepared
to compare the monoidal structures. Writing

D(D) := D(Fun(D,Ab)) ∼= Ho(Fun(ND,HZ -Mod))

for an ordinary category D and then using the abbreviations

DM := DMack(G), DMQ := DMackQ(G), and C := FinG,

consider the following diagram

DMQ×DMQ D(BQC)×D(BQC) D(BQ(C× C)) DMQ

D(S(C× C)[I−1]) DM

DM×DM D(SC[I−1])×D(SC[I−1]) D(SC[I−1]× SC[I−1]) D(SC[I−1]).

i×i

(1)∼ χ×χ ∼ φ∗×φ∗

⊠

∼

madd
!

(3) ∼ χ

(2)

∼

m̃add
!

(4)

i×i ⊠ t!

add

Here m̃add
! denotes the left adjoint of

DMack(G) →֒ D(S(FinG)[I
−1])

m∗

−−→ D(S(FinG×FinG)[I
−1])

(cf. Cons. 4.49) and t! denotes the left adjoint of restriction along

S(FinG)[I
−1]× S(FinG)[I

−1]→ S(FinG)[I
−1].

The lower ⊠ is the external product Fun(A,B)×Fun(A,B)→ Fun(A×A,B) for the
symmetric monoidal∞-categories A = S(FinG)[I

−1] and B = HZ -Mod. The com-
posite t! ◦⊠ is the Day convolution on Fun(S(FinG)[I

−1],HZ -Mod) (see [Nik16]).
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The commutativity of the diagram (up to isomorphism) can be established as
follows. Region (1) comes directly from the definition of the comparison functor χ
(Rem. 4.47) while the more involved region (2) can be checked using the commu-
tative diagrams (4.51), (4.52) and (4.53). For the commutativity of (3) note that

DMackQ(G) D(BQ(FinG)) D(BQ(FinG×FinG))

DMack(G) D(S(FinG)[I
−1]) D(S(FinG×FinG)[I

−1])

χ φ∗

m∗

φ∗

m∗

commutes. Kaledin [Kal11, Section 4] establishes that all three vertical functors
are equivalences. Hence, we can replace the top and bottom rows with their left
adjoints and the diagram still commutes. Finally, the commutativity of region (4)
is immediate from the definitions. This completes the proof that the localized
Day convolution on DMack(G) coincides with the symmetric monoidal structure
on DMack(G) ∼= DMackQ(G) constructed by Kaledin. �

5. Modules over the Burnside ring Mackey functor

Instead of considering modules over the equivariant ring spectrum HZG :=
trivG(HZ), a natural alternative is to consider modules over the equivariant ring
spectrum HAG, that is, the Eilenberg-MacLane G-spectrum associated to the Burn-
side G-Mackey functor AG. As observed by Greenlees–Shipley [GS14, Section 5],
the derived category of HAG-modules is equivalent to the ordinary derived cate-
gory of G-Mackey functors. We will begin by providing a new proof of this fact —
one which takes the monoidal structures into account — and then explain how the
story changes with HZG replaced by HAG (i.e. with the category of derived Mackey
functors replaced with the ordinary derived category of Mackey functors).

5.1. Remark. The ordinary abelian category of G-Mackey functors Mack(G) is

equivalent to the heart of the standard t-structure on SpG. Under this equiva-
lence, every Mackey functorM∈Mack(G) is associated to its Eilenberg-MacLane

G-spectrum HM ∈ SpG. The inclusion NMack(G) ∼= (SpG)♥ →֒ SpG is lax sym-
metric monoidal and hence induces a functor

NCAlg(Mack(G)) = CAlg(NMack(G))→ CAlg(SpG).

Thus the Eilenberg-MacLane G-spectrum of a commutative Green functor has the
structure of a commutative algebra in the symmetric monoidal ∞-category SpG.

5.2. Remark. The homotopy category Ho(Aeff(FinG)) of the effective Burnside
∞-category (Def. 4.16) is the ordinary effective Burnside category BeffG whose ob-
jects are finite G-sets and whose morphisms are isomorphism classes of spans. It
is a semi-additive category whose group completion is the usual Burnside cate-
gory BG. Since the category of abelian groups is additive, there is an equivalence
Funadd(BG,Ab) ∼= Funadd(B

eff
G ,Ab). In other words, although G-Mackey functors

are usually defined to be additive functors BG → Ab, they can equivalently be
defined as functors BeffG → Ab which are “additive” in the sense that they preserve
biproducts (equivalently, preserve products).

5.3. Remark. For each finite G-set T ∈ BG, we have the evaluation functor

evT :Mack(G)→ Ab

M 7→M(T )
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which, by the Yoneda lemma, is representable: evT ∼= HomMack(G)(MT ,−) where
MT := HomBG

(T,−) ∈Mack(G) is the Mackey functor represented by T ∈ BG.

5.4. Example. The Burnside G-Mackey functor AG is the representable Mackey
functor MG/G. It is the unit for the Day convolution product on Mack(G) (see
Example 5.9 below).

5.5. Definition. For any finite group G, let HAG ∈ CAlg(SpG) denote the Eilenberg–
MacLane G-spectrum associated to the Burnside G-Mackey functor AG (see Re-
mark 5.1 and Example 5.4). We let

D(HAG) := Ho(HAG -ModSpG)

denote the homotopy category of the ∞-category of HAG-modules.

5.6. Lemma. The triangulated category D(Mack(G)) is compactly generated by
the set of Mackey functors

{
MG/H

∣∣H ≤ G
}
regarded as complexes concentrated

in degree 0.

Proof. Since every finite G-set is a finite coproduct of orbits, a Mackey functor N
is zero inMack(G) if and only if evG/H(N ) = 0 for all H ≤ G. Since the functor
evG/H :Mack(G)→ Ab is exact, the representing objectMG/H is projective, and
we have

(5.7) HomD(Mack(G))(MG/H [n],N•) ∼= Hn(evG/H(N•)) ∼= evG/H(Hn(N•))

for any complex of Mackey functors N•. A complex is thus zero in D(Mack(G))
if and only if (5.7) vanishes for all H ≤ G and n ∈ Z. Morever, (5.7) also shows
that the MG/H [0] are compact objects of D(Mack(G)) since the right-hand side
commutes with coproducts. �

5.8. Remark. If C is a small symmetric monoidal additive category, then the category
of additive functors Funadd(C,Ab) is closed symmetric monoidal with respect to the
additive Day convolution. The tensor product is given by the coend

(F ⊗add G)(c) =

∫ (c1,c2)

F (c1)⊗G(c2)⊗ C(c1 ⊗ c2, c)

which implicitly uses that the target category Ab is copowered over the enriching
category (Ab itself). This is not the same as the Day convolution on Fun(C,Ab)
that does not use the Ab-enrichment. For example, the unit of the additive Day
convolution on Funadd(C,Ab) is the functor which maps c ∈ C to the abelian group
C(1, c), while the unit of the non-enriched Day convolution on Fun(C,Ab) is the
functor which maps c ∈ C to the free abelian group generated by the set C(1, c).

5.9. Example. The category of Mackey functors Mack(G) = Funadd(BG,Ab) is
closed symmetric monoidal under the additive Day convolution (with respect to the
symmetric monoidal structure on BG induced from the cartesian product of finite
G-sets). This symmetric monoidal structure is sometimes called the “box product”
of Mackey functors. The unit is the Mackey functor corepresented by the unit of
the monoidal structure on BG, that is, the Burnside Mackey functor AG =MG/G.
We equip the derived category D(Mack(G)) with the derived symmetric monoidal
structure.
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5.10. Theorem. There is an equivalence of tensor triangulated categories

D(HAG) ∼= D(Mack(G))

for any finite group G.

Proof. For any pointed simplicial presheaf Y ∈ Fun(O(G)op, sSet∗), the relative

normalized simplicial chain complex C̃•(Y ) := C•(Y (−), ∗) can be regarded as a
complex of coefficient systems. This provides a functor

(5.11) C̃•(−) : Fun(O(G)op, sSet∗)→ Ch(Fun(O(G)op,Ab))

which, using the Eilenberg–Zilber map, is lax symmetric monoidal with respect to
the pointwise smash product on

Fun(O(G)op, sSet∗)

and the pointwise monoidal structure on

Ch(Fun(O(G)op,Ab)) = Fun(O(G)op,Ch(Z)).

To pass from coefficient systems to Mackey functors, we use the induction functor
i! : Fun(O(G)op,Ab) → Mack(G), which is left adjoint to the restriction functor
along i : O(G)op →֒ BG. The induction functor i! is symmetric monoidal with
respect to the pointwise monoidal structure on the category of coefficient systems
and the box product monoidal structure on the category of Mackey functors (see
Example 5.9). It then induces a symmetric monoidal functor

(5.12) i! : Ch(Fun(O(G)op,Ab))→ Ch(Mack(G))

on the categories of chain complexes.
These categories are symmetric monoidal model categories when equipped with

the projective model structures, and the functors (5.11) and (5.12) are left Quillen

functors. We denote the composite i!(C̃•(−)) by C̃
•
(−,AG). This choice of notation

can be explained as follows: If X is a pointed G-simplicial set then G/H 7→ XH

gives a cofibrant pointed simplicial presheaf on O(G) and a straightforward calcu-
lation (using [MPN06, Section 3], for example) shows that the associated complex

of Mackey functors i!(C̃•(X
(−))) is nothing but the Mackey-valued Bredon chain

complex of X with coefficients in AG (see [tD87, Section II.9]).
All told, we have a lax symmetric monoidal left Quillen functor

C̃
•
(−,AG) : Fun(O(G)op, sSet∗)→ Ch(Mack(G))

whose lax monoidal structure maps are weak equivalences. By [NS18, Theorem A.7]
(see also [Lur17, Example 4.1.7.6]), we obtain a symmetric monoidal left adjoint

(5.13) C̃
•
(−,AG) : S

G
∗ → D∞(Mack(G))

between the underlying symmetric monoidal ∞-categories. We would like to show
that (5.13) induces a symmetric monoidal functor SpG → D∞(Mack(G)). To in-

voke Theorem 3.4, we need to show that C̃
•
(SρG ,AG) is invertible. This can be

checked at the level of homotopy categories. Indeed, given a finite G-CW spec-
trum X (i.e. a finite G-spectrum with a preferred cellular decomposition in the

homotopy category), we can define the cellular chain complex Ccell
•

(X,AG) using
the relative equivariant stable homotopy groups (see [BDP17, Section 4]) and it is
straightforward to check that the following equivalences hold in D(Mack(G)):

Ccell
•

(Σ∞(G/G+),AG) ≃MG/G[0] = AG[0]
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and

Ccell
•

(X ∧ Y,AG) ≃ Ccell
•

(X,AG)⊗ Ccell
•

(Y,AG).

Moreover, it follows from [BDP17, Section 4] that C̃
•
(SρG ,AG) is quasi-isomorphic

to Ccell
•

(SρG ,AG). Since orbits are self-dual, a cellular structure on SρG induces

a cellular structure on S−ρG and the cellular chain complex Ccell
•

(S−ρG ,AG) is an

inverse of C̃
•
(SρG ,AG) in D(Mack(G)). We can thus invoke Theorem 3.4 and assert

that there is an essentially unique symmetric monoidal left adjoint

L : SpG → D∞(Mack(G))

such that L ◦ Σ∞ ≃ C̃
•
(−,AG). If R denotes a right adjoint to L then

(5.14) πH
∗ R(N•) ∼= H∗(N•(G/H))

for any complex of Mackey functors N• since L(Σ∞G/H+) ≃ MG/H [0]. More-
over, since L sends a set of compact generators to a set of compact generators
(see Lemma 5.6), the right adjoint R commutes with colimits and is conserva-
tive. Hence the adjunction is monadic by the Barr–Beck–Lurie Theorem [Lur17,
Theorem 4.7.3.5]. Since the projection formula holds, we conclude that there is a
symmetric monoidal equivalence

D∞(Mack(G)) ≃ R(1) -ModSpG

and it remains to show that R(1) is equivalent as a commutative algebra to HAG.
The unit map S → R(1) = R(AG[0]) is a morphism of commutative algebras and

truncates to an isomorphism π0(S)
∼
−→ π0(R(AG[0])) in the heart (see Rem. 5.1

and [Lur17, Exa. 2.2.1.10]), since both sides are abstractly isomorphic to AG and
the latter is the initial commutative Green functor. This provides an isomorphism
HAG

∼
−→ R(1) since R(1) has non-trivial homotopy groups only in degree 0. �

5.15. Remark. Many of the basic features of the category D(HZG) developed in
Section 3 hold just as well for D(HAG) by simply replacing all instances of HZG

with HAG. Indeed, properties (A)–(E) all hold for D(HAG). The crucial property
that does not hold is property (F) which says that we obtain D(HZ) if we kill off all
the generators of D(HZG) associated to proper subgroups. From the authors’ point
of view, the geometric fixed point functor ΦG of an equivariant category is this
localization killing off all the generators for proper subgroups (morally, killing ev-
erything that comes by induction from proper subgroups). For SH(G) the result of
this localization is the category associated with the trivial subgroup: the nonequiv-
ariant stable homotopy category SH. Property (F) asserts that the same is true for
the category of derived Mackey functors D(HZG): the result of the localization is
D(HZ1) ∼= D(HZ). We will show below that property (F) fails for D(HAG) even for
the smallest nontrivial group G = C2. Nevertheless, Proposition 3.18 does provide
a general description of the localization, as follows:

5.16. Corollary. For any finite group G, the finite localization of HAG -ModSpG

associated to the set
{
FG(G/H+)

∣∣H � G
}
is, up to equivalence, the functor on

module categories

HAG -ModSpG → ΦG(HAG) -ModSp

induced by the geometric fixed point functor ΦG : SpG → Sp. In particular,

D(HAG)/Loc⊗〈FG(G/H+) | H � G〉 ∼= D(ΦG(HAG)).
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5.17. Remark. In other words, the target of the “geometric fixed point” functor ΦG

associated to the category D(HAG) is the derived category D(ΦG(HAG)) of the ring
spectrum ΦG(HAG) ∈ CAlg(Sp). More generally, for any subgroup H ≤ G, the
target of the geometric fixed point functor ΦH on D(HAG) is the derived category
of the ring spectrum ΦH(HAG) ∼= ΦH(HAH) ∈ CAlg(Sp). The heart of the issue
is that the equivariant Eilenberg-MacLane spectra HAG do not behave well with
respect to geometric fixed points. For categorical fixed points, it is immediate from
the definition that the non-equivariant spectrum (HAG)

H is the Eilenberg-MacLane
spectrum HA(H) associated to the Burnside ring A(H). In contrast, the geometric
fixed points ΦH(HAG) seem more mysterious and more complicated.

5.18. Proposition. The homotopy ring π∗Φ
C2HAC2

is isomorphic to the graded
ring Z[x]/(2x) where x has degree two. In particular, ΦC2HAC2

is not equivalent to
HZ.

Proof. Let HZ denote the C2-equivariant Eilenberg-MacLane spectrum associated
to the constant Mackey functor Z. It follows from the Tate square of [GM95] and the
Tate cohomology of C2 that π∗Φ

C2HZ is the polynomial algebra F2[x] where x has
degree two. Comparing the isotropy separation sequences for HZ and HAC2 , we con-
clude that the canonical map ΦC2HAC2 → ΦC2HZ induces an isomorphism on homo-
topy groups in positive degrees. On the other hand, again using the isotropy separa-
tion sequence, we know that π0 of geometric fixed points is isomorphic to π0 of gen-
uine fixed points modulo proper transfers. Hence π0Φ

C2HAC2
∼= A(C2)/[C2] ∼= Z.

This completes the proof. �

5.19. Corollary. The derived category of the integers D(HZ) is not equivalent as a
triangulated category to the homotopy category of modules over ΦC2HAC2

.

Proof. If P is any compact generator in D(HZ) then it is a perfect complex and
hence quasi-isomorphic to a direct sum of finitely generated abelian groups. This
implies that the endomorphism ring spectrum of P has bounded homotopy groups.
But the homotopy groups of ΦC2HAC2 are not bounded by Proposition 5.18. �

5.20. Remark. This demonstrates that for the ordinary derived category of Mackey
functors D(Mack(G)) ∼= D(HAG), the target category of the geometric fixed point
functor ΦH varies with the subgroup H. For example, D(HZ) is always the target
of the geometric fixed point functor Φ1 ∼= resG1 associated to the trivial subgroup,
but if G contains a subgroup H = C2 then the target of ΦH is D(ΦC2(HAC2

)) which
is not equivalent to D(HZ). This is in stark contrast to examples like SH(G) or
the category of derived Mackey functors D(HZG) where the geometric fixed point
functors ΦH always land in the same category, namely the category associated to
the trivial group.
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[GM95] J. P. C. Greenlees and J. P. May. Generalized Tate cohomology. Mem. Amer. Math.
Soc., 113(543):viii+178, 1995.

[GS14] J. P. C. Greenlees and Brooke Shipley. Fixed point adjunctions for equivariant module

spectra. Algebr. Geom. Topol., 14(3):1779–1799, 2014.

[GD71] A. Grothendieck and J. Dieudonné. Éléments de géométrie algébrique I. 1971.
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