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ABSTRACT. This paper considers parametricity and its consequent free theorems for nested
data types. Rather than representing nested types via their Church encodings in a higher-
kinded or dependently typed extension of System F, we adopt a functional programming
perspective and design a Hindley-Milner-style calculus with primitives for constructing
nested types directly as fixpoints. Our calculus can express all nested types appearing in the
literature, including truly nested types. At the level of terms, it supports primitive pattern
matching, map functions, and fold combinators for nested types. Our main contribution
is the construction of a parametric model for our calculus. This is both delicate and
challenging. In particular, to ensure the existence of semantic fixpoints interpreting nested
types, and thus to establish a suitable Identity Extension Lemma for our calculus, our
type system must explicitly track functoriality of types, and cocontinuity conditions on
the functors interpreting them must be appropriately threaded throughout the model
construction. We also prove that our model satisfies an appropriate Abstraction Theorem,
as well as that it verifies all standard consequences of parametricity in the presence of
primitive nested types. We give several concrete examples illustrating how our model can
be used to derive useful free theorems, including a short cut fusion transformation, for
programs over nested types. Finally, we consider generalizing our results to GADTs, and
argue that no extension of our parametric model for nested types can give a functorial
interpretation of GADTSs in terms of left Kan extensions and still be parametric.

1. INTRODUCTION

Algebraic data types (ADTs), both built-in and user-defined, have long been at the core of
functional languages such as Haskell, ML, Agda, Epigram, and Idris. ADTs, such as that of
natural numbers, can be unindexed. But they can also be indexed over other types. For
example, the ADT of lists (here coded in Agda)

data List (A: Set) : Set where

nil : List A
cons : A—List A — ListA
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is indexed over its element type A. The instance of List at index A depends only on itself,
and so is independent of List B for any other index B. That is, List, like all other ADTs,
defines a family of inductive types, one for each index type.

Over time, there has been a notable trend toward data types whose non-regular indexing
can capture invariants and other sophisticated properties that can be used for program
verification and other applications. A simple example of such a type is given by the type

data PTree (A: Set) : Set where
pleaf : A — PTree A
pnode : PTree (A x A) — PTree A

of perfect trees, which can be thought of as constraining lists to have lengths that are powers
of 2. A similar data type Nest is given in the canonical paper [BM98] on nested types. The
above code makes clear that perfect trees at index type A are defined in terms of perfect
trees at index type A x A. This is typical of nested types, one type instance of which can
depend on others, so that the entire family of types must actually be defined at once. A
nested type thus defines not a family of inductive types, but rather an inductive family of
types. Nested types include simple nested types, like perfect trees, none of whose recursive
occurrences occur below another type constructor; “deep” nested types [JP20], such as the
nested type
data PForest (A: Set) : Set where
fempty : PForest A
fnode : A — PTree (PForest A) — PForest A

of perfect forests, whose recursive occurrences appear below type constructors for other
nested types; and truly nested types, such as the nested type

data Bush (A: Set) : Set where
bnil : Bush A
bcons : A — Bush (Bush A) — Bush A

of bushes, whose recursive occurrences appear below their own type constructors.

Relational parametricity encodes a powerful notion of type-uniformity, or representation
independence, for data types in polymorphic languages. It formalizes the intuition that
a polymorphic program must act uniformly on all of its possible type instantiations by
requiring that every such program preserves all relations between pairs of types at which it is
instantiated. Parametricity was originally put forth by Reynolds [Rey83] for System F [Gir72],
the calculus at the core of all polymorphic functional languages. It was later popularized as
Wadler’s “theorems for free” [Wad89], so called because it can deduce properties of programs
in such languages solely from their types, i.e., with no knowledge whatsoever of the text of
the programs involved. Most of Wadler’s free theorems are consequences of naturality for
polymorphic list-processing functions. However, parametricity can also derive results that
go beyond just naturality, such as correctness for ADTs of the program optimization known
as short cut fusion [GLP93, Joh02].

But what about nested types? Does parametricity still hold if such types are added to
polymorphic calculi? More practically, can we justifiably reason type-independently about
(functions over) nested types in functional languages?

Type-independent reasoning about ADTs in functional languages is usually justified by
first representing ADT's by their Church encodings, and then reasoning type-independently
about these encodings. This is typically justified by constructing a parametric model — i.e,
a model in which polymorphic functions preserve relations d la Reynolds — for a suitable
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fragment of System F, demonstrating that an initial algebra exists for the positive type
constructor corresponding to the functor underlying an ADT of interest, and showing that
each such initial algebra is suitably isomorphic to its corresponding Church encoding. In
fact, this isomorphism of initial algebras and their Church encodings is one of the “litmus
tests” for the goodness of a parametric model.

This approach works well for ADTs, which are always fixpoints of first-order functors,
and whose Church encodings, which involve quantification over only type variables, are always
expressible in System F. For example, List A is the fixpoint of the first-order functor F' X =
1+ Ax X and has Church encoding Va. a« — (A — o — «) — «. But despite Cardelli’s [Car84]
claim that “virtually any basic type of interest can be encoded within Fy” — i.e., within
System F — non-ADT nested types cannot. Not even our prototypical nested type of perfect
trees has a Church encoding expressible in System F! Indeed, PTree A cannot be represented
as the fixpoint of any first-order functor. However, it can be seen as the instance at index A of
the fixpoint of the higher-order functor H FA = (A— FA) = (F(Ax A) - FA)— FA.
It thus has Church encoding Vf. (Va.a — fa) — (Va. f(a X a) = fa) — Va. fa, which
requires quantification at the higher kind %« — % for f. A similar situation obtains for any
(non-ADT) nested type. Unfortunately, higher-kinded quantification is not available in
System F, so if we want to reason type-independently about nested types in a language
based on it we have only two options: (i) move to an extension of System F, such as the
higher-kinded calculus F,, or a dependent type theory, and reason via their Church encodings
in a known parametric model for that extension, or (#) add nested types to System F as
primitives — i.e., as primitive type-level fixpoints — and construct a parametric model for
the result.

Since the type systems of F,, and dependent type theories are designed to extend System
F with far more than non-ADT data types, it seems like serious overkill to pass to their
parametric models to reason about nested types in System F'. Indeed, such calculi support
fundamentally new features — e.g., the full hierarchy of higher-kinds or term-indexed types

— adding complexity to their models that is entirely unnecessary for reasoning about nested
types. In addition, to our knowledge no such models represent data types as primitive
fixpoints, so they cannot be used to obtain the results of this paper. (See the last paragraph
of this section for a more detailed discussion in the case of F,,.) Whether or not these results
even hold for such calculi is an open question.

This paper therefore pursues the second option above. We first design a Hindley-Milner-
style calculus supporting primitive nested types, together with primitive types of natural
transformations representing morphisms between them. Our calculus can express all nested
types appearing in the literature, including truly nested types. At the term-level, it supports
primitive pattern matching, map functions, and fold combinators for nested types.! Our main
contribution is the construction of a parametric model for our calculus. This is both delicate
and challenging. To ensure the existence of semantic fixpoints interpreting nested types,
and thus to establish a suitable Identity Extension Lemma, our type system must explicitly
track functoriality of types, and cocontinuity conditions on the functors interpreting them

lwe leave incorporating general term-level recursion to future work because, as Pitts [Pit00] reminds us,
“it is hard to construct models of both impredicative polymorphism and fixpoint recursion”. In fact, as the
development in this paper shows, constructing a parametric model even for our predicative calculus with
primitive nested types — and even without term-level fixpoints — is already rather involved. On the other
hand, our calculus is strongly normalizing, so it perhaps edges us toward the kind of provably total practical
programming language proposed in [Wad89].
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must be appropriately threaded throughout the model construction. Our model validates all
standard consequences of parametricity in the presence of primitive nested types, including
the isomorphism of primitive ADTs and their Church encodings, and correctness of short
cut fusion for nested types. The relationship between naturality and parametricity has long
been of interest, and our inclusion of a primitive type of natural transformations allows us
to clearly delineate those consequences of parametricity that follow from naturality, from
those, such as short cut fusion for nested types, that require the full power of parametricity.

Structure of this Paper We introduce our calculus in Section 2. Its type system is based
on the level-2-truncation of the higher-kinded grammar from [JP19], augmented with a
primitive type of natural transformations. (Since [JP19] contains no term calculus, the issue
of parametricity could not even be raised there.) In Section 3 we give set and relational
interpretations of our types. Set interpretations are possible precisely because our calculus
is predicative — as ensured by our primitive natural transformation types — and [JP19]
guarantees that local finite presentability of Set makes it suitable for interpreting nested types.
As is standard in categorical models, types are interpreted as functors from environments
interpreting their type variable contexts to sets or relations, as appropriate. To ensure
that these functors satisfy the cocontinuity properties needed for the semantic fixpoints
interpreting nested types to exist, set environments must map k-ary type constructor variables
to appropriately cocontinuous k-ary functors on sets, relation environments must map k-ary
type constructor variables to appropriately cocontinuous k-ary relation transformers, and
these cocontinuity conditions must be threaded through our type interpretations in such a
way that an Identity Extension Lemma (Theorem 4.4) can be proved. Properly propagating
the cocontinuity conditions requires considerable care, and Section 4, where it is done, is
(apart from tracking functoriality in the calculus so that it is actually possible) where the
bulk of the work in constructing our model lies.

In Section 5, we give set and relational interpretations for the terms of our calculus.
As usual in categorical models, terms are interpreted as natural transformations from
interpretations of their term contexts to interpretations of their types, and these must
cohere in what is essentially a fibred way. In Section 6.1 we prove a scheme deriving free
theorems that are consequences of naturality of polymorphic functions over nested types.
This scheme is very general, and is parameterized over both the data type and the type
of the polymorphic function at hand. It has, for example, analogues for nested types of
Wadler’s map-rearrangement free theorems as instances. In Section 6 we prove that our
model satisfies an Abstraction Theorem (Theorem 6.4), which we use to derive, in Section 7,
other parametricity results that go beyond mere naturality. In Section 8 we show that the
results of this paper do not extend to arbitrary GADTs, and argue that no extension of the
parametric model we construct here for nested types can give a functorial interpretation of
GADTs in terms of left Kan extensions as proposed in [JP19] and still be parametric. We
conclude and offer some directions for future work in Section 9.

This paper extends the conference paper [JGJ21] by including more exposition, proofs
of all theorems, and more examples. In addition, the discussion of parametricity for GADTs
in Section 8 is entirely new.

Related Work There is a long line of work on categorical models of parametricity for
System F; see, e.g., [BFSS90, BM05, DR04, GJFT15, Has94, Jac99, MR92, RR94]. To
our knowledge, all such models treat ADTs via their Church encodings, verifying in the
just-constructed parametric model that each Church encoding is a solution for the fixpoint
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equation associated with its corresponding data type. The present paper draws on this rich
tradition of categorical models of parametricity for System F, but modifies them to treat
nested types (and therefore ADTs) as primitive data types.

The only other extensions we know of System F with primitive data types are those
in [Mat1l, MGO1, Pit98, Pit00, Wad89]. Wadler [Wad89] treats full System F, and sketches
parametricity for its extension with lists. Martin and Gibbons [MGO1] outline a semantics
for a grammar of primitive nested types similar to that in [JP19], but treat only polynomial
nested types, i.e., nested types that are fixpoints of polynomial higher-order functors.
Unfortunately, the model suggested in [MGO1] is not entirely correct (see [JP19]), and
parametricity is nowhere mentioned. Matthes [Mat11] treats System F with non-polynomial
ADTs and nested types, but his focus is on expressivity of generalized Mendler iteration for
them. He gives no semantics whatsoever.

In [Pit00], Pitts adds list ADTs to full System F with a term-level fixpoint primitive.
Other ADTSs are included in [Pit98], but nested types are not expressible in either syntax.
Pitts constructs parametric models for his calculi based on operational, rather than categori-
cal, semantics. A benefit of using operational semantics to build parametric models is that it
avoids needing to work in a suitable metatheory to accommodate System F’s impredicativity.
It is well-known that there are no set-based parametric models of System F [Rey84], so
parametric models for it and its extensions are often constructed in a syntactic metatheory
such as the impredicative Calculus of Inductive Constructions (iCIC). By adding primitive
nested types to a Hindley-Milner-style calculus and working in a categorical setting we
side-step such metatheoretic distractions.

Atkey [Atk12] treats parametricity for arbitrary higher kinds, constructing a parametric
model for System F,, within iCIC, rather than in a semantic category. His construction is in
some ways similar to ours, but he represents (now higher-kinded) data types using Church
encodings rather than as primitives. Moreover, the fmap functions associated to Atkey’s
functors must be given, presumably by the programmer, together with their underlying
type constructors. This absolves him of imposing cocontinuity conditions on his model to
ensure that fixpoints of his functors exist, but, unfortunately, he does not indicate which
type constructors support fmap functions. We suspect explicitly spelling out which types
can be interpreted as strictly positive functors would result in a full higher-kinded extension
of a calculus akin to that presented here.

2. THE CALCULUS

2.1. Types. For each k > 0, we assume countable sets T¥ of type constructor variables of
arity k and F* of functorial variables of arity k, all mutually disjoint. The sets of all type
constructor variables and functorial variables are T = |~ TF and F = Usk>o F*, respectively,
and a type variable is any element of TUF. We use lower case Greek letters for type variables,
writing ¢F to indicate that ¢ € T UF¥, and omitting the arity indicator k¥ when convenient,
unimportant, or clear from context. Letters from the beginning of the alphabet denote type
variables of arity 0, i.e., elements of TV UF’. We write ¢ for either a set {¢1,...,¢,} of
type constructor variables or a set of functorial variables when the cardinality n of the set is
unimportant or clear from context. If V is a set of type variables we write V, ¢ for V U ¢
when V N ¢ = (). We omit the vector notation for a singleton set, thus writing ¢, instead of

&, for {¢}.
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If I is a finite subset of T, ® is a finite subset of F, @ is a finite subset of FY disjoint
from ®, and ¢* € F¥\ ®, then the set F of well-formed types is given in Definition 2.1.
The notation there entails that an application F'F} ... F} is allowed only when F' is a type
variable of arity k, or F is a subexpression of the form pu¢* Aoy ... a;. F’. Accordingly, an
overbar indicates a sequence of types whose length matches the arity of the type applied to
it. Requiring that types are always in such n-long normal form avoids having to consider
B-conversion at the level of types. In a type Nat® F G, the Nat operator binds all occurrences
of the variables in @ in F' and G; intuitively, Nat®F G represents the type of a natural
transformation in @ from the functor F' to the functor G. In a subexpression u¢® \a.F, the
u operator binds all occurrences of the variable ¢, and the A operator binds all occurrences
of the variables in @, in the body F.

A type constructor context, or non-functorial context, is a finite set I' of type constructor
variables, and a functorial context is a finite set ® of functorial variables. In Definition 2.1,
a judgment of the form I'; ® - F' indicates that the type F' is intended to be functorial in
the variables in ® but not necessarily in those in I'.

Definition 2.1. The formation rules for the set F of (well-formed) types are

T;6-0 T;0F1

I F I;a0FG
I+ Nat F G

FeTUd [;OFF
;& F ¢FF
;a0 ¢F - F [;oFG

;0 F (uph A F) G

ré-FF T;0FG
T,oF F+G

ré-F ;oG
T;0F Fx G

We write - F for ();() = F. Definition 2.1 ensures that the expected weakening rules for
well-formed types hold, i.e., if I'; ® - F is well-formed, then both I",9; ® - F and I'; ®, ¢ - F
are also well-formed. Note that weakening does not change the contexts in which types can
be formed. For example, a Nat-type — i.e., a type of the form Nat®F G — can be formed in
any functorial context. But since Nat-types contain no functorial variables, we will form them
in empty functorial contexts below whenever convenient. Of course, we cannot first weaken
the functorial contexts of F and G to I';&, S+ F and I'; &, B + G, and then form Nat®F G
in the weakened context I'; 8. If I'; ) = F and I'; ) = G, then our rules allow formation of the
type I'; 0 - Nat? F G, which represents the System F type I' - F' — G. Similarly, if I';a - F,
then our rules allow formation of the type I'; ) - Nat® 1 F, which represents the System
F type I';0) - Va.F. However, some System F types, such as Va.(o« — a) — «, are not
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representable in our calculus. Note that, in the rule for pu-types, no variables in ® appear in
the body F of pu¢.Aa.F. This will be critical to proving the Identity Extension Lemma for
our calculus.

Definition 2.1 allows the formation of all of the types from Section 1:

List o = uB.l+axpf or (up.\B.1+4 5 x ¢f)«
PTreca = (udpAB.B+6 (5 x B))a

Forestaw = (u¢p.\3.1+ 8 x PTree (¢f)) «

Busha = (up 8.1+ 5 x ¢ (¢p))

Note that since the body F of a type (u¢.\a.F)G can only be functorial in ¢ and the
variables in @, the representation of List o as the ADT uf8.1+ a x 8 cannot be functorial in
a. By contrast, if List v is represented as the nested type (u¢.A\3.1+ 8 x ¢3) o then we can
choose « to be a functorial variable or not when forming the type. This observation holds
for other ADTs as well; for example, if Treeay = pfS.a+ 3 x v x 3, then a, ;0 + Tree ay
is well-formed, but 0; a,y = Tree a~y is not. And it also applies to some non-ADT types,
such as GRose ¢ o = uf.1+ a X ¢, in which ¢ and o must both be non-functorial variables.
It is in fact possible to allow “extra” 0O-ary functorial variables in the body of u-types
(functorial variables of higher arity are the real problem), which would allow the first-order
representations of ADTs to be functorial. However, since doing this requires some changes to
the formation rule for u-types, as well as the delicate threading of some additional conditions
throughout our model construction, we do not pursue this line of investigation here.

Definition 2.1 allows well-formed types to be functorial in no variables. Functorial vari-
ables can also be demoted to non-functorial status: if F[¢ :== 1] is the textual replacement
of ¢ in F, then T',y*; ® F F[¢* :== *] is derivable whenever I'; ®, ¢* - F is. The proof
is by induction on the structure of F. In addition to textual replacement, we also have a
substitution operation on types.

If ;@ - F is a type, if I' and ® contain only type variables of arity 0, and if £ = 0 for
every occurrence of ¢F bound by p in F, then we say that F is first-order; otherwise we say
that F'is second-order. Substitution for first-order types is the usual capture-avoiding textual
substitution. We write H[« := F] for the result of substituting F' for a in H, and H[ay :=
Fi,...,a := Fy|, or H|a := F] when convenient, for H[ay := Fi|[ag := Fa, ..., ax := F).
The operation of second-order type substitution along @ is given in Definition 2.2, where we
adopt a similar notational convention for vectors of types. Of course, (-)[¢" :=¢ F|] coincides
with first-order substitution. We omit @ when convenient, but note that it is not correct to
substitute along non-functorial variables.

Definition 2.2. If I'; ®, ¢* - H and T'; ®, @ - F with |a| = k, then the operation H|[¢ := F]
of second-order type substitution along & is defined by induction on H as follows:

0[¢ :=5 F| = 0
1¢ =g F] = 1
(NatEG K)[¢ =g F| = Nat’GK

Q)¢ := _ ] ¢Glp=aF] if ¢ # ¢
(W3)[¢ = F] _ { $Eal] M
(G + K)lg :=a F] = Glp:=g F] + K[¢ :=5 F]
(@xK)lo=aF] = Glo=sF|xK[p:=aF|
(W AB.G)K)[¢p =5 F] = (up.\3.G) K[¢ :=5 F]



23:8 P. JoHANN AND E. GHIORZI Vol. 17:4

roFF e|AF¢E:0 roFF
o | Az Flax: F P |AF Lpt: F e|AFT:1
I®|Aks: F ARG

I;®|Abinls: F+G @ |Abinrt: F+G

IoFFG I;o|AFt: F+G oAz FREI:K T;9|Ay:Ghr: K
[0 | Abcasetof {r =l y—r}: K

o |AFs: F ARG IO |AFt: FxG IO|AFE: FxG
P |AF (s,8): FxG o |AFmt: F O |AFmat: G

Iiak F ak G Dia|Ajz:FRt: G
;0| Al Lgw.t: Nat® F G

T;0F K  TG0|ARt:Nat®FG  T;@|Abs: Fla:= K|
IO |AF tes : Gla = K]
Ii¢5+H TL;83-F T;B87FG
T;@ | Ak mapy© : Nat’ (Nat? F G) (Nat? H[$ =5 F) H[$ =5 C))
T;pab H
D@ | A Fing : Nat’ H[g :=5 (up. Na. H)Bl[o = B) (pp-\ov.H)B
Iiga-H T;BFF

;@ | A foldl - Nat? (Nat” H(p :=5 Flla = B F) (Nat® (u¢.\a.H)B F)

Figure 1: Well-formed terms

The idea is that the arguments to ¢ get substituted for the variables in @ in each F' replacing
an occurrence of ¢. It is not hard to see that I'; ® - H[¢ :=g F.

2.2. Terms. To define our term calculus we assume an infinite set V of term variables
disjoint from T and F. If I is a type constructor context and ® is a functorial context,
then a term context for I' and ® is a finite set of bindings of the form x : F', where z € V
and I'; @ - F. We adopt the above conventions for denoting disjoint unions and vectors in
term contexts. If A is a term context for I' and ®, then the formation rules for the set of
well-formed terms over A are as in Figure 1. In the rule there for Lgx.t, the L operator binds
all occurrences of the type variables in @ in the types of x and ¢, as well as all occurrences
of z in ¢. In the rule for ¢7s there is one type in K for every functorial variable in @. In

the rule for mapZ’G there is one type F and one type G for each functorial variable in ¢.
Moreover, for each ¢* in ¢ the number of functorial variables in 5 in the judgments for its
corresponding type F and G is k. In the rules for ing and foldf;, the functorial variables
in 3 are fresh with respect to H, and there is one 3 for every . Substitution for terms is
the obvious extension of the usual capture-avoiding textual substitution, and the rules of
Figure 1 ensure that weakening is respected. Below we form L-terms, which contain no free
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functorial variables, in empty functorial contexts whenever convenient. We similarly form
map-, in-, and fold-terms, which contain no free functorial variables or free term variables,
in empty functorial contexts and empty term contexts whenever convenient.

The “extra” functorial variables 7 in the rules for mapfl’G (i.e., those variables not
affected by the substitution of ¢) deserve comment. They allow us to map polymorphic
functions over nested types. Suppose, for example, we want to map the polymorphic function
flatten : Nat?(PTree §) (List 3) over a list. Even in the absence of extra variables the
instance of map required to map each non-functorial monomorphic instantiation of flatten
over a list of perfect trees is well-formed:

I';a b Lista ;0 PTree I ;0 List G

U010+ maph e B List G Nt (Nat? (PTree F) (List G)) (Nat? (List (PTree F)) (List (List G)))
But in the absence of 7, the instance
U0 0+ maph e P b8 Nat (Nat® (P Tree 8) (List ) (Nat” (List (PTree 8)) (List (List 5)))

required to map the polymorphic flatten function over a list of perfect trees is not: indeed,
the functorial contexts for F' and G in the rule for mapgg would have to be empty, but
because the polymorphic flatten function is natural in 5 it cannot possibly have a type of the
form Nat?F G as would be required for it to be the function input to map. Untypeability of
this instance of map is unsatisfactory in a polymorphic calculus, where we naturally expect
to be able to manipulate entire polymorphic functions rather than just their monomorphic
instances, but the “extra” variables 7 remedy the situation, ensuring that the instance of
map needed to map the polymorphic flatten function is typeable as follows:

I'sa,vF Lista I';v = PTree~ ;v F List~
T;0 | 0 F map) e Ht7 . Nat? (Nat” (PTree ) (List ) (Nat” (List (PTree y)) (List (List )))

Our calculus is expressive enough to define a function reversePTree : Nat® (PTree o) (PTree )
that reverses the order of the leaves in a perfect tree. This function maps, e.g., the perfect
tree

pnode (pnode (pleaf ((1,2),(3,4))))
to the perfect tree

pnode (pnode (pleaf ((4,3),(2,1))))
i.e., maps ((1,2),(3,4)) to ((4,3),(2,1)). It can be defined as

- (foldgfge(%axﬁ))@ s : Nat®(PTree o) (PTree )

where
foldgfge(%o;ﬁ) . Nat?(Nat®(a + PTree (a x ) (PTree o)) (Nat®(PTree o) (PTree o))
iNgyo(xg)  : Nat®(a+ PTree (a x a)) (PTree o)

mapha @ . Nat’(Nat®(a x @) (a x a)) (Nat*(PTree (o x @) (PTree (o x a)))
and pleaf, pnode, swap, and s are the terms

Fingyg(sxp) © (Law.inlz) : Nat® o (PTree o)

Fingigsxp) © (Lax.inrz) @ Nat® PTree(a x a) (PTree )

F Lop. (mop, m1p) : Nat®(a x ) (a X «)

 Lat. casetof {b+— pleaf b; t' — pnode (((mapprea®)p swap)at')}
: Nat“(av + PTree (o x o)) PTree «
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respectively. Here, if ;0| A F ¢ : Nat®F G and T;0| A s : Nat®G H are terms then the
composition sot of t and s is defined by sot = I';§ | A - Lgr.sgz(tgz) : Nat®F H. Our
calculus can similarly define a rustle function that changes the placement of the data in a
bush. This function maps, e.g., the bush

beons 0 (becons (beons 1 (beons (beons 2 bnil) bnil))
(beons (beons (beons 3 (beons (beons 4 bnil) bnil)) bnil) bnil))

to the bush

beons 4 (beons (beons 0 (beons (beons 3 bnil) bnil))
(bcons (beons (beons 2 (beons (beons 1 bnil) bnil)) bnil) bnil))

It can be defined as

F (foldfﬁ%hx"fb(d)ﬁ))@ balg : Nat®(Bush o) (Bush «)

where

= foldf_z%h;;(d)ﬂ) : Nat? (Nat® (1 4+ a x Bush (Bush a))) (Bush «)) (Nat® (Bush o) (Bush «))

and bnil, bcons, inﬁﬂ@((bﬁ)’ balg, and consalg are the terms
Fingygxg(gs) © (La@.inlz) : Nat® 1 (Bush )
Fingygxa(ep) © (Laz.inrz) @ Nat® (a x Bush (Bush a)) (Bush )

1+8x¢(pB))[¢p:=Bush o 1+8%x¢(pB))[¢p:=Bush a|[f:=a],Bush oy -
- (f°|d§1+5xx¢(gsﬁ)))[ Mo ((mapj(l-i,-ﬂxx(z)(g(bﬂ)))[ el )0 in1i5xp(68))

: Nat® (Bush o) (1 4+ o x Bush (Bush o))
F Ly s.case sof {* — bnily*; (a,bba) — consalgs(a,bba)} : Nat® (1 + o x Bush(Bush «)) (Bush «)
F La (a,bba).case ((ing} 5. 9 Bush o bba) of {
* = beonsq (a, bnil pysh o*);
(ba, bbba) +— case ((iniiﬁxd)(w))a ba) of {
> beonsq (a, beons pysh o (bnily*, bbba));
(a',bba’) — beonsy(a’, beons pysh o (bconsq(a, bba’), bbba)) }
: Nat® (a x Bush(Bush «)) (Bush «)

respectively.

Unfortunately, our calculus cannot express types of recursive functions — such as a
concatenation function for perfect trees or a zip function for bushes — that take as inputs a
nested type and an argument of another type, both of which are parameterized over the
same variable. The fundamental issue is that recursion is expressible only via fold, which
produces natural transformations in some variables @ from p-types to other functors F'.
The restrictions on Nat-types entail that F' cannot itself be a Nat-type containing @, so,
e.g., Nat®(PTree a) (Nat? (PTree ) (PTree (a x a))) is not well-formed. Uncurrying gives
Nat®(PTree a x PTree o) (PTree (o x «)), which is well-formed, but fold cannot produce a
term of this type because PTree o x PTree o is not a pu-type. Our calculus can, however,
express types of recursive functions that take multiple nested types as arguments, provided
they are parameterized over disjoint sets of type variables and the return type of the function
is parameterized over only the variables occurring in the type of its final argument. Even for
ADTs there is a difference between which folds over them we can type when they are viewed
as ADTs (i.e., as fixpoints of first-order functors) versus as proper nested types (i.e., as
fixpoints of higher-order functors). This is because, in the return type of fold, the arguments
of the u-type must be variables bound by Nat. For ADTs, the pu-type takes no arguments,
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making it possible to write recursive functions, such as a concatenation function for lists of
type a; 0 F Nat? (4.1 4+ a x 8) (Nat?(u8.1 + « x ) (118.1 + a x B8)). This is not possible
for nested types — even when they are semantically equivalent to ADTs.

Interestingly, even some recursive functions of a single proper nested type — e.g., a
reverse function for bushes that is a true involution — cannot be expressed as folds because
the algebra arguments needed to define them are again recursive functions with types of
the same problematic form as the type of, e.g., a zip function for perfect trees. Expressivity
of folds for nested types has long been a vexing issue, and this is naturally inherited by
our calculus. Adding more expressive recursion combinators could help, but since this is
orthogonal to the issue of parametricity in the presence of primitive nested types we do not
consider it further here.

3. INTERPRETING TYPES

We denote the category of sets and functions by Set. The category Rel has as its objects
triples (A, B, R) where R is a relation between the objects A and B in Set, i.e., a subset
of A x B, and has as its morphisms from (4, B, R) to (A", B',R’) pairs (f : A — A', g :
B — B') of morphisms in Set such that (fa,gb) € R’ whenever (a,b) € R. We write
R : Rel(A, B) in place of (A, B, R) when convenient. If R : Rel(A, B) we write m R and mR
for the domain A of R and the codomain B of R, respectively. If A : Set, then we write
Eqy = (A, A, {(z,x) | x € A}) for the equality relation on A.

The key idea underlying Reynolds’ parametricity is to give each type F'(a)) with one free
variable « both an object interpretation Fy taking sets to sets and a relational interpretation
F taking relations R : Rel(A, B) to relations Fi(R) : Rel(Fy(A), Fo(B)), and to interpret
each term t(a, x) : F'(«) with one free term variable = : G(«) as a map t( associating to each
set A a function to(A) : Go(A) — Fy(A). These interpretations are to be given inductively on
the structures of F' and t in such a way that they imply two fundamental theorems. The first
is an Identity Extension Lemma, which states that F1(Eq,) = Eqp,4), and is the essential
property that makes a model relationally parametric rather than just induced by a logical
relation. The second is an Abstraction Theorem, which states that, for any R : Rel(A, B),
(to(A),to(B)) is a morphism in Rel from (Go(A), Go(B),G1(R)) to (Fo(A), Fo(B), F1(R)).
The Identity Extension Lemma is similar to the Abstraction Theorem except that it holds
for all elements of a type’s interpretation, not just those that are interpretations of terms.
Similar theorems are expected to hold for types and terms with any number of free variables.

The key to proving the Identity Extension Lemma in our setting (Theorem 4.4) is a
familiar “cutting down” of the interpretations of universally quantified types to include
only the “parametric” elements; the relevant types in our calculus are the Nat-types. This
cutting down requires, as usual, that the set interpretations of types (Section 3.1) are
defined simultaneously with their relational interpretations (Section 3.2). While the set
interpretations are relatively straightforward, their relation interpretations are less so, mainly
because of the cocontinuity conditions required to ensure that they are well-defined. We
develop these conditions in Sections 3.1 and 3.2. This separates our set and relational
interpretations in space, but otherwise has no impact on the fact that they are given by
mutual induction.
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3.1. Interpreting Types as Sets. We interpret types in our calculus as w-cocontinuous
functors on locally finitely presentable categories [AR94]. Both Set and Rel are locally finitely
presentable categories. Since functor categories of locally finitely presentable categories are
again locally finitely presentable, the fixpoints interpreting p-types in Set and Rel must all
exist, and thus the set and relational interpretations of all of the types in Definition 2.1, are
well-defined [JP19]. To bootstrap this process, we interpret type variables as w-cocontinuous
functors in Definitions 3.1 and 3.9. If C and D are locally finitely presentable categories, we
write [C, D] for the category of w-cocontinuous functors from C to D.

Definition 3.1. A set environment maps each type variable in T U FF to an element of
[Set*, Set]. A morphism f : p — p' for set environments p and p’ with p|t = p/|t maps each
type constructor variable /¥ € T to the identity natural transformation on py* = p/¢)* and
each functorial variable ¢* € F to a natural transformation from the k-ary functor p¢* on
Set to the k-ary functor p’¢* on Set. Composition of morphisms on set environments is
given componentwise, with the identity morphism mapping each set environment to itself.
This gives a category of set environments and morphisms between them, denoted SetEnv.

When convenient we identify a functor in [Set’, Set] with its value on * and consider
a set environment to map a type variable of arity 0 to a set. If @ = {ay,...,ax} and
A={Ay,..., Ay}, then we write p[a := A] for the set environment p such that p'a; = 4;
fori=1,...,k and p'a = pa if a € {a1,...,ar}. We note that AA. p[a := A] is a functor
in A.

We can now define our set interpretation. Its action on objects of SetEnv is given in
Definition 3.2, and its action on morphisms of SetEnv is given in Definition 3.3. If p is a set
environment we write Eq, for the equality relation environment such that Eq,¢ = Eq,4 for
every type variable ¢; see Definitions 3.4 and 3.9 for the definitions of a relation transformer
and a relation environment, and Equation 4.1 for the definition of the relation transformer Eqp
on a functor F'. Equality relation environments appear in the third clause of Definition 3.2.
The relational interpretation also appearing in the third clause of Definition 3.2 is given in
Definition 3.11.

Definition 3.2. The set interpretation []¢F : F — [SetEnv, Set] is defined by:
[T;® 0] p =0
[T F 1% =1
[T;0 F Nat® F G]>p = {n : NA.[[;@ - FJ>**p[a := A] = M. [[;a - G]**pla = A]
| VA, B : Set.VR : Rel(A, B).
(nx,m5) « [D;a - F]REq,[a = R] — ;@ - G]*Eq,[a = R}
[T;@ - ¢F[>p = (pg) [T; @ F F]5%p
[0;® - F+ Gt = [[;® F F]>)p + [[; @ - G]>)p
[0;® - F x Gt = [I; @ - F]5tp x [I; @ - G]>)p
[T; 0 b (ppXa.H)G>p = (uTi)[T; @ - GJ5p
where Tirs F = NA.[T; ¢, @ - H[**pl¢ := Flla = A

and Tff;)n = NAL[T; ¢, @ = H]>id [ := n][o := id 4]
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If p € SetEnv and - F' then we write [F F[5¢ instead of [ F]°¢p since the environment
is immaterial. The third clause of Definition 3.2 does indeed define a set: local finite pre-
sentability of Set and w-cocontinuity of [I'; @ - F[°t ensure that {n : M. [[;a@ F F]>*p[a := A]
= M. [I;a - G]>**p[a := A]} (containing [T'; @ - Nat® F G]>%p) can be embedded in the
set

[I (o Gl pfa = 5) (raFI=se=s)

S5=(S1,-Sa))
S1,...,8 are finite cardinals

Also, [T; 0 - Nat®F G]°¢* is w-cocontinuous since it is constant (in particular, on w-directed
sets). This is because Definition 3.1 ensures that restrictions to T* of morphisms between
set environments are identities. Interpretations of Nat-types ensure that the interpretations
[T - F — G]°¢ and [T F Va.F]% of the System F arrow types and V-types representable
in our calculus are as expected in any parametric model.

To make sense of the last clause in Definition 3.2, we need to know that, for each
p € SetEnv, T’ ?_{e; is an w-cocontinuous endofunctor on [Set”, Set], and thus admits a fixpoint.
Since TEI‘?; is defined in terms of [I; ¢, @ - H]>, this means that interpretations of types
must be such functors, which in turn means that the actions of set interpretations of types on
objects and on morphisms in SetEnv are intertwined. Fortunately, we know from [JP19] that,
for every I';@ F G, [I;@ - G]°* is actually in [Set”, Set] where k = |@|. This means that for
each [T oF e+ H ]]SEt, the corresponding operator Tget can be extended to a functor from
SetEnv to [[Set”, Set], [Set”, Set]]. The action of T3 on an object p € SetEnv is given by the
higher-order functor T° Isf;‘), whose actions on objects (functors in [Set®, Set]) and morphisms
(natural transformations) between them are given in Definition 3.2. Its action on a morphism
f:p— p is the higher-order natural transformation Tge} : Tff; — Tgﬁ;, whose action on
F : [Set®, Set] is the natural transformation Tge} F:T ?Ie;F — Tff;, F whose component
at A is (Tffe} F)g=[I;¢,ak H]f[¢ := idp][a := id 4]. Note that this action of TISf; on
morphisms appears in the final clause of Definition 3.3 below. It will indeed be well-defined
there because the functorial action of [I'; ¢, &+ H ]]SSt will already be available from the
induction hypothesis on H.

Using Tfft, we can define the functorial action of set interpretation.

Definition 3.3. Let f: p — p’ be a morphism between set environments p and p’ (so that
plt = ¢'|t). The action [I'; ® F F]3¢tf of [I';® - F[5¢ on f is given by:

If T;® + 0 then [[';® - 0]5tf = id,

If T; @+ 1 then [[; @ - 13 f = id,

If T50+ Nzi"‘ F G then [I;0 - Nat® F GJ°¢t f = i [r g Nt F Gset

o If I'; & ¢F then

[T; @ = oF]>f « [[:@ F 0F[>p — [[;@ F 6F[>*p" = (p9)[T; @ - FI5%p — (9/')[T; @ - 5t/
is defined by

[[;® - ¢F]>*f = (fO)rarpsey © (PO @ = FI3f = (0'9) [T @ FI5 £ o (£ ) rgr o,
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The latter equality holds because p¢ and p'¢ are functors and f¢ : p¢p — p'¢ is a natural
transformation, so the following naturality square commutes:

¢>[[F;<IJFF]]S€tp

(p)[I'; @ = F[3p (P )L @ F Fl>tp
(o T 71597 | (o' P | (3.1)

¢)[[F;'1>FF]]SEtp/

(f
(p)[T; @ = Fep/ (P D)T; @ = FPetp!
o If I';® F F + G then [[;® - F 4+ G[°¢f is defined by
[T;® - F + G f(inlz) = inl ([T; ® + F]>fz)
and [[;® - F + G]>*t f(inry) = inr ([T[; ® F G]> fy)
e If ;& F x G then [[;® - F x G]>f = [[; ® - F]5f x [['; ® - Gt f
o If I';® F (ugp.)a.H)G then
[[;@ b (pp A H)G]> f : [[;@ + (up.Xa.H)G]>*'p — [T @ + (up.Xa. H)G]>p/
= (WIEFHIT @ - G5t — (W) [T; @ - Gl
is defined by
(T rgragsy © W) [0 @ =G>t f

= (WTE)I0; @ - GI%f o (WTES ) rarap=,
The latter equality holds because quf; and ,u,TEIe;/ are functors and MTET'} : MTEI?; —

wl ff;, is a natural transformation, so the following naturality square commutes:

Set
T
(1 Hyf)ﬂrzgpkg]]Setp

(LTES)[T; @ - G5 (Wi )T @ = Gt
(l‘T}Sf,tp)[[FQq’FG]]SELfJ( <MT?;TP’)|IF;<I>)_G]]S&JCJ' (32)

TSet
H Hef)[[[‘;@kc;]]Setp/

-« -
(T35 [T; @ - Gt/ (uT3,)T; @ - Gt/

Definitions 3.2 and 3.3 respect weakening, i.e., ensure that a type and its weakenings have
the same set interpretations.

3.2. Interpreting Types as Relations.

Definition 3.4. A k-ary relation transformer F is a triple (F'', F?, F*), where

o F' F?:[Sett Set] and F* : [Rel* Rel] are functors

o If Ry : Rel(A1, B1), ..., Ry : Rel(Ay, By), then F*R : Rel(F'A, F?B)

o If (041, 51) S HOmRe|(R1, Sl), ceey (Ozk, ,Bk) S HomRe|(Rk, Sk) then F*(a, ,3) = (Fla, F2B>

We define F'R to be F*R and F(a, 3) to be F*(a, 3).

The last clause of Definition 3.4 expands to: if (a,b) € R implies (aa,3b) € S then
(¢,d) € F*R implies (Flac, F23d) € F*S. When convenient we identify a 0-ary relation
transformer (A, B, R) with R : Rel(4, B), and write 71 F for F'! and moF for F?2. Below we

extend these conventions to relation environments in the obvious ways.

Definition 3.5. The category R1T} of k-ary relation transformers is given by the following
data:

e An object of RT}, is a relation transformer
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e A morphism 6 : (F!, F?2, F*) — (G',G?,G*) in RT} is a pair of natural transformations
(61,6%), where 6! : F! — G' and 6% : F? — G?, such that, for all R: Rel(4, B), if
(z,y) € F*R then (5%35,5%3/) € G*R

e Identity morphisms and composition are inherited from the category of functors on Set

Definition 3.6. A higher-order relation transformer H on RT}, is a triple H = (H', H?, H*),
where

e H' and H? are functors from [Set®, Set] to [Set”, Set]

H* is a functor from RT}, to [Rel*, Rel]

H*(F',F?, F*)R : Rel(H'F'A, H?F? B) whenever R; : Rel(A1, By),. .., Ry : Rel(A, By,)
H*(F',F?2 F*) (o, 8) = (H'F'a, H>F?3) whenever (a1, 31) € Homge(R1,51), - . -, (g, Br)
S HomRe|(Rk, Sk)

e For all R: Rel(A, B), mi((H*(6%,6%))g) = (H'6") 5 and mo((H*(6%,6%)) ) = (H*6%)5

Definition 3.6 entails that every higher-order relation transformer H is an endofunctor on
RT},, where
e The action of H on objects is given by H (F', F? F*) = (H'F', H*F?, H*(F"', F?, F*))
e The action of H on morphisms is given by H (§',6%) = (H'§', H?62) for (6%,02) :

(FYL,F?, F*) — (G',G*,G")
Note that the last condition of Definition 3.6 entails that if (6%,2) : (F!, F? F*) —
(G, G?,G*)in RT}, if Ry : Rel(A1, B1), ..., Ry : Rel(Ay, By), and if (z,y) € H*(F', F?, F*)R,
then

(H'oY) 5z, (H*0*)5y) € H*(G',G*,G")R

Definition 3.7. A morphism o : H — K between higher-order relation transformers H
and K on RT} is a pair ¢ = (o!,0?), where 0! : H!' — K! and 0 : H?> — K? are
natural transformations between endofunctors on [Set*, Set] such that (0}, )7, (02,)5) is
a morphism from H*FR to K*FR in Rel for any F' € RT} and any k-tuple of relations
R : Rel(A, B).

Definition 3.7 entails that a morphism ¢ between higher-order relation transform-
ers is a natural transformation between endofunctors on RT} whose component at F' =
(F',F?,F*) € RT}, is given by op = (03.1,0%2). Moreover, ot is natural in F* : [Set”, Set],
and, for every F = (F', F?, F*) € RT},, both (0},,)7 and (0% )5 are natural in A.

Critically, we can compute w-directed colimits in RT}. Indeed, if D is an w-directed
set then hﬂdeD(Fdl’ F2. F3) = (hﬂdedel, hﬂdeDFdQ’ @dEDF;). We define a higher-order
relation transformer T' = (T, T2, T*) on RT}, to be w-cocontinuous if T' and T? are w-
cocontinuous endofunctors on [Set®, Set] and T* is an w-cocontinuous functor from RT}, to
[Rel®, Rell], i.e., is in [RT}, [Rel*, Rel]]. Now, for any k, any A : Set, and any R : Rel(A, B),
let K5 be the constantly A-valued functor from Set* to Set and KEG' be the constantly
R-valued functor from Rel® to Rel. Also let 0 denote either the initial object of either Set
or Rel, as appropriate. Observing that, for every k, ngt is initial in [Setk, Set|, and ng'
is initial in [Rel®, Rel], we have that, for each k, Ko = (K3, K3, K&¢) is initial in RT.
Thus, if T = (T, T?,T*) : RT}, — RT}, is a higher-order relation transformer on RT} then
we can define the relation transformer u7" to be liﬂneNT"Ko. It is not hard to see that uT

is given explicitly as
pT = (uT, T2 limg (T Ko)*) (3-3)
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Moreover, pT really is a fixpoint for 7" if T' is w-cocontinuous:
Lemma 3.8. For any T : [RTy, RTy], uT = T(uT).

The isomorphism is given by the morphisms (iny,ing) : T(uT) — pT and (iny*,iny ') :
uT — T(uT) in RTy. The latter is always a morphism in RT}, but the former need not be
if T' is not w-cocontinuous.

It is worth noting that the third component in Equation (3.3) is the colimit in [Rel*, Rel]
of third components of relation transformers, rather than a fixpoint of an endofunctor on
[Rel* Rel]. There is thus an asymmetry between the first two components of 7" and its third
component, which reflects the important conceptual observation that the third component
of a higher-order relation transformer on RT}, need not be a functor on all of [Rel”, Rel]. In
particular, although we can define Ty , I’ for a relation transformer F' in Definition 3.11
below, it is not clear how we could define it for an arbitrary F : [Rel®, Rel].

Definition 3.9. A relation environment maps each type variable in TF U F* to a k-ary
relation transformer. A morphism f : p — p’ between relation environments p and p/
with p|t = p/|t maps each type constructor variable ¢* € T to the identity morphism on
pF = p'YF and each functorial variable ¢¥ € F to a morphism from the k-ary relation
transformer p¢ to the k-ary relation transformer p’¢. Composition of morphisms on relation
environments is given componentwise, with the identity morphism mapping each relation
environment to itself. This gives a category of relation environments and morphisms between
them, denoted RelEnv.

We identify a 0-ary relation transformer with the relation (transformer) that is its
codomain and consider a relation environment to map a type variable of arity 0 to a relation.
We write pla := R] for the relation environment p’ such that p'a; = R; for i =1,...,k and
pa=paif ad{a,...,ar}. If pis a relation environment, we write 7 p and map for the

set environments mapping each type variable ¢ to the functors (p¢)' and (p¢)?, respectively.
Definition 3.10. For each k, an w-cocontinuous environment transformer H is a triple
H = (H', H?, H*), where
H' and H? are objects in [SetEnv, [Set®, Set]]
H* is an object in [RelEnv, [Rel*, Rel]]
H*p R : Rel(HY(m1p) A, H*(m2p) B) whenever R; : Rel(Ay, By),. .., Ry : Rel(Ay, By)
Hp (0, B) = (H(m1p) &, H*(map) ) whenever
(ou, B1) € Homgel (R, S1), - - -, (ak, Br) € Homgel( Ry, Sk)
For all R: Rel(A, B), m(H*f R) = H'(m1f) A and mo(H*f R) = H?(m2f) B

Definition 3.10 entails that every w-cocontinuous environment transformer H is a w-

cocontinuous functor from RelEnv to RT}, where

e The action of H on p in RelEnv is given by Hp = (H'(m1p), H*(m2p), H*p)

e The action of H on morphisms f : p — p’ in RelEnv is given by Hf = (H' (7 f), H*(ma.f))

Note that the last condition of Definition 3.10 entails that if f : p — p/, if Ry : Rel(A1, B1),..., Rk :

Rel(Ag, Bi), and if (z,y) € H*p R, then
(H'(m1f) Aw, H*(m2f) By) € H'p'R

Considering RelEnv as a subcategory of the product Ik cyp RT), computation of w-
directed colimits in RT} extends componentwise to RelEnv. Recalling from the start of
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this subsection that Definition 3.11 is given mutually inductively with Definition 3.2 we
can now define our relational interpretation. As with the set interpretation, the relational
interpretation is given in two parts, in Definitions 3.11 and 3.13.

Definition 3.11. The relational interpretation [-JR¢ : F — [RelEnv, Rel] is defined by
[[;@ - 0]%p =0
[[;@ k1R =1
[T;0 F Nat® FGRe'p = {n : AR. [I;a + F]R¥pla:= R] = AR. [[;a + G]R¥'pla := R|}
= {(t,t") € [[;0 - Nat® F G]>**(m1p) x [T;0 - Nat® F G[>*(map) |
VRl : ReI(Al,Bl) v Rk : ReI(Ak,Bk)
(t3:15) € (I k- G)Fpla = R))IFoH I plee=rly
[T; @+ ¢F[Rp = (pp)[T; @ - FRelp
[[;@ - F+GJRp = I8 F FIRp + [T 0 - GIR)p
[0;@ - F xGIRp = ;@ - FJRep x [T; @ - GIRep
[T;® - (up o H)G])Rp = (uTr ,)[T; @ - GRelp

where T, = (T5L, ), Tie: T}}i’))

H,mip>»+ H,map)
and TII}?LF = \R.[T; ¢, a - H]Rp[¢ := F][a := R]
and Tjy) 6 = AR.[T; ¢, b H]Rid,[¢) := 6][c := idg]

The interpretations in Definitions 3.11 and 3.13 below respect weakening, and also
ensure that the interpretations [I' - F — G]R¢' and [I" - Va. F]R® of the System F arrow
types and V-types representable in our calculus are as expected in any parametric model.
As for set interpretations, [I';() - Nat®F GR® is w-cocontinuous; indeed, it is constant (on
w-directed sets) because Definition 3.9 ensures that restrictions to T of morphisms between
relational environments are identities. If p € RelEnv and - F, then we write [~ F]Re
instead of [~ FJR¢'p. For the last clause in Definition 3.11 to be well-defined we need
Ty, to be an w-cocontinuous higher-order relation transformer on RT}, where k is the
arity of ¢, so that, by Lemma 3.8, it admits a fixpoint. Since T, is defined in terms of
[T; ¢, @ F H]R®, this means that relational interpretations of types must be w-cocontinuous
environment transformer from RelEnv to RTj, which in turn entails that the actions of
relational interpretations of types on objects and on morphisms in RelEnv are intertwined.
As for set interpretations, we know from [JP19] that, for every I';a - F, [[;a - F]Re is
actually in [Rel’ Rel] where k = |a|. We first define the actions of each of these functors
on morphisms between environments, and then argue that they are well-defined and have
the required properties. To do this, we show that Ty = (TEf‘t, Tzet, T}}el) is a higher-order
w-cocontinuous environment transformer, as defined by

Definition 3.12. A higher-order w-cocontinuous environment transformer is a triple H =
(H', H?, H*), where

e H' and H? are objects in [SetEnv, [[Set”, Set], [Set”, Set]]]

e H* is an object in [RelEnv, [RT}, [Rel®, Rel]]]

o (HY(mp)F', H*(map)F?, H*pF) € RTy, whenever F = (F', F? F*) € RT,,
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e H*p(6',02) is a morphism in RTy whenever (6!, 62) is a morphism in RT}, and, moreover,
Hp (8,6%) = (H'(m1p) 8%, H2(m2p) 6°)

e Forall FF = (Fl, F2, F*) S RTk and all Rl : ReI(Al, Bl), oo ,Rk : ReI(Ak, Bk), 7T1(H*f Fﬁ)
= HY(mf) F' A and mo(H*f F R) = H*(mof ) F?> B

Definition 3.12 entails that every higher-order w-cocontinuous environment transformer H
is a w-cocontinuous functor from RelEnv to the category of w-cocontinuous higher-order
relation transformers on R}, where

e The action of H on p in RelEnv is given by Hp = (H'(m1p), H?(m2p), H*p)
e The action of H on morphisms f : p — p’ in RelEnv is given by Hf = (H' (7, f), H*(ma.f))

Note that the last condition of Definition 3.12 entails that if f : p — p/, if F = (FLF?2 F*) €
RTy, if Ry : Rel(Ay, By), ..., Ry : Rel(Ag, By), and if (z,y) € H*p F R, then

(H'(m1f) F* Az, H*(m2f ) F*By) € H*)' FR

Now, the fact that Ty = (Tzet, Tfft, Tff') is a higher-order w-cocontinuous environment
transformer follows from the analogue for relations of the argument immediately preceding
Definition 3.3, together with the observations that the action of Tfﬁ) on morphisms will
be well-defined by Definition 3.13, and the functorial action of [I'; ¢, @ - H]R® will already
be available in the final clause of Definition 3.12 from the induction hypothesis on H
and Lemma 3.14 below. The action of T on an object p € RelEnv is given by the w-
cocontinuous higher-order relation transformer 7% , whose actions on objects and morphisms
are given in Definition 3.12. The action of Ty on a morphism f : p — p’ is the morphism
Ty,f:TH,p — TH,, between higher-order relation transformers whose action on any F' € RT},
is the morphism of relation transfomers Ty s F' : Ty, F' — Ty, F whose component at
Ris (Ty F)g = [I;¢,at HIRf¢ := idp)[a == idg), i-e., is ([[;¢, @+ H]> (11f) [¢ :=
idp][a = id ], [T; ¢, @ - H]> (72 f)[¢ := idp2][a := idg]). Using T, we can define the
functorial action of relational interpretation.

Definition 3.13. Let f : p — p’ for relation environments p and p’ (so that p|t = p'[r). The
action [I'; ® - FRe' f of [I'; ® - FRe on the morphism f is given exactly as in Definition 3.3,
except that all interpretations are relational interpretations and all occurrences of Tff} are
replaced by Ty r.

If we define [[; ® - F] to be ([I'; ® - F[°, [T; ® - F]°, [T; @ - F]Re!), then this is an

immediate consequence of

Lemma 3.14. For every I';® - F, [[;® F F] is an w-cocontinuous environment trans-
former.

The proof is a straightforward induction on the structure of F, using an appropriate result
from [JP19] to deduce w-cocontinuity of [I'; ® - F] in each case, together with Lemma 3.8 and
Equation 3.3 for u-types. We note that, for any relation environment p, [['; ® - F]p € RT).

We can prove by simultaneous induction that our interpretations of types interact well
with demotion of functorial variables to non-functorial ones, along with other useful identities.

Indeed, if p, p’ : SetEnv, f:p— p, pp = py = p'¢ = p'th, fo = f=idyy, I;®, 0" F,
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Id,a-G, I'i®,a;...apF H,and I'; @ - K, then

[T5,6 - FI%p = [T, ¢;® - Fp == 4]]>* (34)

[T5®,6 - FI>f = [0,¢;® & Flp == ][> f (3.5)

[[;® - Gla = K|J°%p = [[;®,a - G]>pla := [T; ® - K]St (3.6)

[T;® - Gla = K|J>f = [[;®,a F G fla := [[; & F K]Setf] (3.7)

[T;®F Flg = H]]]Setp =[[;®, ¢ F F]>p[p := NA. [[; ®,a - H]>*pla = A]]  (3.8)
[[;@ - Flg := H* f = [[;®,¢ - FI5 fl¢ := MA.[[; &, @ - H>*' fla:=idal]  (3.9)

Identities analogous to (3.4) through (3.9) hold for relational interpretations as well.

4. THE IDENTITY EXTENSION LEMMA

In most treatments of parametricity, equality relations on sets are taken as given — either
directly as diagonal relations, or perhaps via reflexive graphs if kinds are also being tracked
— and the graph relations used to validate existence of initial algebras are defined in terms of
them. We take a different approach here, giving a categorical definition of graph relations
for morphisms (i.e., natural transformations) between functors and constructing equality
relations as particular graph relations. Our definitions specialize to the usual ones for the
graph relation for morphisms between sets and equality relations on sets. In light of its
novelty, we spell out our construction in detail.

The standard definition of the graph for a morphism f : A — B in Set is the relation
(f) : Rel(A, B) defined by (z,y) € (f) iff fr = y. This definition naturally generalizes to
associate to each natural transformation between k-ary functors on Set a k-ary relation
transformer as follows:

Definition 4.1. If F,G : Set” — Set and o : F — G is a natural transformation, then the
functor (a)* : Rel® — Rel is defined as follows. Given Ry : Rel(Ay, By), ..., Ry : Rel(Ay, By,
let v, : Ry — A; x By, for i = 1,...,k, be the inclusion of R; as a subset of A; x B;, let
hs+z be the unique morphism making the diagram

FA ™ F(AxB) 2 FB "E, GB

commute, and let hz : FR — FA x GB be hi<5 © Fir. Further, let a R be the subobject
through which hy is factorized by the mono-epi factorization system in Set, as shown in the
following diagram:

FR—)FAXGB

WA

Then o’ R : Rel(F'A,GB) by construction, so the action of ()* on objects can be given
by (2)*(A, B, R) = (FA,GB, LQAEQAE). Its action on morphisms is given by (a)*(53, /) =
(FB,GB).
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The data in Definition 4.1 yield the graph relation transformer for a, denoted (o) =
(F, G, ()").

Lemma 4.2. If F,G : [Set®, Set], and if o : F — G is a natural transformation, then (a) is
m RTk.

Proof. Clearly, (a)* is w-cocontinuous, so (a)* : [Rel* Rel]. Let R : Rel(4, B), S : Rel(C, D),
and (8,') : R — S. We want to show that there exists a morphism € : "R — oS such

that the diagram on the left below commutes. Since (8, 3’) : R — S, there exist v: R — S
such that each diagram in the middle commutes. Moreover, since both hz 750 F(8 x ')

and (FB x GB') o h+7 make the diagram on the right commute, they must be equal.

o "R <%y FA x GB R <A x B, FC «+™ FC x GD - ™ D
{ JFEXGE WJ iﬁixﬁé FmoF(Bk mi AFﬁzoF(BXB’)
oS o FOXGD S < Cix Dy F(AXB)

We therefore get that the right-hand square in the diagram on the left below commutes, and
thus that the entire diagram does as well. Finally, by the left-lifting property of ¢,z with
respect to tpag given by the mono-epi factorization system, there exists an e such that the
diagram on the right below commutes as desired.

hr
FR I, p(A% B) "5 FAx GB FR %% o' R <% FA x GB
S N
F?‘T?)F(CXD)ﬁFéXGﬁ rs A, AT oS LaAT FOXxGD

\/’ D

hg

If f: A— B is a morphism in Set then the definition of the graph relation transformer

(f) for f as a natural transformation between 0O-ary functors A and B coincides with its

standard definition. Graph relation transformers are thus a reasonable extension of graph
relations to functors.

The action of a graph relation transformer on a graph relation can be computed explicitly:

Lemma 4.3. Ifo: F — G is a morphism in [Set®, Set] and f, : Ay — By,..., fx : Ay, — By,
then (a)*(f) = (Gf o az) = (ago Ff).
Proof. Since h g is the unique morphism making the bottom triangle of the diagram on
the left below commute, and since h i haxgo Fig =hazgo Fm, the universal
property of the product depicted in the diagram on the right gives h 7= (id g, a0 F'f) :
FA— FAxGB. B
Moreover, (id 5,z o Ff) is a monomorphism in Set because id . is, so its mono-epi
factorization gives ¢, g = (id g, g o F'f), and thus a™(f)y = FA. Then LaAma/\(ﬁ =
(id g, ag o Ff)(FA) = (ago Ff)*, so that

(@) (F) = (FA,GB, 1,7, (D)) = (FA, GB, ag 0 FT)") = (ag o FF)
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P

FA <™ F(AxB) = FB "2, GB FA <™ FAxGB ">+ GB
+~
rw\ lhAxB/ \3! TQB
FAxGB FA—— FB
Finally, ag o Ff=Gfo a7 by naturality of a. []

To prove the IEL, we also need to know that the equality relation transformer preserves
equality relations. The equality relation transformer on F : [Setk, Set] is defined to be

Eqp = (idp) = (F, F, (idp)™) (4.1)
Lemma 4.3 then gives that, for all A : Set,
EarEqy = (idp)™(idz) = (Fidgo (idp)z) = (idpz 0 idpg) = (idpz) =Eapz  (42)
Graph relation transformers in general, and equality relation transformers in particular,
naturally extend to relation environments. Indeed, if p,p’ : SetEnv and f : p — p/, then
the graph relation environment (f) is defined pointwise by (f)¢ = (f¢) for every ¢, which
entails that m1(f) = p and mo(f) = p’. In particular, the equality relation environment Eq,
is defined to be (id,), which entails that Eq,¢ = Eq,,, for every ¢.

With these definitions in hand, we can state and prove both an Identity Extension
Lemma and a Graph Lemma for our calculus.

Theorem 4.4 (IEL). If p : SetEnv and I';® = F' then [T;® - F]R?'Eq, = Eqp.q pyse,-

Proof. The proof is by induction on the structure of F. Only the Nat, application, and
fixpoint cases are non-routine.

o [I;@ - O]R¢'Eq, = Orel = Edq,,, = Eqpr.aropse,

o [I;@+ 1]R'Eq, = 1rel = Eqy,,, = Eqr.arapse,

e By definition, [I';0F NataFG]]Re'Eqp is the relation on [I';() F Nat® F G]>*p relating
t and t' if, for all Ry : Rel(Ay,B1),..., Ry : Rel(Ag, By), (t3, t'E) is a morphism from
[T;at F] Re'Eq [a:=R] to [[;a F G]]Re'Eq [ := R] in Rel. To prove that this relation is
Ed[r.gr-Nat™  gpset, We must show that (7, 1%) is a morphism from [I'; @ b F RelEq, o := R]
to [[;@ - G]R®'Eq, [ := R] in Rel for all Ry : Rel(Ay, B1), ..., Ry : Rel(Ayg, By) if and only
if t =t'. We first show that if (t;,¢}) is a morphism from [I';a - F] RelEq,[a := R] to
[[;@ - GIR'Eq,[o := R] for all Ry : Rel(Ay, By), ..., Ry : Rel(Ag, By) then t =t'. By hy-
pothesis, for all Ay ... A : Set, (tA,t )isa morphlsm from ;& - F]]Re'Eqp[a = Eqy] to
[T;a - GIRIEq pm. By the induction hypothesis, it is therefore a morphism from
Eq [Cah el A] to Eq[[r;al—G]]SetpM in Rel. This means that, for all z : Eq[[r;w_ FlSt ol A]

tgx = t’zx, so t = t' by extensionality. For the converse, we observe that if ¢ = ¢’ then the

desired conclusion is simply the extra condition in the definition of [I';® - Nat® F' G]>*p.
e The application case is proved by the following sequence of equalities, where the second
equality is by the induction hypothesis and the definition of the relation environment Eq,,
the third is by the definition of application of relation transformers from Definition 3.4,
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and the fourth is by Equation 4.2:
[[: @ - oF]*Eq, = (Eq,0)[T; @ - FRIEq,

~ Eq,0 Eajrar 11,
= (Bay0)" Eajror ey
= By mar s
= Baprarg7pse,
e The fixpoint case is proven by the sequence of equalities
[T;® + (up.Xa. H)F]R¥Eq, = (1THq,) [T; @ - F[ReEq,

= @TLGNTE,E%KO Eapr,errpse,
= lim  (Bdzse )uge, ) Edpriar ppse
=l BArset o e, [Eor 7570

— Eq, S
Ui (752t Ko TR FT5

neN
= Ba[riar-(upxa. mFsep

Here, the third equality is by induction hypothesis, the fifth is by Equation 4.2, and the
fourth equality is because, for every n € N, the following two statements can be proved by
simultaneous induction: for any H, p, and A,

T}-}:EquOE = (Eq(TIsfiz)n O)*E (4.3)
and for any subformula J of H,
[T; ¢, @t JI*Eq,[¢ := T} gq Kollo == Eqy]
= Ui,k JIREq,[6 := Eqqrse g, |l = Eaa]

The case n = 0 is trivial: Equation 4.3 and Equation 4.4 both hold because TI% Eq, Ko = Ko,
=4p

(T5) Ko = Ko, and Equation 4.2 holds.
The inductive case is proved as follows. We prove Equation 4.3 by the following sequence
of equalities:

Theq, Ko Eau = Tiitq, (T £q, K0)Eaa
= [[;¢,a - H]*Eq,[¢ := T} gq Kolla = Eq,]
= [Ts¢,a - HJEq,[¢ := Eqqrse o, )0 = Eaul
= [I;¢,a+ H]*Eq,,

(4.4)

=T, ) Kol [a:=A]
= By o psesplom (13t Kol for=A]
= Eq(Tflf‘p)"“KoZ

~ (Eqqrgeyroin,) Ea
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Here, the third equality is by the induction hypothesis of Equation 4.4 for J = H, the
fifth by the induction hypothesis of the IEL on H, and the last is by Equation 4.2.

We prove Equation 4.4 by structural induction on J. The only interesting cases, though,
are when J = ¢G and when J = (up.\3.G) K.
— The case J = ¢G is proved by the sequence of equalities:

[T 6. @b ¢GIFEq,[¢ := Tk, Kolla = Eqy]

= Tpeq Ko [ 6, @ - GIR¥Eq,[¢ == Tpg, Kollov:= Ea,]

= Tireq, Ko [T ¢, @ - GIRUEQ, [¢ := Eqrses yuri g, ][0 = Eqa]
= Tjgq, Ko Uy ¢, a - GIRIEq

(g )+ Kolfar=A]

— +1
- TIZ,Eqp KoEq ;0@ I—G’]]Sth[¢::(TIS_IEfp)"+1K0] [a:=A]

- (Eq<T%e,2>"“Ko)* Eq[[w,aFGﬂSetp[qﬁ::(Tzi;)"HKO]M

= (Bd(rge ynvi i, ) [T 6@ = GIRAEQ [0 = Earsee jos g [ := Eay]
— I]:F7 qﬁ,@ l_ ¢§HRelEqp[¢ = Eq(T?Ie,tp)n+1K0Ha = EqA]

Here, the second equality is by the induction hypothesis for Equation 4.4 on the G,
the fourth is by the induction hypothesis for the IEL on the Gs, and the fifth is by
Equation 4.3, which we have just proved.

— The case J = (u. AB. G)K is proved by the sequence of equalities
[Us ¢, & (up. AB. G)K]Bq, [¢ = Tprg, Kollo = Eqy]

b — 7l o —Ea
= (MTG,Eqp[qb::T;}E;pKO][m]) [T; ¢, 0t KJR'Eq,[¢ := Ty g, Kolla = Eqy]

H,Eq

. e A Rel o +1 S — EA .
=y TG e o=y, molfarmay) K0 (T3 00 KT%Ea, [0 2= Ty Kollo:= Eaa])

= hgmeNTngqu:TnH Ko)[a=Eq ) K0 ([T; ¢, @+ KReEq,[¢ := EQ(Tgftp)n+1K0][a = Eqy])

H,Eqp

I m . = Rel — W — Fqa .
- hﬂmeNTG’Eqp[¢::Eq(TISftp)”+1KO][a::EqA] KO ([[F7 ¢a « - Kﬂ € Eqp[¢ . Eq(T?Ift/J)"+1K0] [Oé . EqA])

= (TG l6=Eq s i lamEas)) I3 0@ F KITBa [0 1= Bargpe v ][ = Byl
0

= [[;¢,a b (up. AB. G)K]REq,[¢ := Earser ynei ]l := Ea ]
Here, the third equality is by the induction hypothesis for Equation 4.4 on the K, and
the fourth equality holds because we can prove that, for all m € N,

gl S
G,Eqp[¢::Tng}1pK0][a;:EqA]

K = Tm
0 G7Eqp[¢::Eq(T5et )n+1K “a:EqA]
H,p 0

Ko (4.5)

Indeed, the base case of Equation 4.5 is trivial because

79 n K
GEq, [¢::TH,+EEP Kolla:=Eq,]

— Ko =T9 K
07 T GE0=Fa e e Jlv=Eaa] O
P
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and the inductive case is proved by:

Tm+1 K

G.Eq,¢:=Tj e Kolla=Eas] "

. m

= TG,Eq,,w::TFIEpKo}[a:=EqA} (TG,Eqp[qs::TZTEEpKo][a:=EqA1 Ko)
=T

eyt o) (T e K0)
Eap[¢:=Tp kq , Kolle:=Eq.] G,Eqp[¢::Eq(TIs{et nt1 g, |l =Ea.]
P

)

— NPT, B Rel . gqm+1 — . m —

= )\R.[[F, w, /3 l_ G]] Eqp[¢ — TH,EquO] [Oé - EqA] [w — TG,Eqp[¢I:Eq(TI${e7tp>n+1KO][m] KO] [B — R]
—\RIT-4» B Rel — — . m —

- )\R'[[F’ (LA G]] Eqp[¢ T Eq(TISf,tp)nHK‘)Ha T EqA] W T TGvKp[(b::Eq(T?{e,tp)nﬁLlKo}[O‘::EqA} KO] [6 T R]

G.Eq, [¢:—E Jo=Ea) (L Eq, [¢imE ar=Eq,) 10)
Eq,(¢:= q<TIS_itp)n+lK0 ‘=Eqy ,Ea,[¢:= q(TIS.ftp)"HKo”a'_ a4l

=77 K
GvKp[(b::Eq(TIS_itp)n+lKo}[O‘::EqA} 0

Here, the second equality holds by the induction hypothesis for Equation 4.5 on m. The
fourth equality holds because ¢ and the variables in @ do not appear in G. (We note
that this case of the IEL would fail to hold if the functorial context in which the body
F of a u-type pop. A a. F were formed in Definition 2.1 were extended to contain variables
other than ¢ and the as. This justifies our design of the p-type formation rule there.)
This concludes the fixpoint case.
o [I@+ F+ G]REq, = [[; @ - F]*'Eq,+[I; @ - G]R*'Eq, = Eqpr,q rpse,HEArar-gpse, =
Edir,ar Fisetp i [riorclsey = Edprorrigpse,
) [[P, dFF x G]]ReIEqp = [[F, d F]]REIEqu[[F; P+ G]]REIEqp = EQ[[F;cbl—F]}SethEqﬂF;cbl—G]]Setp =
Edr,ar Fisetpx [riarclse) = EA[rarrxapse, L
With the IEL in hand we can prove a Graph Lemma appropriate to our setting:
Lemma 4.5 (Graph Lemma). If p,p’ : SetEnv and f : p — p' then ([[;® F FJ*¢'f) =
[T; @ - FIR(F).
Proof. Applying Lemma 3.14 to the morphisms (f, id,) : (f) — Eq, and (id,, f) : Eq, — (f)
of relation environments gives
(ID: @ - P57, [0 @ - F]Sid,)
= [[;@F FIR(fidy) : [0 - FIR(f) — [T; @ - F]REq,,
and
([0 @ = F]>id,, [T; ® - F]**f)
= [[;@F FIRe(id,, f) : [[; @ - F]R'Eq, — [I; @ - FIRe(f)

Expanding the first equation gives that if (x,y) € [I'; ® - F]Re'(f) then
([0;® + F** f 2, [T @ - FJ**d,, y) € [T;® - F]REq,,
So [T; @ F]>tid, y = idpr.orppsety ¥y = y and [0 F]]Re'Eqp, = Eqqr.orppset,» and if
(z,y) € [T;® = FIR(f) then ([T; @ - F[>f z,y) € Eqpp.gpppset,s e, [T @ - F[5 f 2 =y,

ic.. (2,y) € (I ® - FJ%f). So, we have [[3® b FF(f) C ([T @ - FIS).
Expanding the second equation gives that if 2 € [I'; ® F F]>*tp then

([T; @ - F]5*id, , [T; @ - F]% f z) € [T; @ - F]R(f)
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Then [[;® F F]°id,z = id[r.or pse,@ = , so for any z € [[5®F F]>tp we have
(z,[[;® F F]>tfz) € [I; ® - FIRe(f). Moreover, z € [I'; ® - F]>¢p if and only if
(a,[[; @ - FI>f 2) € ([[; @ - )
and, if z € [[;® - F[°p then (x, [[;® - F[>¢f ) € [T; ® F F]R(f). Thus, if
(a,[[; @ = FI>f 2) € ([[; @ - F[>*)
then (x, [[;® F FJ*¢ fz) € [I; ® - FR(f), ie., ([I; @ F FJ3¢tf) C [T;® - FIRF). O

5. INTERPRETING TERMS
IftTA=ux: F,...,v, : F, is a term context for I' and ®, then the interpretations
[T;® - AJ®¢t and [T; ® - AR are defined by
[C;@ - AP = [[;@F Fy]5t x - x [[;® - F,[5
[C;@ = AR = [[;@ - F]R x - x [ @ F F,]Re
Every well-formed term I'; ® | A+ ¢ : F then has, for every p € SetEnv, a set interpretation
[[;® | AFt: F]5p as the component at p of a natural transformation from [I'; ® F A]%

to [T; ® - F]>, and, for every p € RelEnv, a relational interpretation [I;® | A ¢ : F]Rep
as the component at p of a natural transformation from [I'; ® - AR to [T'; @ - F]Re!

Definition 5.1. If p is a set (resp., relation) environment and I';® | A F ¢ : F then
[[;® | Akt: F[5)p (resp., [T;® | AFt: F]R¢'p) is defined as in Figure 2, where D is
either Set or Rel as appropriate.

If t is closed, i.e., if 0;0 | 0 - ¢ : F, then we write [ ¢ : F]P instead of [#;0 | 0 ¢ : F]P.
The interpretations in Definition 5.1 respect weakening, i.e., a term and its weakenings all
have the same set and relational interpretations. Specifically, for any p € SetEnv,

[[F;(I)‘A,xZFI_tZG]]Sﬁ,O:([[F;@’Af‘t:G]]setp)Oﬂ'A

where 74 is the projection [[;® F A,z : F]>t — [[; ® - A]>t. A similar result holds for
relational interpretations. B
The return type for the semantic fold is [I'; 3 = F]Pp[8 := B]. This interpretation gives

[C;0|AF Lyt : Nat? FGIPp = curry([T;0 | A,z : FHt: G]P)p)
and

[T;0| Ak st: G]Pp=evalo ([I;0|AFs: Nat?’ FG]Pp, [T;0| A+t : F]Pp)

so it specializes to the standard interpretations of those System F terms that are representable
in our calculus. Term interpretation also respects substitution for both functorial and non-
functorial type variables, as well as term substitution. That is, if I',a; ® |A F ¢ : F and
[0, a|AFt: Fand T';® F G then

[T;®|Ala:= G| Ftla:=G]: Fla:=G]]°p=[I,a; ®| A+t : F]Ppla:= [I; ® - G]°p)]
and

[T;®|Ala:= G) F t'|a:= G] : Fla:= G]]Pp = [[;®,a| A+t : F]Ppla := [[;® F G]Pp]
and f @ | Az :GEHt: Fand ;@ | A b s: G then
M. D;@|AFtz:=s]: FIPpA=MA.[I;®|A,z:GFt: F]Pp (A, [[;®]AFs:G]PpA)
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[[5®|A,z: FFx: F]Pp
[T;0| A+ Lgx.t : Nat® FG]Pp
[[;@|A ¢ ts : Gla:= K]|[Pp

[[;®|AF Lpt: F]Pp

[[;@|AFT:1]%

[D;@|AF (s,t): F x G]Pp
[[;®|AFmit: F]Pp

[[;® | AF mot: G]Pp

[[;® | Ak casetof {x —I; y — 7} : K]Pp

[[;®|AFinls: F+G]Pp

[[F;<I>|AFinr£LF+G]]Dp B
;010 F maph© : Nat’(Nat?TF @)

(Nat™ H[¢ :=5 F] H[¢ :=5 G))]°p

[D;0|0F ing : Nat® H[p := (uo. a.H)B] [« = S
(np.Xa.H)B]Pp

[T;0]0 - foldk : Nat? (Nat® H[¢ :

(Nat” (uo.xa.H)B F)[Pp

=5 Flla = p| F)

Figure 2: Term semantics

TA|+1

curry([I @ | A,z : F -t G]]Dp[ﬁ])

eval o <)\d (IIF @ | AFt: NatEFG]] P d)m,
[T;®|AFs: Fla:= K]|]Pp)

EF BFF]P)p © [[;@ | At t:0]Pp, where
'Ep SFFPp is the unique morphism from 0

to [T;® - F]%p

| [T52HA]Pp '[[F;Q’FA]]D;J
‘1

, where ]
is the unique morphism from [I'; ® + A]Pp to 1

([T;@|AFs: F]Pp, [T;@|AFt:G]Pp)

mo[[®|AFt: FxG]Pp

mo[[®|AFt: FxG]Pp

eval o {curry [[T; @ | A,z : FF1:K]Pp

[T;®|A,y: GFr:K]Ppl,
[T;®|AFt: F+G]Pp)

inlo [[;®|AFs: F]Pp

inro [I;®|AFt:G]Pp

X7 C.[T;6,7F H]]Didp[,y:jc] [¢ := AB.ng¢l

Ad. mTI;I( where X is Set when
P

D = Set and not present when D = Rel
Ad. fOZdef,p

where X is as above

Direct calculation further reveals that term interpretations also satisfy

[[;9 | AF (Lga.t)ws]® =

and

[T;0 | AF Lgx.tgz : Nat® FG]P =

[T;® | Ak tla == K][z := s]]°

[T;0 | A-t:Nat® FG]P

6. NATURALITY AND THE ABSTRACTION THEOREM

6.1. Naturality and Its Consequences. We first show that terms of Nat-type behave as
natural transformations with respect to their source and target functorial types, and derive
some conseqgences of this observation. If I';@ = F then define the identity idrp on F by
idp =T;0 | 0 F Lgz.z : Nat®F F. Also, recall from Section 2.2 that if I';@| A ¢ : Nat®F G

and T;0|AF s

Nat®G H are terms then the composition s ot of t and s is defined by
sot=T;0|AF Lgz.s5(tgz) : Nat*F H. Then

[C;0]0F idp : Nat®F F]>px = id NA[D @ F]5 plar=A]

for any set environment p, and

[C;0| A sot: Nat™F H]> =

[T;0| Ak s: Nat®G H]> o [T;0| A+ ¢ : Nat®F G

Naturality of term interpretations is then easily verified:
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Theorem 6.1. If T;0| A+ s: Nat*"FG and T;0 | At : Nat" K H, then
[T:0 A+ ((mapg™)g) o (Lyz.sz~2) : Nat Fla = K| Glo = H]]J5
=[50[AF (Lyz.sg52) 0 ((map?’H)q) ) : Nat'Fla := K| G[a := H|]>

Theorem 6.1 gives rise to an entire family of free theorems that are consequences of
naturality, and thus do not require the full power of parametricity. In particular, Definition 5.1
alone ensures that standard properties of the initial algebraic constructs map, in, and fold
hold. We have, for example, that the interpretation of every mapy is a functor, i.e., if

ia,y-H, T;0|AFg:NatVFG, and T;0| A - f : Nat”G K, then
[T 0| A - (maphy ™)y (Fog) : NatTH[a == F) H[o == K|
= [;0| A F (map$™ )y F o (maph? )y g : NatTH[o := F)] H[a == K]|]>*

In fact, we have that if ;o - H, T;0 - F, and I'; § F G, then, for all f € [I'; @ - Nat’ F G]Setp,

[[:0|z:Nat’ F G - (mapg’a)wf :Nat? H[a:= F| H[a .= G|]**p f
= [Dyak H>id,[o = f]
= mapyz [[F'EI—H]]Setp[a-—A]f

Here, we obtain the first equality from the appropriate instance of Definition 5.1, and the
second one by noting that MA. [[;@ F H]>**p[a := A] is a functor in A and using mapg f
to denote the action of the semantic functor G on morphisms f. We also have, e.g., that:

e map is a higher-order functor, i.e., if ;9,7 + H, I;a, 7,6 - K, ;8,57 F, I'; 3,7 F G,
and ¢ = Nat’(Nat™*7F G) (Nat"H[¢) := K|[¢ := F| H[¢ := K|[¢ := G]), then

[0;0[0 F maphC ] = [150] 0+ Loz.(maph “=K=C  (maph:©)y 2) : ]

H[p:=K]
e fold behaves as expected, i.e., if £ = NatBH[qS = (pp.a.H)B][a := B] F, then
[C;0|2: Nat?H[p := F][a == B] F + ((fold g r)gx) o ingr : €]

=[50z : NatBH[QZ) =Flla:=8]FFuzo ((map;’;[d) Aag)ﬁ, Jo((foldp, 7)gz)) )t

e in has a right inverse, i.e., if £ = Nat? (up. . H)B (g . H) B, then

[T; 0 | O ing o (fOIdHH[ (. H)ﬁ]) ((mapHW =(pp-xa. H)B][a:=B],(uep. \a. H)ﬂ) ") ﬂSet

=[I;0|0+ i (s 3. 1) - e
e in has a left inverse, i.e., if £ = NatﬁH[qb = (up. a.H)B] H[¢ := (u¢. a.H)A], then
[;0]0 - <fOIdHH[ _wona. H)B]> ((mapH[qb =(u¢.\a.H)B[a:=P],(nd.\a. H)ﬁ)@inH) oing : €]5
=[5 010F id g g 3wy €17

Analogous results hold for relational interpretations of terms and relation environments.
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6.2. The Abstraction Theorem. To get consequences of parametricity that are not
merely consequences of naturality, we prove an Abstraction Theorem (Theorem 6.4) for our
calculus. As is usual for such theorems, we first prove a more general result (Theorem 6.2)
for open terms, and recover our Abstraction Theorem as a special case of it for closed terms
of closed type.

Theorem 6.2. Every well-formed term T'; ® | A+t : F induces a morphism from [['; ® F A]
to [I;® - F], i.e., a triple of natural transformations

(I0;® | At FI> [0:® | A t: F], [T;® | Ak t: F]Re
where, for D € {Set,Rel} and for p € SetEnv or p € RelEnv as appropriate,
[T;@ | AFt:F]° @ [[;@FA]P - [I;@ - F]P
has as its component at p : SetEnv a morphism
[C;® | AFt:F]5tp : [[;0F A]Stp — [[;® - F]5t)
Moreover, for all p : RelEnv,
[0;0 | AFt: FJRp = (00 | At t: F]>(mp), [[;® | AFt: FJ>(mp))  (6.1)

Proof. The proof is by induction on ¢. It requires showing that set and relational interpreta-
tions of term judgments are natural transformations, and that all set interpretations of terms
of Nat types satisfy the appropriate equality preservation conditions from Definition 3.2.
For the interesting cases of abstraction, application, map, in, and fold terms, propagating
the naturality conditions is quite involved; the latter two especially require some rather
delicate diagram chasing. That it is possible provides strong evidence that our development
is sensible, natural, and at an appropriate level of abstraction.

The only interesting cases are the cases for abstraction, application, map, in, and fold.
We omit the others.

o I;0| At Lyx.t : Nat® FG Tosee that [T;0| A F Lgxz.t : Nat® F G]°¢ is a natural trans-
formation from [T;0 F A]%¢ to [T;0+ Nat™ F G]°* we need to show that, for every
p: SetEnv, [0 | A& Lgz.t : Nat® F G]°**p is a morphism in Set from [T';() - A]%¢*p to
[T; 0 - Nat® F G]3¢p, and that such a family of morphisms is natural. First, we need to
show that, for all A: Set and all d : [T;0 - A]>p = [[;@ F AJ®**p[a := A], we have that
(IT;0| A+ Lgx.t : Nat® F G[>*pd)5 : [T;a - F]**pla = A] — [[;a - G]*>*pla = 4]
but this follows easily from the induction hypothesis. That these maps comprise a natural
transformation 7 : [I;@ - F]* p[a=2] — [[;a + G]°p[a=_] is clear since

g = curry ([O;@ | A,z : F Et: Gl = A))d

is the component at A of the partial specialization to d of the natural transformation
[D;@| A,z : Frt: G pla=

To see that the components of 7 also satisfy the additional condition needed for 1 to be in

[T;0 - Nat® F G]°p, let R : Rel(A, B) and suppose

(u,v) € [atk F]]Re'Eqp[a := R]
— ([Gsar FSpla=4),
[T+ F]%pla = B, (I';a - FI*Eq,[a:= R)")
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Then the induction hypothesis and (d,d) € [[;0 - A]JR¥Eq, = [I';0 - A]REq, [0 := R]
ensure that
(7w, 150)
= (curry ([T;@| A,z : FFt:G]>pla:= A])du,
curry ([T;@| A,z : F Ft: G pla := B])dv)
= amry([lia|A,z: Ft: G]REq,[a := R]) (d,d) (u,v)
[T;at- G]]RelEqp[oz = R]

Moreover, [0 | A& Lzz.t Nath G]3%p is trivially natural in p, as the functorial action
of [T;0 F AJ®¢t and [T'; 0 - Nat® F G]°** on morphisms is the identity.

o I'®|AFtrs: Gla:= K] To see that [I'; ® | A b ties : Gla = a := K| is a natural trans-
formation from [['; ® - AJ%¢t to [T; ® - Gla := K]]>* we show that, for every p : SetEnv,
[T;®| A F tes : Gla:= K[>
is a morphism from [I;® - A]%¢p to [I';® F G[a := K]]°**p, and that this family of
morphisms is natural in p. Let d : [T'; ® - A]>*p. Then
[T;®|AFtes : Gla = ]ﬂsetpd
= (evalo (([T;0|A Ft: Nat™ FG]>*p gy I ®[AF s Flo:= a = K|]>*))d
= eval(([[;0| A+ t: Nat™ F G]>*p irarays, & [0;®|AF s: Fla:= K|]>*pd)
= eval(([T;0| A F t: Nat® F G]*¢p d)W [[;®|AF s: Fla:= K|]>*pd)

The induction hypothesis ensures that

(T 01 A £ Nat™ F G p d) e

has type [[;@ F F]>pla := [[;® - K[5¢tp] — [[;a - G]>*pla := [[; @ - K]5tp]. Since,
in addition,
[[;®|AF s: Fla:= K|[**pd: [T;® F Fla := K|[*>¢p
= [[;®,ak F]>pla := [[;® F K]Sp]
= [[;ak FJ*pla = [I; ® - K]Setp]

we have that

[[;®|AFtes: Gla:= K[> pd : [I[®,a@ - G]>*pla = [[;® - K]5tp)
= [[;®F Gloa:= K|
as desired.
To see that the family of maps comprlslng [T;@| A b tis : Gla := K]]° is natural in

p we need to show that, if f: p — p’ in SetEnv, then the following diagram commutes,
where g = [0 |A ¢t Nato‘FG]}Set and h = [[5®|AF s: Fla:= K[>

[Ds@-A]

[T @ - A [T @ - A5/

(9p: h’”l [T30FNat™ F GI5 f x [T;bF F[am K]S f l@P’ ho')
[T;0 F Nat™ F G[**p x [T;® - Fla == K]]**p [T;0 - Nat™ F G]**'p' x [[;® + Fla := K|[**)'
evaIO((—)szd)\L levalo((—)mxzd)
[[;® F Gla = K]]>p [[:® F Gla = K%/

[[;@FGla=K]]% f
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The top diagram commutes because g and h are natural in p by the induction hypothesis.
To see that the bottom diagram commutes, we need to show that

[T; @ & Gla == K]J>* f (nrgrz7,)
= (030 - Nat™ F G f ) rgr e (03 @ - Flo:= K| fa)

holds for all n € [T;0 - Nat® F G]>*p and = € [[;® I Fla := K]|]>*p, i.e., that

[[F,E l_ G]]SQtf[Oé = [[F, (I) l_ K]]Setf] (e} W
Mrarrysey © [k FJ3¢ fla = [T; @ - K[t f]

for all n € [T'; F Nat® F G]***p. But this follows from the naturality of 1, which indeed
ensures the commutativity of

Trier K]Set
] ——

[T;a - F]**pla == [T; @ - K]S U a - G pla = [T; @ = K]S p)

e = s o] | e sia=Trar K7

—
[T+ K]Setp/
—_—

[0;a - FJ* ) [a:= [T;® - K[5p/] 0@ - GI> ' [ = [T; @ F K]St/

e ID |0+ mapzﬁ : Nat? (Nat?7 F @) (Nat” H[$ 1=z F] H[¢ :=5 G]) To see that

[0:0 | 0 - mapf;@ < Nat® (Nat? F G) (Nat7 H[§ =5 F| H[$ =5 G))]** pd7

is in [[;0 - Nat” H[¢ :=5 F| H[$ :=5 G][>**p for all p : SetEnv, d : [0 - 0]>*p, and

B

n: [T;0 - Nat®7 F G]Setp
we first note that [I'; ¢,7 - H[° is a functor from SetEnv to Set and, for any C,

is a morphism in SetEnv from

ply = Cl[¢ := AB.[1;7, B+ F]5¢tp[y = C|[3 := BJ|

to

ply = Cll¢ := AB.[I;7, B+ G]5p[y := C][B := B]]
so that

(T30 | 0 F mapp;© : Nat® (Nat®7 F G) (Nat” H[¢ =5 F) H[d =5 G)I** pdm)
= [[6,7 F H[>"id .= [¢ := AB.np¢]
is indeed a morphism of type

[Ts7 - H[¢ = FII**ply = C] — [[;7 + H[¢ := GlI**ply := C]

This family of morphisms is natural in C: if f : C' — C’ then, writing ¢ for

[0:0 | 0+ mapi© : Nat? (Nat? F G) (Nat” H[§ =5 F] H[$ =5 GDI** pd7j
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the naturality of 7, together with the fact that composition of environments is computed
componentwise, ensure that the following naturality diagram for ¢ commutes:

;7 - H[p=Fl|*ply = C) — % [I37+ H[p = Gl ply = O
(e H(E=PI idy =) | | nE=aia, =7,
037+ H{G = FIIp = O <5 [y - H[G = Gl ply == O
That, for all p : SetEnv and d : [T'; 0 F (]3¢, ¢ satisfies the additional condition needed
for it to be in [I';0 - Nat” H[¢ =5 F|H[¢ :=5 G]]°% p follows from the fact that 7 satisfies

the extra condition needed for it to be in its corresponding [T'; ) - Nat?7 G]>%tp. Finally,
since ® = (), the naturality of

[0:0 | 0+ mapfy© : Nat? (Nat? F G) (Nat” H[ =5 F] H[$ =5 G))[**p
in p is trivial. 7
o I;0|0Fing : Nat® H[¢ := (up. a. H)B|[a := B] (up.Aa.H)B Tosee thatif d : [I';0 - 0] p
then

[T:0]0F ing : Nat® H[¢ := (up. a.H)B[e = B (ud.Ne.H)B]*t pd

is in [T;0 F Nat® H[¢ := (uo.No.H)B|[o = fB] (uop.\a. H)B]Se p, we first note that, for all
B,

(IT;010 - ing : Nat® H{ := (up.Na. H)Bl[a:= B (ugp-\a. H) B> pd)
= (mTIS;; )5
maps
[T; 8+ H(p := (up.xa.H)B|[a = B][>*p[B := B
— T3 (T B
to [[; B+ (up.Na.H)B]3p[B := B] = (/LTEE;) B. Secondly, we observe that

[T;0|0+ ing : Nat® H[¢ := (o xa.H)B|[o = B) (up.Na. H)B[* pd

= inTIS{etp

is natural in B, since naturality of inT;,Iet ensures that the following diagram commutes
0
for all f: B — B

(in

Set
T _
TSet ( TSet )E va)B ( TSet )§
H,p \WH)p HEH p
Tlsfytp (“Tls“le-,tp)T “TIS“IeTpT
(inset )57
T 7
. B

T3, (WTi,) B
That, for all p : SetEnv and d : [T; 0 - 0]%p,
[T;0(0+ ing : Nat® H[¢ := (up. a.H)B[a = B] (u¢.Na.H)B]>* pd
satisfies the additional property needed for it to be in

[0:0 + Nat® H[¢ := (up.\ov.H)B|[o = B (up-Xa.H)B]** p

(WT%',) B
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follows from the fact that, for every R : Rel(B, B’),

(([T;010 1+ ing : Nat? H[¢ == (uo.Na.H)B|[a == B iﬁ] (u¢ e H) B> pd)g.
(1010 - ingr : Nat? Hlg = (ugXa.H)B)[a = B] (o . H)BI5 p d) )
=( (ngffp)Ea (mTlsfp)ﬁ)

has type
(TS (UTEE) B — (uT52) B. T5 (W58 B — (uT5) B)
— 5B Hp = (npXa.H)B)[a = BJJREq,[F:= F) —
[T B F (up.Na.H)B]FEq,[5 = R|

Finally, since ® = (), naturality of

;0|0 F ing : Nat® H[¢ := (up. \a.H)B|[a == B] (ué.Naw.H)B]>
in p is trivial. 7 B
o T;0 | 0 foldf; : Nat? (Nat” H[¢ :=5 F][a:= j| F) (Nat” (u¢.\a.H)B F) Since ® is empty,
to see that

[T;0 | - foldk : Nat? (Nat® H[¢ =5 Flla:= B F) (Nat? (up.\a.H)B F)]>

is a natural transformation from [T;( - (]%¢t to
[1;0 F Nat’ (Nat” H(p :=5 Fl[a = §] F) (Nat® (ug.\a.H)B F)]>

we need only show that, for all p: SetEnv, all n: [T;0 NatEH[(b 1=z Flla = f] F[5¢tp,
and the unique d : [T; 0 - ]3¢y,

[0:0 | 0 - fold}; : Nat” (Nat® H[¢ :=5 Fla:= B] F) (Nat” (up. \a.H)B F)]** pdn
has type [I'; 0 - Nat? (no.Xa.H)B F> p, i.e., for any B,
(IT;0 | O+ foldky : Nat? (Nat® H[¢ =5 Flla:= ] F) (Nat” (ugp.Na. H)B F)]>* pdn)g

is a morphism from [I'; 8 + (ué.\a.H)B]3p[B := B] = (,quf;)E to [T; B + F]>p[3 := B.
To see this, note that 7 is a natural transformation from
AB.[T; B+ Hl¢ := Fl[a := B]|>*p[B := B]
= AB.Ti (MA.[T; B+ F[*p[3 := A]) B

to
(AA.[I; B - F[**p[3 := A])B
[T; B3+ F]>p[3 := B]

A\B.

= A\B.
and thus for each B,

(IT;0 | O+ foldky : Nat? (Nat® H[¢ =5 Flla:= ] F) (Nat® (ugp.Na. H)B F)]>* pdn)g

is a morphism from [I'; B + (ué.\a.H)B]3p[B := B] = (MTff;‘))E to [T; B + F]>p[3 := B.

To see that this family of morphisms is natural in B, we observe that the following diagram
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commutes for all f : B — B’

(fold set M7
Toet B
H,p

(uTit,) B [T;B - FI**p[B := B)
(WTET [03B+ 15t id , [(B7=F)
o (fOldT%et 'U)F _
(uTif,) B = [T B + FI*p[B = B']

by naturality of fOldTIS{et 1. To see that, for all p : SetEnv,
P
n: [0+ Nat? H[g =5 Flla = B| FI>p
and d € [T;0 F 0]>p,
[0:0 | 0+ fold}; : Nat® (Nat? H(p :=5 Fl[a = B] F) (Nat® (ug. \a.H)B F)|** pdy

satisfies the additional condition needed to be in [I';0 Nat? (np. A a.H)B F> p, let
R : Rel(B, B’). Since n satisfies the additional condition needed to be in

[0;0 + Nat? (H[¢ := F|[a:= B]) ]
we know that
( (foldT;;tpn)@ (fOldT;;U)ﬁ)
has type |
(uTHEq,) B — [T; B = F]R'Eq,[B = R]

(uTp eq,) [T; B + BIR'Eq,[8 := R] — [I: B + F]R“Eq,[5 := R]
= [[38F (pg.Na.H)BJREq, [ := R] — [T; B F F]REq,[3 := R]

Finally, since ® = (), naturality of
[150 | 0 - fold}; : Nat® (Nat® H[¢ :=; F[a:= B] F) (Nat? (up.\a.H)B F)]>*

in p is trivial. []

The following theorem is an immediate consequence of Theorem 6.2:

Theorem 6.3. If I';®|At: F and p € RelEnv, and if (a,b) € [T;® F AJRep, then
(L@ |A &t F]3(mip)a, [[; @ | At F]3(m2p) b) € [I; @ - F]Relp.

Finally, the Abstraction Theorem is the instantiation of Theorem 6.3 to closed terms of
closed type:

Theorem 6.4 (Abstraction Theorem). Ifl-t: F, then ([t : F]>, [t : F]°¢) € [ F]Re..

7. FREE THEOREMS FOR NESTED TYPES

In this section we show how Theorem 6.2 and its consequences can be used to prove free
theorems. Those in Sections 7.3, 7.4, and 7.5 go beyond mere naturality. We also show that
we can extend short cut fusion for lists [GLP93] to nested types, thereby formally proving
correctness of the categorically inspired theorem from [JG10].
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7.1. Free Theorem for Type of Polymorphic Bottom. Suppose - g : Nat* 1« and
g%t = [F g : Nat*1a]>t. Then ¢ is a natural transformation from the constantly 1-
valued functor to the identity functor in Set. In particular, for every S : Set, gget 11— 5.
Note, however, that if S = (), then there can be no such morphism, so no such natural
transformation, and thus no term F ¢ : Nat®1 «, can exist. That is, our calculus admits no
(non-terminating) terms with the closed type Nat®1 « of the polymorphic bottom.

7.2. Free Theorem for Type of Polymorphic Identity. Suppose - g : Nat® « o and

g%t = [ g : Nat® aa]>t. Then ¢° is a natural transformation from the identity functor

on Set to itself. If S is any set, if a is any element of S, and if K, : S — S is the constantly

a-valued morphism on S, then naturality of ¢g> gives that g2 o K, = K, o g2, i.e.,
ga = a, ie., g2 = idg. That is, g°* is the identity natural transformation for the

identity functor on Set. So every closed term g of closed type Nat®a « always denotes the
identity natural transformation for the identity functor on Set, i.e., every closed term g of
type Nat®a a denotes the polymorphic identity function.

7.3. Standard Free Theorems for ADTs and Nested Types. We can derive in our
calculus even those free theorems for polymorphic functions over ADTs that are not conse-
quences of naturality. We can, e.g., prove the free theorem for filter’s type as follows:

Theorem 7.1. If g : A — B, p € RelEnv, pa = (4, B,{g)), (a,b) € [o;0F A]Rep,
(sog,s) € [o; 0+ Nat’a Bool]Rp, and

filter = [a; 0| A+ ¢ : Nat®(Nat? o Bool) (Nat? (List o) (List a))]>
for some t, then
map ;s g © filter (m1p) a (s o g) = filter (m2p) bs o map ;g g
Proof. By Theorem 6.4,
(filter (w1p) a, filter (m2p) b) € Joi; O F Nat?(Nat? o Bool) (Nat® (List o) (List )R p
so if (¢, s) € [a; 0 - Nat?a Bool]Re'p = par — Eqp,,; and (zs',xs) € [oi; 0 F List o]R¢p then
(filter (m1p) a s’ s, filter (map) bsxs) € [a; 0 F List a]R¥'p (7.1)

If pa = (A, B,(g)), then [o; 0 Lista]Rp = (map,,, g) by Lemma 4.5 and demotion.

Moreover, s = mapy, gxs and (s',s) € (g) — Eqpy., 80 8 = s o g. The result follows

from Equation 7.1. L]
A similar proof establishes the analogous result for, say, generalized rose trees.

Theorem 7.2. If g: A — B, F;G : Set — Set, n : FF — G in Set, p € RelEnv, pa =
(A, B,(9)), p = (F,G,(n)), (a,b) € [, ;0 = AR, (s0g,5) € [a;0 F Nat’a Bool[Re'p,
and

filter = [o, ¥; 0| A F t : Nat”(Nat? o Bool) (Nat?(GRose ¢ ) (GRose i (o + 1)))] >

for some t, then

mMap Grose M (g + ]-) © ﬁltET’ (ﬂ-lp) a (S © g) = ﬁltET’ (7T2p) bso map Grose 19
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This is not surprising since rose trees are essentially ADT-like. However, as noted in
Section 2.2, our calculus cannot express the type of a polymorphic filter function for a proper
nested type.

7.4. Short Cut Fusion for Lists. We can recover standard short cut fusion for lists [GLP93]
in our calculus:

Theorem 7.3. If - F, - H, and § = [3;0]0 F g : Nat?(Nat’(1 + F x B8) 8) B]5¢ for some
g, and if c € [F F]*>¢t x [ H[%¢ — [F H]>® and n € [~ H[>, then

fold y -ppsers_mc (g (List [ F]5%) nil cons) = § [~ H]>* nc
Proof. Theorem 6.4 gives that, for any p € RelEnv,

(G (m1p), §(m2p)) € [B;0F Nat’(Nat’(1 + F x ) 8) B]Rep
=~ ((([- FIRp x pB) — pB) x pB) — pB

so if (¢, ¢) € [ F]R®'p x pB — pB and (n',n) € pfB then (g (mip)n'c,§(mep)nc) € pB. In
addition,

[ foldf, ;.5 : Nat’(Nat’(1 + F x H) H) (Nat’(ua.1 + F x o) H)]**
= f01d1+[[>—F]]Setx,
so that if ¢ € [F F5¢t x [~ H[% — [ H]>® and n € [~ H]>, then
(n,c) € [F Nat’(1 + F x H) H]>*

The instantiation

mpf = [ pal+ F x o]>t = List [ F]>
mpf = [ H]>*

pB = (foldyyfpppsex_nc) : Rel(m1pB, m2pB)
d = cons

n' = nil

thus gives that
(§ (List [+ F]°*) nil cons, § [+ H]>***nc) e (foldy [ ppseex_nc)
ie.,
foldy - pysers_mc (g (List - FT5%) nil cons) = § [ H]*>* nc []
We can extend short cut fusion results to arbitrary ADTs, as in [Joh02, Pit98].

7.5. Short Cut Fusion for Arbitrary Nested Types. We can extend short cut fusion
for lists [GLP93] to nested types, thereby formally prove correctness of the categorically
inspired theorem from [JG10]. We have:

Theorem 7.4. If );p,a+ F, ;o K, H :|Set,Set] — [Set,Set] is defined by
Hfz = [0;¢,ak FJ3¢ = fllo:=x]
and
§=1[¢:0]0F g:Nat” (Nat” F (¢)) (Nat® 1 (o))
for some g, then, for every B € H[{; a - Kﬂset = [0;a - Kﬂset,
foldy B (§ pH ing) = g[0; 0 K[> B
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Proof. Theorem 6.4 gives that, for any p € RelEnv,

(g (m1p), 3 (m2p)) € [¢:0+ Nat’(Nat*F (¢a)) (Nat® 1 (¢a))[Rep
= [6:0F Nat™F (60)]"p = [:0 F Nat® 1 (o)
= [¢;0 F Nat®F (¢a)]Re!p — pop

so if (A, B) € [¢;0 - Nat®F (¢a)]R¢'p then (§ (m1p) A, § (map) B) € pp. Also,
[ foldX : Nat? (Nat®F|¢ := K] K) (Nat®((u¢- M. F)ar) K)]°¢ = fold

Now let A = ing : H(uH) = pH, B : H[};a+ K]3 = [0;a F K], p¢ = (foldy B),

mp¢ = pH, mopp = [ b KI5, po : Rel(mipp, mapg), A : [¢;0F Nat*F (60)]>* (m1p),
and B : [¢; 0 - Nat®F (¢a)]>(m2p). Demotion ensures that

A=iny: H(uH) = pH = [¢;0 F Nat®F (¢a)]>*(71p)
and demotion and Lemma 4.5 together give that

(A,B) = (ing,B) € [¢;0F Nat*F (pa)[?p
= M.[¢;a F FJRe[¢ = (foldy B)]la := A] = (fold;; B)
= [0;¢,a = F]R(foldy B) = (foldy B)
= ([0;¢,a ;- F]>* (foldy B)) = (foldy B)
= (mapy (foldy B)) = (foldy B)

since if (x,y) € (mapy (foldy B)), then
foldy B (ing x) = By = B (mapy (foldy B) x)
by the definition of fold as a (indeed, the unique) morphism from ing to B. Thus,

(9 (m1p) A, g (m2p) B) € (foldy B),

ie., foldy B (g (mp)ing) = §(mep) B. But since ¢ is the only free variable in g, this
simplifies to foldy B (G uH ing) = § [0; a + K]> B. 0

As in [JG10], replacing 1 with any type 0; « F C generalizes Theorem 7.4 to deliver a
more general free theorem whose conclusion is foldy B o § uH ing = §[0; o - K> B.

Although it is standard to prove that the parametric model constructed verifies the
existence of initial algebras, this is unnecessary here since initial algebras are built directly
into our model.

8. PARAMETRICITY FOR GADTSs

As discussed in Section 1, type indices for nested types can be any types, including, in the case
of truly nested types like that of bushes, types involving the very same nested type that is be-
ing defined. But every data constructor for a nested type must still have as its return type ex-
actly the instance being defined. For example, the data constructors for the instance PTree A
of the nested type PTree are pleaf :: PTree A and pnode :: PTree (A X A) — PTree A, and
the data constructors for the instance Bush A of the truly nested type Bush are bnil :: Bush A
and bcons :: A — Bush (Bush A) — Bush A.

Generalized algebraic data types (GADTs) — also known as guarded recursive data
types [XCCO03] or first-class phantom types [CHO3] — generalize nested types by relaxing
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the above restriction to allow the return types of data constructors to be different instances
of the data type than the one being defined. For example, the GADT

data Seq (A : Set) : Set where
sconst : A— Seq A
spair : Seq A — SeqB — Seq (A X B)
sseq : (Nat — Seq A) — Seq (Nat — A)

has data constructors spair and sseq with return types Seq (A x B) and Seq (Nat — A).
These types are not only at different instances of Seq from the instance Seq A being defined,
but also at different instances from one another. The resulting interdependence of different
instances of GADTs means that they can express more constraints than ADTs and nested
types. For example, the ADT List expresses the invariant that all of the data in the lists it
defines is of the same type, while the nested type PTree expresses this invariant as well as
the invariant that all of the lists it defines have lengths that are powers of 2. The GADT Seq
enforces even more general well-formedness conditions for sequences of values that simply
cannot be expressed with ADTs and nested types alone.

GADTs are widely used in modern functional languages, such as Haskell, as well as in
proof assistants, such as Agda, that are based on dependent type theories. A natural next
step in the line of work reported in this paper is therefore to extend our parametricity results
to GADTs. A promising starting point for this endeavor is the observation from [JGO8] that
the data objects of GADTs can be represented using object-level left Kan extensions over
discrete categories. The more recent results of [JP19] further show that adding a carefully
designed object-level left Kan extension construct to a calculus supporting primitive nested
types preserves the cocontinuity needed for primitive GADTSs to have well-defined, properly
functorial interpretations. Together this suggests extending the type system in Definition 2.1
with such a left Kan extension construct, and extending the calculus in Figure 1 with
corresponding categorically inspired constructs to introduce and eliminate terms of these
richer types. This approach exactly mirrors the (entirely standard) approach taken above
for product, coproduct, and fixpoint types. In this section we outline the obvious approach
to extending our model from Section 5 to a parametric model when some classes of primitive
GADTs are incorporated in this manner. However, as we argue at the end of this section,
this naive approach fails because the IEL does not hold. Unfortunately, the IEL not holding
derails more than just parametricity: it also affects the well-definedness of the term semantics
(in particular, the semantics of L-terms).

8.1. Left Kan Extensions. We begin by recalling the definition of a left Kan extension
and establishing some useful notation and results for them.

Definition 8.1. If F : Set” — Set and K : Set’ — Set” are functors over Set, then the
left Kan extension of ' along K is a functor Lanz F : Set” — Set together with a natural

transformation ) : F' — (Langz F)oK such that, for every functor G : Set” — Set and natural
transformation v : F' — G o K, there exists a unique natural transformation f : Lang F' — G
such that (uK) on = ~. This is depicted in the following diagram:
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Replacing Set by Rel everywhere in Definition 8.1 we can similarly define the left Kan
extension of F' along K for functors F' and K over Rel.

An alternative presentation characterizes the left Kan extension (LaniF,n) in terms of
the bijection between natural transformations from F to G o K and natural transformations
from LanzF to G, for which 7 is the unit. If Agda were to support a primitive Lan for left
Kan extensions, we could use this bijection to rewrite the type of each data constructor for
the GADT Seq to arrive at the following equivalent representation:

data Seq (A : Set) : Set where
sconst : A — Seq A
spair : (Lanjcp.cxp(ACD.Seq C x SeqD)) A — Seq A
sseq : (Lanyc yat—c(AC.Nat — Seq C)) A — Seq A

Our calculus will represent Seq and other GADTSs in precisely this way.

A third representation of left Kan extensions in locally presentable categories is given in
terms of colimits. Writing Cy for the full subcategory of finitely presentable objects in the
locally presentable category C, the left Kan extension can be expressed as

Thus, if F : Set®* — Set, K : Set® — Set", A : Set”, and Sety is the full subcategory of
finitely presentable objects in Set, — i.e., is the category of finite sets — we have that

If S : Setf and f : KS — A, let J5F: FS — (LangF)A be the morphism indexed by S and f
mapping the cocone into the colimit in Equation 8.1. For any h-tuple of functions g : A — B,
the functorial action (LangF')g is the unique function from (LanzF)A to (LangF)B such

that, for all S : Setlg and f: KS — A,

(LangF)go jg 7= j : FS — (LaniF)B (8.2)

holds, where j is the morphism mapping the cocone into (LangF VA = hﬂg S to,mF S
g . . . - i

and j' is the morphism mapping the cocone into (LangF VB lﬂs . KS_>BF 'S. More

over, if w: F' — F’ is a natural transformation, then Langza : (LangF) — (LangF’) is de-
fined to be the induced natural transformation whose component (Lan wa)A: (LanzF)A —

(LanzF')A is the unique function such that (Langa)A o JsF = jgf o ag, where j is the

cocone into (LanzF)A and j' is the cocone into (LangF')A. We can similarly represent
left Kan extensions of functors over Rel in terms of colimits. In that setting we will denote
the morphism mapping the cocone into the colimit «. We will make good use of both of
these representations in Section 8.4 below.
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More about each of the above three representations of left Kan extensions and the
connections between them can be found in, e.g., [Riel6].

8.2. Extending the Calculus. We incorporate GADTs into our calculus by first adding
to Definition 2.1 the following type formation rule for Lan-types:
r:e,a’+ F Ia'F K INE
I;® - (Lans F)A

Here, the type constructor Lan binds the variables in @, and these variables must always
have arity 0. In addition, the vectors K and A must have the same length.

Intuitively, Lan%O F' is a syntactic representation of the left Kan extension of the functor

in the variables in @ denoted by F along the functor in the variables in @ denoted by K.
Using Lan-types, we can therefore represent the GADT Seq in our calculus as

Seqa = (ud.AB.B+ (Lanlii2 (¢ x ¢2)) B + (Lang,, . (Nat — ¢)) )

where Nat = pa.1 4+ a and Nat — C abbreviates (Lanl,,1) C, which equals @f:Nat—wl by

Equation 8.1 (here, k = 0). This representation of Seq corresponds exactly to the rewriting
in Section 8.1. As explained in Section IV.D of [JP19], the more general construct La n%o F
allowing extensions along vectors of functors as depicted above makes it possible to represent
GADTs with two or more type arguments that depend on one another. Such GADTs cannot
be represented using just unary Lan-types, i.e, Lan-types of the form (Lan?‘(OF)A.

As we will see below, in order to define the term-formation rules for terms of Lan-types
we also need to generalize Nat-types to bind type constructor variables not just of arity 0,
but of arbitrary arity. Accordingly, we replace the rule for Nat-types in Definition 2.1 with

;o F oG
T;0 - Nat®F G
Of course, we could have performed this replacement from the outset of the present paper.
But since using the above rule instead of the one currently in Definition 2.1 only makes the
notation of our calculus heavier without increasing its expressivity, we have chosen not to.
Finally, adding Lan-types to the types of our calculus also requires the extension of
Definition 2.2 with the following new clause:

(LanZ F)A)[6 :=5 G] = (Lan% F[ i=5 G)Alp =5 G
We must also extend our term calculus to accommodate GADTs. To this end, we first
give introduction and elimination rules appropriate to our generalized Nat-types, replacing
the tenth and eleventh rules in Figure 1 with

o+ F IoerG oAz FHE:G
T;0|AF Lzt : Nat® F G

and
;0,8 K  Ti0[AFt:NatY FG T;®[Abs: F[y =5 K|

IO [AFtes: Gy ::EK]
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respectively. Next, we add to the term calculus in Figure 1 introduction and elimination
rules for terms of Lan-types according to Definition 8.1. This gives the rules

o, at+F Iiak K
D00 [z Nat‘b’aF(Lan%F)F

and _ _
;0| Akt:Nat®>@ F G[f = K]

;0| A+ 955t : Nat®? (Lan F)B G

respectively. Note that both of these rules make essential use of our generalized Nat-types.
If ® were required to be empty then we would not be able to express, e.g., the types

Nat?® 7% (¢ x ¢6) (d(v x ¢))

and
Nat® (Lan)%; (&7 x 68))5 (65)

associated with Seq’s data constructor spair.

8.3. Extending the Type Semantics. To construct a parametric model of the kind we
seek, we must give suitable interpretations of our generalized Nat-types and Lan-types, as
well as of terms of both such types, in both Set and Rel. (Note that it is having both Set
and Rel interpretations, and having these be interconnected in the specific way parametricity
demands, that is at issue here; if we are only interested in having some model of the type
calculus, then the one in [JP19] will do.) Recalling that the type constructor variables bound
by Nat in the formation rule for generalized Nat-types are interpreted in Set as functors and
in Rel as relation transformers, we let k; be the arity of the i** element of the sequence ®
and extend the set and relational interpretations for Nat types from Section 3 as follows:

[T;0 F Nat® F Gt = {5 : AK. [[;® F F]>[® := K| = AK. [[; ® - G]**p[® := K] |
VK = (K1,K2, K*): RTy.
(N7 mz) « [T @ - FIR¥Eq,[® := K] — [I; @ - G[*'Eq,[® := K]}

[T;0 F Nat® FGRp = {n: \K. [[; @ - F]Relp[@ := K| = A\K.[I; ® - G]Rp[® := K]}
={(m,m) €[50+ Nat(DFG]]S“(mp) x [T; 0 - Nat® FGﬂset(wgp) |
VK = (K',K?,K*) : RT},
(m)zers (12)ze2) € ([T5 @ - GIRep[@ 1= K)o FITple=Kly

Of course, we intend to interpret Lan-types as actual left Kan extensions. To get started,
we define their set and relational interpretations to be

[[;® - (Lan% F) Aty = (Lan, 5 G k=S AS. [T;®,@ - F]>p[a := S]) [T; ® - A]Setp

and

[[;® - (Lan® F)A]Rep = (Lan

AE-W AR. [[F, o atk F]]Relp[a = R]) [[F, P+ A]]Relp
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respectively. But in order to guarantee that the IEL, and thus parametricity, continues to
hold for the model we are constructing for our extended calculus, we might think we have to
cut down the set interpretations of Lan-types by restricting to the subcollection of those
interpretations that are well-behaved with respect to the IEL. This would mirror the cutting
down we have already seen in the set interpretations of both our original Nat-types and our
of generalized Nat-types. However, as we will see in Proposition 8.2 below, this will not be
possible if we want the set and relational interpretations of our Lan-types to include the set
and relational interpretations of the terms given by the Lan-introduction rule. Since we do
indeed want this, the upshot is that the above interpretations of Lan-types are, in fact, the
only possibility.

We must also define the functorial actions of the above set and relational interpretations
of Lan-types on morphisms. If f : p — p’ is a morphism of set environments, then

[[;® - (Lan® F)APf : [T; @ - (LanZ F)A[>*p — [[;® + (Lan% F) Ay
is defined to be

(Lan AS.[T; @, @+ F[** fla = idg]) [[; @ - A5ty

AS. [[sa- K]St p[a:=0]

o (Lan )\S [[; @, @ F]>*pla:= S]) [[; @ - A[Setf

AS. [T;a-K]Setp[a:=S]
or, equivalently by naturality,

(Lan )\S [[; @, @t F]>*p/[a:= S]) [[; @ - A[Setf

\S. [Dia- K5t p[a:=S

o (Lan )\S [[; @, @ - FJ>* fla := idg]) [T; @ - A]S<p

AS. [[;a-K]Setp[a:=S]
The functorial action for the relational 1nterpretat10ns of Lan-types is defined analogously.

8.4. Extending the Term Semantics. Recalling the notation for the colimit representa-
tion of left Kan extensions from Section 8.1, we can define the set and relational interpretations
of the terms from the introduction and elimination rules for Lan types from Section 8.2 by

[[F;@ | 0+ / : Natq)’aF(Lan%F)F]]Setpd _
K,F
and B . )
[T;0 | A+ 8?’Kt - Nat®8 (Lan%F)B G]]Setp _y

respectively, where, for each IV : RT}, 15 is the natural transformation associated with the
left Kan extension

— AA. [[;®,a-F]5etp[®,a:=N.
Set|a\ [ 1>l L Set
— Set 1. T
/\A.[[F;aI—K]]SEtp[a::N H”ﬁ /anm T KI5 e /\A [T;®,a- F]5¢t p[®,a:=N, A

Set/K|

and, for all N : RT}, and d : [T; (0 - A]5¢,

PN L e =T )\A [T;®, @k F]>p[®, @ := N, A]

— \B.[[; 9,8+ GI%p[®,B:= N, B]
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is the unique natural transformation such that

(1 g M. [Tya - K[Setpla = A)) oy = ([T;0 | A -t : Nat®@ F G5 := K|[***pd)5 (8.3)
as given by the universal property of the left Kan extension. The relational interpretations
[[50 | 0F [ p: Nat®® F (LanZ F)K]R and [0 | A+ 855t : Nat®”? (Lan% F)B G]*% can
then be defined entirely analogously.

We conclude this subsection by showing, as promised above, that no cutting down of set
and relational interpretations of Lan-types by taking subsets is possible. We have:

Proposition 8.2. Let F : Set® — Set and K : Set® — Set" be functors. If L : Set” — Set
s a functor such that

o LA C (LangzF)A for all A: Set,

o (LangzF)f |,z 2 € LB forall f: A— B and v € LA, and

® Ny € L(ﬁ) for all A:Set and y € FA,

then L = LangF'.

Proof. For all A:Set and z € (LangF)A there exist S : Setg, f: KS — A, and w € FS

such that z = iz w. Thus, 2 = ;7w = (LangF) f(ngw) by Equation 8.2. Then by the
third assumption above we have that ngw € L(KS), and by the second assumption above
we have that z € LA. This gives (LangzF)A C LA. Finally, by the first assumption above,

we therefore have that LA = (LangF)A. []

Thus, if L were a restriction of AB.[I"; ®, 3 I~ (La n%F)Bﬂsetp[CD := N|[B := B, if the func-
torial action of L were a restriction of that of AB.[I'; ®, 3 - (Lan%F)B]]S“p[q) := N|[B := B],
and if L([[; @ - K]5p[a := A]) contained [[30 | 0 - [z 5 - Nat®® F (Lan% F)K[***pd N Ay
for all N, A, and y, then L would have to be the entirety of AB.[I'; ®, 5 I- (La n%F)Bﬂsetp[q) =

N][5 := B]. An analogous result holds for relational interpretations of Lan-types. This
shows that the machinery of this section does not give a well-defined relational semantics
and, given the expected properties of the term semantics, this cannot be fixed by restricting
the relational semantics of Lan-types from Section 8.3.

8.5. Parametricity and GADTs. Having extended our calculus with both Lan-types and
terms of such types, and having given sensible set and relational interpretations for these
types and terms, we now need to verify that these interpretations give rise to a parametric
model. The first step in this process is to extend Lemma 3.14 to Lan-types by adding a
clause for Lan-types to the proof. Unfortunately, however, Lemma 3.14 does not extend to
arbitrary Lan-types, as the following example shows.

Example 8.3. Consider the type 0;a + (Lan?i 1)a. The analogue for Rel of Equation 8.1
gives
[0; o = (Lanf1)a]Re'pla := (1,0,0)] = (Langq,Eq;)(1,0,0)
- hglf;qu—qLo,o) Ea,
= (0,0,0)
Here, the last equality holds because there are no morphisms in Rel from Eq; to (1,0,0),
and because (0,0,0) is the initial object in that category. On the other hand, for the set
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interpretation with respect to the first projection of the relation environment pla := (1,0, 0)],
Equation 8.1 gives

[0; ot (Lan?1)a]5e (zy (pler := (1,0,0)])) = [0;a F (Lan?1)a]%t (r1p)[a == 1]
= (Lan11)1

- 11141111%11

because idq is the unique arrow from 1 to 1 in Set. Lemma 3.14 therefore cannot hold.

The problem in Example 8.3 lies in the fact that the type along whose interpretation we
extend contains constants, i.e., subtypes constructed from 1. Indeed, if (); & - K consists only
of polynomial (i.e., sum-of-products) types not containing constants (i.e., formed only from
+, X, and the variables in «), then Lemma 3.14 actually does holds for I'; ® + (Lan%F)Z.
This is proved in the following proposition, which covers the case of Lemma 3.14 for such

Lan-types.

Proposition 8.4. If 0;a - K consists only of polynomial types not containing constants,
then
([T;® F (LanZF)AJ° [T; @ - (LanZF) AJ>*", [[; @ - (Lan%F) AR

s an w-cocontinuous environment transformer.
Proof. We need only show that

i (03 @+ (LanZF) AJRp) = [T; @ F (LanTF) A]>* (mip) (8.4)
and o _

i ([T P+ (Lan%F)A]]Re'f) =[;oF (Lan%F)A]}SEt(mf) (8.5)
for all p, p/, f:p—p/,and i € {1,2}.

To prove Equation 8.4 we first observe that, by (the analogue for Rel of) Equation 8.1,

we have

. o 1\ ATRel , _ 1: . — Rel " — p
[[F7 (I> l_ (LanKF)A]] p - hﬂm,m:[[@;EI—K]]Re'p[@]—)[{F;@FA]]Re'p[[F7 (I),Oé l_ F]] ,O[CV T R]

with ¢+ mapping the cocone into this colimit. Since each projection ; is cocontinuous, we
therefore have that

i ([T P+ (Lan%F)Z]]Relp)

_ 1 . v Set/, . o R
- hglR:Telo,m:[[@;a)—K]]Re'p[ﬁ}ﬁ[[F;‘I)I—A]]Re'p[[F’ o,ak F]] (7T7,p) [Oé T FZR]

with ;¢ mapping the cocone into this colimit. On the other hand, Equation 8.1 also gives

[T; @+ (Lan%F) AJ> ()

L P T
= e 0 KT (rip) B S L AT () [T; @, & F*%(mip)la = 5]

with 7 mapping the cocone into this colimit.
When ¢ = 1 we prove that

m ([T ® (Lan%F)ZﬂRelp) =[IoF (Lan%F)Zﬂset(mp)

by providing a pair of inverse functions; the proof when ¢ = 2 is entirely analogous. To this
end, we define

h:m (@ F (Lan%F)ZﬂREIp) — [+ (Lan%F)Z]]SEt(mp)
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to be the unique function given by the universal property of the colimit representation of
h’s domain. That is, we take h to be the unique morphism such that, for any R : Relg and

m: [;a - KRelpla := R] — [T;® = ARelp
we have
ho (TG ) = JuiRmm (8.6)
Now, since K does not contain constants, [0; @ F K[> (m2p)[a := 0] = 0. Thus, for any
S :Setg and f: [0;a F K]St (mip)[a := S] — [I'; ® - A]5et(71p) we have relations (5,0, 0)

and morphisms (f,!) : [0;a@ - K]Relp[a := (S,0,0)] — [[; @ = AJRelp, where, for any set X,
we suppress the sub- and superscripts and write ! for the unique morphism !9( from 0 to X.
We then define

k:[l;®H+ (Lan%F)Zﬂset(mp) —m ([T @+ (Lan%F)Z]]Relp)

to be the unique function given by the universal property of the colimit representation of
k’s domain. That is, we take k to be the unique morphism such that, for any S : Sety and

folbat K[t (mp)la = S] — [I; @ = AJ>t(mp)

we have k o jgj = T1(500), 7"
To see that i and k are mutually inverse we first observe that

hoko Js,7 = ho (Wlb(s,o,o),ﬁ) = Jm(5,0,0), 7 (f) — J3,7

for all S: Setg and f : [0;a = K[t (w1 p)[a := S] — [['; @ F AJS¢t(7r1p), so that hok = id.
To see that k o h = id we first observe that

koho(ﬂlbﬁ,m) :kijiR’m:WMW’m (87)

for all R: Rely and m : [0;a - K[Relp[a := R] — [I'; @ - AJRe!p. Then note that, for each
sequence of morphisms (id,g,!) : (m1R,0,0) — R, we have that

m o [0;a - K[Relid o := (idn g, )] = (m1m,!)

in the indexing category for the colimit representation of the codomain of k. This implies
that

_ Rel-7 777 v

Lﬁ,m o [[F, (I),O[ H F]] € de[Oé = (Zdﬂ-lR, ‘)] = Lm7m

Projecting the first component thus gives

(Mg m) o m([I; @,k FIRid [ := (idr g, ")) = TG R0.0), (o)

Now, the induction hypothesis on I'; ®, & - F' gives that
mi([T; @, a - FRid, (o := (idx g, !)])
= [I;®,aF F]%%d,, o := id, R]
= id[[F;@,EFF]]SEthqp)[a::7r1R]
so that, in fact, TURm = T R0.0), (rmd)’ Finally, by Equation 8.7 we have ko h o

(7r1LRm) = MU R0.0), () = TR, m for all R and 7, and thus ko h = id.
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To prove Equation 8.5, first recall that [I'; @ - (Lan%F YA]JRe f is defined to be

(Lan AR.[I; @, @ - FI® fla = idg]) [T; @ - AJRely/

AR. [T;a- KRl p[a:=R]
o (Lan

e e M [ @, a - FI*plo = R)) [I; @ - AJRelf

and [I; @ - (LanF) A]>*(m; f) is defined to be

(Lan

S e a=g S [0 2 ak FIP(mif)la = ids)) [T; @ - AJ (mi)

o (L(m

S e a=g S [0 2. a k- FI*(mip)la:= 8)) [[; @ - AJR€(mi f)

It therefore suffices to show that

m((Lan)\R e M [T @@ b IR fla = idg]) [T5 @ - AJR) )

= (Lan

2\S. HF a'_K]]SEt(ﬂ-lp)[Oé S AS [[P (p o l_ Fﬂset(ﬂ'z )[ o = ’Lds]) HP, @ l— Aﬂset(ﬂ'il)/) (88)

and that

ﬂi((Lan)\R e k= MR- I @.a - FI™pla R])W)

= (Lan

S R - D ear P =) T A (59

To prove Equation 8.8 we first observe that the morphisms L— o[[;®,ak F]R fla := idR)|
form a cocone for

(L(m

VAT P AR [[; @, @ F]Rpla:= R]) [T; @ - ARelp/

with vertex
(Lan

e ey M [0 @, a - FI%[a = R]) [[; & - ARy

The universal property (Equatlon 8.2) of

(Lans— T K eh AR [[; @, @k FIR fla:=idg)) [T; @ - AJRely/
therefore gives that, for all R : Rely and m : [I;a - K[Relpla := R] — [[;® F A]Relp
(Lan = T K ash )\R [[; @, @ - F]R fla = idg]) [T; @ F AJRelp 0 1
= [’/E,m o [['®,atk F]]Relf[a = idR]

Here, ¢ is the morphism mapping the cocone into the colimit

(Lan SR [D 8,k FIRpfa = R) [ - AT

AR. [T;a-K]Relp[a:=R

and ¢/ is the morphism mapping the cocone into the colimit

(Lan AR.[T;@,a - FIR/[a = R)) [T; @ F A9y

AR. [T;a-K]Rel p[a:=R]
Projecting, together with the induction hypothesis for I'; @, @ - F, thus gives

AR. [T;®,@ - FR fla = idg)) [T; @ F A[Relp ) O MilFm

7”((L‘m,\R [Cia- KR plai=F]
o [[;®, @k FJ*¢(mif)a := id xR

= 7'('[/7
ZR—
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Equation 8.6 and its analogue for ./ and j’ then give

AR [0 @,a b FIR fla = idg)) [T5 @ - AT ) ok o jig

T ((Lan/\R [Ca- KR pla=R Rmm

m((LanAR e R T @, - IR fla = idg]) [T 0 - ARl ) okohomipn,

= W ((Lan

ke M 05 0. - FIR fla = idg)) [T 0 - AR p’) o MilFm

= 7TZL— o [[;®,aF FJ*(m; f)a := idr,R]
= K oho mzﬁ o [T;®, @k FJ** (7 f)]a := idr,R]

= ko o [I;®, @k FJ**(m;f)|a := idnr,R]

i R,T,m

where j is the morphism mapping the cocone into the colimit

(Lan AS. [0 ®,@ - F] (mp) [ = S)) [T @ = At (m;p')

AS. [[;a-K]%et (7 p) [a:=S]
and j’ is the morphism mapping the cocone into the colimit

(Lan )\R [[;®,a - FI (mip) o := S]) [T @ - A5t (m;0/)

\S. [ia- K5t p[a:=S

Since both k and k' are 1som0rphlsms we have that, up to isomorphism,

AR D@, b FIR fa = idg)) [T5 @ - AT ) o Jrmmm

7T"((L‘m,\R [C;a-K[Replar=R
= jL__ o[l®,atk Fﬂset(mf)[a := idn,R|

7riR,7rim

By the surjectivity of each m; : Rel — Set we have that
AR. [T;@,@ b F]Re fla = idg)) [T; ® - AJRe) ) ° g

7ri((Lcm,\R [[;a- K]Rel p[a:=R]
= Jgg o [s®ak FI>(mif)[a = ids]

for all 57+ Setg and g : [ b K% (mip)[a = 5] = [ @ F A[S*(m;p/). That is,
AR.[I; ®,a - F[* fla:= idg]) W)

i ((L UM\R.[Tiar KR pla=R]
satisfies the universal property (Equation 8.2) of

(L(m)\g‘ MoK (r1p) =53] AS. [T @, @+ F]]SQt(mf)[a — ids]) [T; ® - A]Set(m;p')

The two expressions must therefore be equal, and thus Equation 8.8 holds.

To prove Equation 8.9 we first observe that the universal property (Equation 8.2) of

(Lans— e " AR [[; @, @ F]Rpla:= R]) [[;® - AJRelf
gives that, for every R : Rely and m : [[;a F K[Relp[a := R] — [I; ® - A]Relp,
(Lan— [ KT AR.[T; @, @k F[Rpla:= R]) [I; @ = AJRel f 0 15

/
A
R,[T;®A]Re fom

where ¢ is the cocone into the colimit
(Lan )\R [[; @, @ F]Rpla:= R]) [T; @ - AJRelp

AR. [T;a-K]Relp[a:=R
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and ¢/ is the cocone into the colimit
(Lan AR.[T;®,a + F]R¥p[a:= R]) [[; @ - ARl

AR. [T;a- K[Rel p[a:=R]
Projecting, together with the induction hypothesis for I'; ®, & - F, thus gives

AR D@, a - FJRpla:=R]) [T @ F A]]Relf) o Mitgm

((L‘mm [Ca- KR pla=R

/
il ————
""R,[;@FA]R fom

Equation 8.6 and its analogue for /' and j’ then give that, up to isomorphism,
g J

AR.[T5@,a b FIRpla = R) [T - AT ) © g

i ((L‘m,\R [Dsar KRl ploc=R]
= .,
]m,ﬂF;ékAﬂRe'(wif) omim,

where j is the cocone into the colimit

(Lan AS.[T;®,a - F[*(mp)[a = S]) [[; @ - A5 (mip)

S, [[a-K]Set (m;p) [a:=9)]

and 7’ is the cocone into the colimit

(Lan = AS.[T;®,@ - F]**(mp)[a = S]) [T; @ F AJRel(m;0/)

M\S. [T;a- K]St (m;p) [a: =S
By the surjectivity of each m; : Rel — Set we have that

AR. [T;@,a@ b F]Rpla = R)) [T <I>l—A]]Re'f> ° j5g

e ((LanAR [Ciar KR pla=R]
p— ‘/
IS [T AR (x, f) o g

for every S : Setg and g : [[';a b K[5¢t(m;p)[a := S] — [[;® = A]Set(m;p). That is,
AR50, F FJRpfa = R]) [0+ A]Re'f)

i ((Lcm/\R [Dsa-K]Rel p[or=R

satisfies the universal property (Equatlon 8.2) of
(Lan AS.[D; @, @ b FJ> (mp)[a = S)) [T; @ = A5t (m; f)

AS. [T;a- K5t (m;p) [c:=S)]

The two expressions must therefore be equal, and thus Equation 8.9 holds. []

The requirement that the types in K be constant-free polynomials is quite restrictive.
In fact, it precludes the expression of many GADTs commonly used in practice, such as the
following GADT Expr of typed expressions:

data Expr (A: Set) : Set where
const : Int — Expr Int
is_zero : Expr Int — Expr Bool
if : Expr Bool — Expr A — Expr A — Expr A

Even when extending along constant-free polynomials, it is unclear how to prove the
Identity Extension Lemma for Lan-types or, indeed, whether it holds at all in their presence.
To prove the IEL for Nat-types, for example, it is necessary to cut down the semantic
interpretation by requiring that the natural transformations in the set interpretation preserve
equalities. The impossibility of restricting the semantic interpretations of Lan-types, as
shown in Proposition 8.2, suggests that the IEL may fail for them. As noted above, this
would derail not just parametricity, but the well-definedness of the term semantics as well.
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We have been able neither to prove nor disprove the IEL thus far, but our substantial and
lengthy investigations into the issue lead us to suspect that it may not actually be possible to
define a functorial semantics for Lan-types that gives rise to parametric models for languages
supporting even constant-free polynomial primitive GADTs.

9. CONCLUSION AND DIRECTIONS FOR FUTURE WORK

We have constructed a parametric model for a calculus providing primitives for constructing
nested types directly as fixpoints, rather than representing them via their Church encodings.
We have also used the Abstraction Theorem for this model to derive free theorems for nested
types. This was not possible before [JP19] because such types were not previously known to
have well-defined interpretations in locally finitely presentable categories (here, Set and Rel),
and, to our knowledge, no term calculus for them existed either. The key to obtaining our
parametric model is the delicate threading of functoriality and its accompanying naturality
conditions throughout our model construction.

We were surprised to find that, although GADTs were shown in [JP19] to have ap-
propriately cocontinuous functorial semantics in terms of left Kan extensions, our model
construction does not extend to give a parametric model for them. It may be possible to
modify the categories of relations and relation transformers so that if (A, B, R) is a relation
then m : R = A and mo : R — B are always surjective; this would prohibit situations
like that in Example 8.3, and might therefore allow us to recover our IEL and, ultimately,
an Abstraction Theorem appropriate to GADTs. If this turns out to be possible, then
generalizing the resulting model construction to locally A-presentable categories for A > w
would make it possible to handle broader classes of GADTSs. (As shown in [JP19], A > w;
is required to interpret even common GADTSs.) We could even attempt to carry out our
construction in locally A-presentable cartesian closed categories (Ipcces) C whose categories of
(abstract) relations, obtained by pullback as in [Jac99], are also Ipcccs and are appropriately
fibred over C. This would give a framework for constructing parametric models for calculi
with primitive GADTSs that is based on locally A-presentable fibrations, for some appropriate
definition thereof.

The expressivity of folds for nested types has long been a vexing issue (see, e.g., [BM98]),
and this is naturally inherited by the calculus presented here. Since it codes all recursion
using standard folds, and since folds for nested types must return natural transformations,
many standard functions over nested types cannot be represented in this calculus. Another
important direction for future work is therefore to improve the expressivity of our calculus by
adding, say, generalized folds [BP99], or Mendler iterators [AMUO5], or otherwise extending
standard folds to express computations whose results are not natural transformations. In
particular, we may wish to add term-level fixpoints as, e.g., in [Pit00]. This would require
the categories interpreting types to be not just locally A-presentable, but also to support
some kind of domain structure. At the moment it seems that such an endeavor will have
to wait for a generalization of the results presented here to at least locally wi-presentable
categories, however: w-CPO, the most natural category of domains to replace Set, is not
locally finitely presentable.
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