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CONSISTENCY OF EMPIRICAL BAYES AND KERNEL FLOW
FOR HIERARCHICAL PARAMETER ESTIMATION

YIFAN CHEN, HOUMAN OWHADI, AND ANDEEW M. STUART

Abstract. Gaussian process regression has proven very powerful in statistics,
machine learning and inverse problems. A crucial aspect of the success of this
methodology, in a wide range of apphcations to complex and real-world prob-
lems, 15 hierarchical modeling and learming of hyperparameters. The purpose
of this paper 1s to study two paradigms of learning hierarchical parameters:
one 1s from the probabilistic Bayesian perspective, in particular, the empirical
Bayes approach that has been largely used in Bayesian statistics; the other
is from the determimistic and approximation theoretic view, and in particular
the kernel flow algorithm that was proposed recently in the machine learn-
ing literature. Analysic of their consistency in the large data limit, as well
as explicit identification of their implicit bias in parameter learning, are es-
tablished in this paper for a Mat ern-like model on the torus. A particular
techmical challenge we overcome is the learning of the regularity parameter in
the Mat ern-like field, for which consistency results have been very scarce in the
spatial statistics literature. Moreover, we conduct extensive numerical exper-
iments beyond the Mat ern-like model, comparing the two algorithms further.
These experiments demonstrate learming of other hierarchical parameters, such
as amphtude and lengthocale; they also illustrate the setting of model mizspec-
ification in which the kernel flow appreach could show superior performance
to the more traditional empirical Bayes approach.

1. Introduction

1.1. Background and context. Gaussian process regression (GPR) is important
in its own right, and as a prototype for more complex inverse problems in which
there is a possibly indirect, nonlinear set of observations. An important reason for
the success of GPR in applications is its ability to learn hyperparameters, enter-
ing through a hierarchical prior, from data. Learning of these hyperparameters is
typically achieved through fully Bayesian (sampling) or empirical Bayesian (opti-
mization) methods. However, new approaches suggested in the machine learning
literature, particularly the keme] flow method [25], rely on approximation theoretic
criteria that can be traced back to the classical idea of cross-validation for model
selection. The primary goal of this paper is to study and compare these two ap-
proaches. Special attention will be paid to their large data consistency, implicit
bias, and robustness to model misspecification.
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1.2. Gaussian process regression. We start with a brief introduction to GPR;
for simplicity, we focus on the noise-free scenario. The target is to recover a function
T : D _. R from pointwise data y; = #f(x) for 1 < i < N, where x; = D
Rfand Disa compact domain. This problem often appears in fields such as
supervised learning in machine learmng, non-parametric regression in statistics,
and interpolation in numerical
The GPR. solution to this problem is as fo]]nws Given a ﬁu:nﬂyr of positive definite
covariance/kernel functions Kz : D D _. R where # = O is a hyperparameter,

GPE. approximates u' with the conditional expectation
(1)  u(, 8 X):=EC 0 | X, 6) = ut(X)] = Ke(:, X)[KLX, X)I-1ut(X),

where £(-, #) ~ GP(o, Kq) is a centered Gaussian processt (GP) with covariance
function Ks. We have used the following compressed notation:

= (xq,...,xw)T and wt(X) := (ui(x.),..., uf(xx))T.

Moreover, Kaf, ¥ denotes the N 3 dimensional Gram matrix with (i j)=
entry Eqx; 17), and Kol ,. ¥is a funetion mapping D to B with it component
Eel ,x): D R

Normally, every 820 produces a solution u( , # ) that agrees with ut omx .
Nevertheless, different choices may yield distinet out-of-sample errors, known as
generalization errors in the machine learning context. Therefore, it is of paramount
importance to learn a good hierarchical parameter # adaptively from data.

1.3. Two approaches. In this paper, we study two approaches to the question
posed above, both based on selecting £ as the optimizer of a variational problem.

1.3.1. Empirical Bayes approach. The empirical Bayes (EB) approach addresses
the question by proposing a statistical model. It formulates a prior distribution on
the pair (£ &) by assuming that # is sampled from a prior distribution and £ is then
sampled from the conditional distribution of £|#; then, it finds the posterior distri-
bution of the pair (£ §) conditioned on &X) = uf( 2, and selects the parameter 8
that maximizes the marginal prﬂbabﬂﬂy of # under this posterior. For simplicity,
we work with uninformative priors, which lead to the following objective function:

(1.2) LEB(H, X, ut) = ut (X )T[Ke(X, X)]-ut(X )+ log det Ko(X, X).

This is also twice the negative marginal log likelihood of & given the data ut(X).
Then, EB will choose by minimizing this objective function, namely

(13) 6E5( y ut) ;= argmin LEB(A, ¥, ut).
==

1.3.2. Approximation theoretic approach. Approximation theoretic considerations,
on the other hand, provide a different answer without proposing statistical models.

This methodology proceeds by asking for an ideal # thatminimizes d(ut, u(-, 8 X))

'Recall that the covariance function Ks of a Gaussian process GP|0, K| is the kernel of the
mmtegral operator representation of Cs in the covariance operator notation N (0, Cd. Connections
between these perspectives are reviewed in Suksection 2.1. We will use the covariance operator
notation more frequently later in this paper.
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for some cost function d. Though in practice u* is not available, there are ideas
in cross-validation that split % into training data and validation data, and use the
approximation error in validation data to estimate the exact error. Inspired by this
idea, we could turn to optimize the following objective function:

(1.4) d(u(., 8, X), u(, 6, 7X)),
where we write 3¢ for a subset ofy obtained by subsampling a proportion, say
one-half, of 3.

In this paper, we focus on a particular choice of d that originates from the
Kernel Flow (EF) approach [25]. To describe it, we denote by (Hg | - Ix,) the
associated Reproducing Kernel Hilbert Space (RXHS) for the kernel Ks; note that
1EG(, x)12 = Kdlx, x). The objective function in KF is chosen as

lu, 8 X) — u(-, 8, xX)IP

Ke
(. 8, X2,

This measures the discrepancy in the REHS norm between the GPR solution using
the whole data w and using a subset of the data my, normalized by the REHS
norm of the former.

(1.5) LEF(8, X, X, ut) :=

Remark 11 As explained above, we understand the numerator as an estimation
of the error lut — u(-, 8, X)I? sz Such error estimate, based on mmpmsuluﬁnns
obtained via different data resolutions, is a widely used idea in numerical analysis.

Based on Garlerkin orthogonality (see [25]), the objective function admits a finite
dimensional representation formula that is convenient for numerical computation:
(X )T Ee(xX, aX )]-tut(xX )

KF )=
oy X e = e O RAX, X1 T (X)

Then, the KF estimator is defined as

@7 (X, mX, ut) 1= argmin L¥F(8, X, xX, ut).

=
Remark 1.2. The existence of the finite-sample formula (1.6) is attributed to the
choice of the RKHS norm in comparing solutions. It is essentially a consequence
of the standard representer theorem. Additional motivations for using the REHS
norm will be reviewed in Subsection 1.5.2.

1.3.3. Guiding observations and goals. The EB and KF algorithms estimate the
parameter & from the observed data, the number of which can vary considerably.
Thus, a basic question to ask is whether the estimators attain meaningful limits as
data accumulate:

(1) Consistency: how do 28 and &F behave in the large data limit, i.e., as

the number of data N goes to infinity?

Meanwhile, since we have two estimators, it is natural to compare their perfor-
mance. Indeed, we observe that EB and EF have distinct objectives: EB secks
to estimate the most likely parameters of the distribution assumed to generate the
data, while EF chooses parameters to minimize an estimate of the approximation
error in a parameter-dependent RKHS norm, targeting at the approximation effi-
ciency of the underlying function. Moreover, EB is always probabilistic, while KF
need not be.
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These differences motivate the implicit bias question that has been popular in
the machine learning community, and the model misspecification question that is
common in mathematical modeling:

(2) Implicit bias: what is the selection bias of EB and KF, or, how should the
obtained estimators #=° and & be interpreted in practice?

(3) Model misspecification: how do %8 and F behave when there is a mis-
match between the data-generating mechanism and the model used to
regress the data?

The precise goal of this paper is to address these questions for certain concrete
models, either theoretically or experimentally.

1.4. Our contributions. Qur contributions in this paper are twofold and ex-
plained in the following two subsections.

1.4.1. Consistency and implicit bias. The first part of this work is devoted to the
questions of consistency and implicit bias. We study a Mat” ern-like model on the
torus, in which ut is a sample drawn from the Mat” ern-like Gaussian process, with
three parameters & = (g, 1, 5) that quantify the amplitude, inverse lengthscale and
regularity of the process. The detailed definition is in Subsection 2.1.

Our main analysis concerns learning the regularity parameter s using EB and
EF. When the sampled points yare equidistributed, we achieve the following
contributions:

. Consistency: we prove that the EB estimator converges to s in the large
data limit, while the KF estimator converges to a4 , so that s is also
determined. Their variances are also computed and compared.

. Implicit bias: we characterize the selection bias of EB and KF algorithms,
in terms of the I? error between ut and the GPR solution using learned
parameters — this is the so-called generalization error. It is found that EB
salects the parameter that achieves the minimal 12 error in expectation,
while EF selects the minimal parameter that suffices for the fastest rate of
convergence of the L2 error to o as the data density increases.

We can interpret these contributions from two perspectives. From the machine
learning side, we are able to show that EF, as a machine learning method, has
a well-defined large data limit for the Mat " ern-like model. Furthermore we can
characterize clearly its implicit bias in terms of L2 generalization errors. Thus, this
paper leads to a first theory for the KF learning algorithm.

From the spatial statistics side, our analysis contributes to a novel consistency
theory for estimating the regularity parameter of Mat " ern-like fields in general di-
mensions. Such results are scarce in the spatial statistics literature; the techniques
we use to prove consistency may be of independent interest and applicable beyond
the setting considered here.

‘We also include numerical studies concerning the learning of the amplitude pa-
rameter ¢ and the inverse lengthscale parameter 1 ; these experiments contribute
to a more complete picture of GPR using the Mat " ern-like field with hierarchical
parameters. Moreover, we provide numerical experiments for several other well-
specified models beyond the Mat " ern-like model, thus further extending the scope
of discussions.

Licensed to Calf Inst of Tech. Prepared on Tue Jul 5 15:42:59 EDT 2022 for downiload from 1P 131.215.143.167.
License or copyright restrictions may apply to redistribution; see hitps:iwww.ams.ongjoumnat-terms-of-use


http://www.ams.org/journal-terms-of-use

EMFIRICAL BAYES AND KERENEL FLOW 2531

1.4.2. Model misspecification. The second part of this work considers model mis-
specification: the data generating model for ut and the model K used for regression
do not match. We adopt the following setting:
. We model the truth »* either as a GP, using a variety of covariance func-
tions, or as a deterministic function which solves a PDE.
. The kernel Ks is chosen to be Green’s function of various differential op-
erators, where # encodes information beyond the amplitude, lengthscale,
and regularity of the field. For example we choose & to be the location of a
discontinuity within a conductivity field.
In this setting we observe distinct behavior distinguishing EB and EF. This raises
the discussion of how to choose which algorithm to use when solving practical
problems where misspecification is to be expected. Our numerical study explores
several misspecification possibilities, showing that KF could be competitive with
EB in certain scenarios.

1.5. Literature review. In this subsection, we review the related literature. Sev-
eral fields are of relevance, so we label them to help organize the review.

1.5.1. Regression and inverse problems. Regression is a form of inverse problem
[7], and if formulated in a Bayesian fashion, it falls within the scope of Bayesian
nonparametric estimation [11, 15]. In the paper [1g] a simple class of linear in-
verse problems was studied from the perspective of posterior consistency, and it
was demonstrated that the rate of posterior convergence depends sensitively on the
relationship between regu]anty of the true function being sought and the regularity
of draws from the prior. This motivates the need for hierarchical procedures that
adapt, on the basis of the data, the regularity of draws from the prior. In [18]
the work in [19] was extended to cover the data-adapted learning of the regularity
parameter in the prior; as the authors note: theoretical work “that supports the
preference for empirical or hierarchical Bayes methods does not exist at the present
time, however. It has until now been unknown whether these approaches can indeed
robustify a procedure against prior mismatch. In this paper, we answer this question
in the affirmative.” This analysis, however, requires simultaneous diagonalization
of a self-adjoint operator formed from the forward model and the covariance op-
erator, for all values of the hyper-parameter. Consistency is studied without this
assumption in [42], and extended to the study of emulation within Bayesian in-
version in [35)] and to empirical Bayesian procedures in [36]. The papers [16] and
[36] also use the EB loss function (1.2). In [g] estimation of hyper-parameters in
Gaussian priors is discussed in the context of MAP estimators.

1.5.2. Kernel flow and cross-validation. The KF loss function in (1.6) was originally
derived in [25] and motivated from the perspective of optimal recovery theory. It can
be interpreted, from a numerical homogenization perspective [24], as the relative
energy contained in the fine scales (in the unresolved part) of ut. In the paper [25],
the proposed loss function to be optimized (via SGID) has the form

(1.8) Ex,Ex, L¥F(8, X, mama X, ut),

where 79 is a subsampling ofy and 7271 Xis a further subsampling of xx . This
choice reduces the dimension of the kernel matrix and enables fast computation
per iteration. Although the KF loss appears to be new, it can be seen as a variant
of cross-validation (CV), which is a commonly used model selection/parameter
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estimation criteria [1, 10, 20]. A theoretical understanding of the consistency of
CV “is very much of interest” [45] since its convergence rate can be shown to be
asymptotically minimax [34] or near minimax optimal [37, 39] while having a lower
computational complexity [48] than MLE (maximum likelihood estimation). The
consistency of parameter estimation for the Ornstein-Uhlenbeck process has been
studied in [46] for MLE, and [4] for CV.

In the setting of hyperparameter estimation of GPs, comparing MLE with CV
can be traced back to Wahba and Wendelberger [40] and Stein [32] who compared
variants of these procedures? for choosing the smoothing parameter of a smoothing
spline; they observed that while MLE is optimal when the model is well-specified,
CV may perform better (than MLE) under misspecification (see also [3] for the-
oretical analysis and [41] for a practical example involving real data) and has a
comparable rate of convergence when the model is correct (Stein [32] observed
that “both estimates are asymptotically normal with the CV estimate having twice
the asymptotic variance of the MLE estimate” and suggested that “The penalty
for using CV instead of MLE when the stochastic model is correct is greater for
higher-order smoothing splines, both in terms of the efficiency in estimating the
smoothing parameter and the impact on subsequent predictions™). We also refer
to [21] for a detailed numerical comparison between MLE and CV for estimating
spline smoothing parameters. As observed in [30], these comparisons “are relevant
for both numerical analysts and statisticians” since kernel interpolation can be
interpreted as both approximating a deterministic unknown function from quad-
rature points or as estimating a sample from a Gaussian process from pointwise
measurements.

1.5.3. Machine learning and kernel leaning. Kernel methods and GPs have long
been used in machine learning [16, 27]. Learning a good kernel for a given task
is very important in practice. Many works have tried to learn a kernel from data
based on different criteria; for example, in [2], the kernel is modified to make the
model have a large margin in classification, and in [6], the kernel is selected to have
a small local Rademacher complexity. EB and EF loss functions in this paper have
also been used in [25, 27, 44].

The recent discovery of the neural tangent kernel regime for overparameterized
models [17] and the identification [23] of warping kernels [25, 26, 29, 31] as the in-
finite depth limit of residual neural networks [14] also suggest that a theoretical
understanding of kernel selections may lead to important insights for neural net-
work based machine learning. This line of work suggests that it may be fruitful to
consider machine learning directly as the problem of selecting an underlying kernel
(by minimizing nonlinear functionals of the empirical distribution such as (1.2) or
(1.6)) and learning based on this kernel; in this perspective one has hierarchical
GPE. with kernel itself as the hyperparameter. This may be more effective than
simply fitting the data by minimizing a generalized moment, i.e., a linear functional,
of the empirical distribution, which is popularly used in empirical risk minimization.
Numerical experiments presented in [47] and [13], based on the EF methodology
in [25], provide evidence that (1) this point of view could improve test errors, gen-
eralization gaps, and robustness to distribution shifts in the training of AINNs, and
(2) kernel methods can be a simple and effective approach for learning dynamical

Modified maximum likelihood estimation and generalized cross validation.
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systems and surrogate models, with the underlying kernel also learned from data
(using KF and its variants). This further motivates the desire to understand the
KF-based estimation of 8.

1.6. Organization. The rest of this paper is organized as follows. Section = is
devoted to learning the regularity parameter of the Mat " ern-like model, where the
large data consistency is proved and implicit bias is characterized. Most of the
detailed proofs are deferred to Section 6, and concise intuitive ideas are presented
in Section 2 for the sake of readability. Section 5 considers other well-specified
models, including the learning of the lengthscale and amplitude parameters in the
Mat " ern-like model, or beyond the Mat " ern-like model. Experiments are provided
concerning consistency and variance of these EB and KF estimators. Section 4 cov-
ers discussions on model misspecification through numerical studies. The purpose
of the numerical experiments is twofold: (i) to demonstrate the extent to which
the ideas learned through the analysis of consistency, which focuses primarily on
the regularity parameter, extends to other parameters; (ii) to compare the per-
formance of the EB and KF estimators quantitatively, since use of the latter is
somewhat new in this area and its potential pros and cons need to be evaluated.
Finally, we conclude this paper in Section 5.

2. Regularity parameter learning for the Matern-like model

In this section, we study a Mat" ern-like model on the torus. We start with def-
initions of this model in Subsection 2.1, followed with definitions of EB and KF
estimators in this context in Subsection 2.2. Then, in Subsection 2.5, we present
our theory for the consistency of EB and KF estimators in learning the regularity
parameter, with experiments included to demonstrate the correctness and impli-
cations of the theory. In particular, the implicit bias of these two estimators is
explained. We outline the sketch of proofs for the theoretical result in Subsections
2.4, 2.5 and 2.6, and summarize several observations in Subsection 2.7. Subsection
2.8 provides additional experiments discussing the variance of these estimators.

2.1. The Mateérn-like model. We follow the general set-up in Subsections 1.2
and 1.3, where we have mentioned all the abstract ingredients such as the physical
domain D, the truth ut, the kernel K, and the data location ¥ . Inthe current and
next subsections, we will specify the exact meaning of these terms for a Mat” ern-like
model on the torus. We will also make remarks to explain its connection to the
standard Whittle-Mat " ern process in the whole domain; see Remark 2.2.

2.1.1. The physical domain. We set D to be T? = [o, 1]¢__, the d dimensional unit
torus; this will be the domain that we use for all our a.nalg;s We need to introduce
some mathematical concepts related to functions defined on this torus T2 First,
the space of square integrable functions on T¢ with mean o is denoted by
. { ! !
(2.1) L }(Td):= v:T4—R: [w(x)|2 dx < oo, vx)dr =0
T4 T4

The L2 inner product and norm are denoted by [, ] and |. o respectively.

In order both to define covariance operators and Sobolev spaces it is convenient
to introduce the Laplacian operator. Let _A be the negative Laplacian equipped
with periodic boundary conditions on T9 and restricted to functions with zero mean.
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This operator has orthonormal eigenfunctions gm(x) = e2=i™* with correspond-

ing eigenvalues im = 472pn g, for everym ¢ Zd\{u}, where Z2 denotes the d-fold

tensor product of Z, the set of non-negative integers. Here, i is the imaginary

number, and (m, x) dﬂnntes the Euclidean inner product hetween m, xR
Now, we can write functions in L %(T) as Fourier series:

(2.2) v(x) = v (m)e?mimR

meZd
wherev” : ZZ — R is the Fourier coefficient that satisfies v™(0) = o and v"(m) = [v, @m]
for m € Z9\{o}. This representation can be used to define useful Sobolev-like
spaces. For every t > o, the Sobolev-like space f7 {19 ¢ L *T9 consists of
functions with bounded | - 1: norm:

(2.3) Wi?:= (472 |m|2)e|v (m)|? < oo
meZe
We note that & °(T9) = L 2(T9). For ¢ < o, the SPBDEH. {T4) is defined through

duality. The Hilbert scale of function spaces defined through varying ¢ serves as
the basic ingredient to model the regularity of a function on T2

2.1.2. The Mat ern-like kernel and process. The Mat” ern-like covariance operator on
the torus is defined by

(2.4) Ce = o2(—A+12D)—=,

where the parameter 8 = (g, 7, 5). The roles of the three parameters are reviewed in
Remark 2.2. The orthonormal eigenfunctions of this operator are gm(x) = g2=im
with corresponding eigenvalues o2(422|m|? + 12)-=, for m € Z9\{o}.

The Mat " ern-like kernel function Kb is related to the operator Cs via
(2.5) Kolx, y) = [6(- — x), Ceb( - — y1

where 5(. x) is the Dirac function centered at x. Equivalently, K can be un-
derstood as the Green function of the differential operator ¢—*. Note that by
Sobolev's emdedding theorem, 5 > d-? is required to make KJ{x, ¥) pointwise well-
defined (See Section 7.1.3 and Lemma 7.2 in [7]): Ks(., ¥) then lies in the space of
continuous functions for any y € T2

Remark 2.1. We also have the Mercer decomposition of the kernel function:
(2.6) Kelx, y) = o*(47%|m|* + 12)~2pm(x)@* m(y),
mez<\{o}
where p*,, is the complex conjugate of ..
Given these function spaces and operators, we can define the Mat” ern-like process
using the Gaussian measure nDtaEmn:
(2.7) E~N o c2(—A+120)-= .

This covariance operator viewpoint could be understood as follows: for any 77 -

L 2(T9), the quantity [f ] is a Gaussian random variable with mean o and variance
[f e2(—A + 12D)-5]. We note that (2.7) is equivalent to the GP notation £ ~

GP(o, Kg). For more details on how to define Gaussian measures using operators
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we refer to [5,24]. A sample from this process can be realized by the Karhunen—
Lo’ eve expansion

(2.8) &x) = o(4n2|m|? + 12)-52Qm(x)em,
meZE [0}

where &m (m &Z? 4§ }are iid. standard normal random variables; we have
E &x)&y) = Kelx, ). Numerically, we can draw a sample by truncating this series
and restricting to a grid of values on the torus. Alternatively it is possible to
discretize the differential operator C;* on a grid first, and then compute the discrete
eigenfunctions to draw a sample. Such an idea is useful when the eigenvalues
and eigenfunctions of Gy are not analytically known a priori. Indeed, when the
operator is discretized into a matrix, the infinite dimensional Gaussian measure
becomes a finite dimensional one with the covariance matrix being the discretization
of Ce. Drawing samples is then straightforward. In this section, howaver, we work
on the torus and so the eigenvalues and eigenfunctions are known explicitly and the
truncated Karhunen—Lo" eve expansion could be employed.

Remark 2.2 The three parameters o, 7 and 5 quantify the amphtude inverse
lengthscale, and regularity of the process, respectively. This setting is similar to
that of the standard Mat " ern process [12, 33], defined on the whole space R%, whose
kernel function and associated covariance operator are both characterized byt]]ree
parameters; see [22] for links to the solution of stochastic PDEs, an approach at-

tributable to Whittle [12, 43]. The Mat’ [ern kernel funEth is
Kot (x.y) = 22 =yl ” J_.LL

l"{v] l By
for x, ¥ ¢ R4, where B, is the modified Bessel function of t]1e second kind of order
v. On R, this kernel function corresponds to the covariance operator

c g2l (v + dia)(gqm)d® 2 -
o Lw F{‘l-'] U ) ﬁ]

From this formula, the connection between the Mat " ern covariance operator in R4
and the Mat ern-like kernel operator (2.4) on T?becomes apparent. We restrict
our analysis to the torus to exploit powerful Fourier series techniques. We will
also comment on other boundary conditions in Subsection 2.7. For related results
regarding the Mat " ern process in R9or other bounded domains, we recommend
the book [33]. We note that [33, Sec. 6.7] also considers a periodic version of the
Mat’ ern model and diseusses (via the Fisher information matrix) the fixed domain
asymptotics of the maximum likelihood estimate of the three parameters. By using
the Mercer decomposition (2.6), the periodic case there is mathematically equivalent
to the Mat " ern-like model on the torus that is considered in this paper. In the next
subsection, we prove the consistency of estimators for the regularity parameter,
providing a rigorous theory for this periodic model. It would be interesting, in future
work, to combine this consistency with the properties of the Fisher information
matrix established in [33, Sec. 6.7] to obtain Bernstein-von-Mises type theorems
characterizing asymptotic normality of the estimator.

2.2. Regularity parameter learning. With the Mat " ern-like kernel and process
defined, we move to discuss the parameter learning problem in this subsection. We
fix o =1 and 1 = o in the Mat " ern-like model and focus on the regularity parameter
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only. To proceed, we need to make precise the ground truth u?, the kernel, and the
data location X , of the learning problem.

2.2.1. The ground truth. Our theoretical results regarding the consistency of EB
and KF estimators will be based on the assumption that ut is drawn from the GP

N (o, (—A)-=) for some 5 > d/o.

Remark 2.3 We note some regularity properties of this GP here. The Cameron-
Martin space for £ (g, ( AY=) is H (T9 (for readers not familiar with the
Cameron-Martin space, see Theorem 7.33 in [7]). However, £ is not an element
of this space, almost surely. Indeed, it holds that £ belongs to H =~22-7(T9) for

any 1 = o almost surely (and to Hé lder spaces with the same number of fractional
derivatives; see Theorem 2.12 in 7D- Furthermore, since the Laplacian operator is
hnmﬂgenﬁous and thus the covariance operator is siahnmrjr in space, the regularity
of the path is spatially homogeneous (the measure is space translation-invariant).
Here, we refer, for this phenomenon, to £ (as a function) having homogeneous
critical regularity s d/2 across T% If we drop the term “homogeneous”, we mean
the property holds without the requirement of spatial homogeneity. Such behavior
may occur for functions with spatial singularities.

Remark 2.4. We always require 5 > d/2, which ensures the continuity of the sam-
ple path of ¢ almost surely and guarantees that A (T) is a RKHS, according to
discussions in Remark 2.3. Thus, the pointwise value of £ makes sense.

2.2.2, The equidistributed data. We observe equidistributed pointwise values of ut
over the torus, i.e., the data lie on a lattice. To describe the data locations we
introduce a level parameter ¢ = N such that, for a given g, we have the data locations
g = {35 : j € Jq}, where x5 = (jujz,....jd) - 279 and Jg = {{(ju jz,... . ja) €
N?: gz jk 22 - 1yk 4 . We}also use the simplified notation x; = j2-2
throughout the paper.

2.2.3. The EB and KF estimators. We follow the definitions in Subsection 1.3.
Here, the kernel function for the regularity learning problem will be

Kelx, y) = [6(-— x), (=A)=5(-— )1

where the parameter # = §f } Similar to Remark 2.1, it has the following Mercer
decomposition

(2.9) Kdlx, y) = (472 |m|*)~=@mlX)@* ().

mez4\{o}
Numerically, we can compute it by truncating this infinite series. Fast Fourier
Transform could be applied to speed up computation of the kernel matrix.

We adapt several notations from Subsection 1.3 to this specific problem, by
writing ¢ instead of 6, and g instead af 5, and K(, g) instead of B 3¢4). These
simplified notations make the analysis cleaner to present. Under such convention,
the EB estimator for the regularity parameter is:

(2.10)

sEB(g, ut) = argmin LES(t, g, ut), LEB(t g ut) := lu(, 1, g)I%,+ log det K(1, q) .
fe[d/2+8,1/8

Here, u(-, t, q) is the GPR solution using the kernel function K. and the observa-

tional data of ut at X,.
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Remark 2.5, The formula (2.10) is the continuous formulation of the EB loss func-
tion, which is more convenient for theoretical analysis of consistency. The finite-
sample formula (1.2) is more useful in numerical computation, and it can be derived
from (=.10) by using the representer theorem.

Remark 2.6. As in Remark 2.4, we require the regularity parameter ¢ = d/2. Here,
furthermore, we introduce a number é > o and select the domain of the parameter
tobet ddfz+ &, 1/5]; 6 can be any arbitrary positive number, and this compacti-
fication of the parameter domain will simplify the subsequent analysis. The reader
should not confuse real number & with Dirac delta funetion &.

For the KF loss function, we fix the subsampling operator to be equidistributed
subsampling so that m¢, = ».; for this choice, we can omit the dependence of
the estimator on the subsampling operator 7 in the notation and write:

(2.11)

EE[g, HT] = al'gmitl LZIEF i KF T . I_u[': 't'q} - u[': -tq - 1]|2
f1d/2+6,1/6] lu(. £, @)1%

2.3. Consistency and implicit bias. In this subsection, we present our theory

of consistency and characterize the implicit bias via numerical experiments. The

sketch of proofs is given in the next subsections.

2.9.1. Main theorem. We have Theorem 2.7 regarding the consistency of the two
statistical estimators in the large data limit:

Theorem 2.7. Fixd = 0. Suppose ut is a sample drawn from the Gaussian process
N(o, (—A)—=). If s = [diz+ 4, 1/6] then, for the Empirical Bayesian estimator,
lim sEB(g, ut) = 5;

g—bm
if =42 ¢ [d/2+ 8, 1/8] then for the Kernel Flow estimator,
; —
lim s¥F(g, ut) = 2 2_
g—+oa 2

In both cases the convergence is in probabilify with respect to randomly chosen ut.

Remark 2.8. Sirictly speaking this theorem shows that EB consistently estimates
the regularity parameter, whilst KF does not. However we make two observations
about this. Firstly, the true value of 5 can be recovered from the KF estimator by
a simple linear transformation. And, secondly, the value selected by KF is optimal
with respect to minimizing a specific measure of generalization error (as we will
show in the discussion of implicit bias in Subsection 2.3.3), and is of clear interest
from this perspective.

Remark 2.9. The use of 4 in the proof (and hence statement) of this theorem helps
by compactifying the parameter space. In practice, numerics demonstrate that it
is not intrinsic to the problem. We leave for future work the problem of a more
refined theorem, and proof, which does not rely on it.

Remark 2.10. For economy of notation we will drop explicit reference to the de-
pendence of the loss functions and the estimators on u? in what follows; we will
simply write L=5(z, g), L**(¢, ), s%5(q), s*(g)-
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The remainder of this subsection is devoted to numerical experiments illustrating
the theory, discussion of the implications of the theory (i.e. implicit bias), and an
overview of the proof techniques we adopt.

2.9.2, Numerical illustration of theory. We present a numerical example to demon-
strate the main theorem, and its consequences for regression. Consider the one
dimensional case, i.e., d = 1. We set the ground truth s = 2.5 and so sds2 =3,
The domain is discretized with N = 21¢ equidistributed grid points. For our first
set of experiments we fix the resolution level of the data points to be g = g, ie.,

we have =% equidistributed observations of the unknown function uf. In what fol-
lows the Laplacian is as defined in Subsection 2.1.2. Given a sample of ut from
N(o, ( -A)-=), we form the loss function for the EB and the KF estimators. We
draw this sample using the formula (2.8) with & = 1 and 17 = o; we truncate the
series to the grid resolution. A single realization of these loss functions is then
shown in Figure 1.

<1 Loes function: Empirical Bayeslan o Loss function: Kernel Flow

.

3
II \ /
2t 1 2t Y
| W0 \ , ri
1 ] -.
)
/] [ \_/
1 N — —+—ﬂ'/ e . . .
1] [ 1 15 2 25 3 [] [ 1 15 2 25 3

Figure 1. Left: EB loss; right: KF loss

‘We observe that the minimizer of the EB loss function is very close to t = 2.5,
while the minimizer of the KF loss function is very close to t = 1, matching the
predictions of Theorem 2.7. Furthermore, the loss functions exhibit some interesting
features. Specifically, the EB loss function behaves as a linear function of ¢, for ¢
less than 5, and then blows up rapidly when t exceeds 5. The KF loss function is
more symmetric with respect to the minimizer = 2=4:2 in the logarithmic scale.
'We will make remarks that explain these observations in our theoretical analysis.

2.4.3. Implicit bias. We present here a second set of numerical experiments looking
at the effect of the parameter value s selected by EB and KF on the approximation
of the function u*, which is (typically) the primary goal of hierarchical parameter
estimation. The experimental set-up is the same, but now we vary the resolution
of the data points ¢ = 3, 4.... , 9. We focus on the I? error between u' and the
GPE. solution using learned parameters, i.e.,

() — u(, t, QI3
We start, in Figure 2, by considering the error as a function of g, for different
t. As we increase t, the regularity of the GP used for regression increases. In
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e |

L? error: averaged over the GP

i

Figure 2. [? error: averaged over the GP

order to illustrate clear trends, the L? error is averaged over the random draw
of uf ~ No, (-A)=), so the effective error is Ewr () —u( . )13 From the
figure, we can see that when ¢ increases from o.5 to 1, the convergence rate of the
L2 approximation error increases. Then, if we increase t further from 1 to 3, the
slope of the convergence curve remains nearly the same. This demonstrates the fact
that 1 = =42 is the minimal 7 that suffices to achieve the fastest rate of L? error
convergence. We have observed that this phenomenon is very stable with respect
to the specific random draw: the general shape of the curves seen in Figure = is still
observed when one specific draw of the true random process is used, although the
resulting figure contains fluctuations and is not as clear as the average case that we
show.

On the other hand, we can compute Ex 2%( )-u(, 1, )|} for g = 9 as a function
of t; see Figure 3. The optimality of the value 5 = 2 5 is clear. However, unlike the
experiments in Figure 2, this result is not stable with respect to the random instance
of the GP: the minimizer of the L? error fluctuates wildly in our experiments.

In summary, the second set of numerical experiments indicates the following
implications for the regression accuracy of the EB and KF approaches to hierarchical
parameter estimation. The KF estimator selects the minimal ¢ that suffices to
achieve the fastest rate of approximation error in the L2 norm for a given fixed
truth; in contrast, the EB estimator converges to the ¢ that achieves the minimal
L2 error, averaged over the draw ufc N (o, C A)-=). Note that EF is based on
purely approximation theoretic considerations whilst EB is founded on statistical
considerations — they attain very different implicit bias in selecting parameters.
2.9.4. Further discussion of the theory. We provide some further discussions of the
implications of Theorem 2.7 in this subsection. The theory shows that the EB
estimator recovers the ground truth parameter s of the statistical model. This is in
line with expectations since the methodology is designed to recover the most likely
value of 5, given the data, and since the Gaussian measures occurring for different
5 are mutually singular. In the literature, such consistency results are primarily for
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Figure 3. L? error: averaged over the GP,forg =g

observational data in the Fourier domain; thus, the observation operator commutes
with the prior. Here, our data model is in the physical domain, which leads to the
need for considerably more sophisticated analysis, due to the noncommutativity of
the observation operator and the prior operator, and yet is a much more practically
useful setting, justifying the investment in the somewhat involved analysis. Our
proof provides a novel sharp upper and lower bound on the termg u(., ¢ g}7 and
log det K1¢, g), based on techniques in approximation theory and the multiresolu-
tion analysis developed in [24]. Our techniques may have broader applications in
analyzing the observational model in the physical domain.

Another interesting phenomenon shown in Theorem 2.7 is that the KF estimator,
first proposed in [25] as a method to learn kernels for machine learning tasks,
achieves a rather different consistency behavior, with the large data limit being
==4/2 This fact has the following consequence: if the ground truth function u*
has homogeneous critical regularity s— d/2, then the KF estimator will converge
to half the critical regularity in the large data limit.

To understand the mechanism behind this effect, we observe that the KF lossisa
surrogate for the (relative) |- l-norm approximation error between ut and u(-, £ g).
Furthermore, approximation theory implies that the GP regressor u(-, ¢, g) is also
the optimal | - |~norm approximant of ' in the linear span of the basis functions
{ A5 x) =}. gnﬂer this perspective, we see the KF loss incorporates
two competing factors in the approximation: increasing f improves the approxima-
tion error by increasing the regularity of the basis functions while worsening the
measurement of that approximation error by using a stronger norm. The balance
between these two competing factors is achieved when ¢ is half the critical regular-
ity, which is the parameter that KF eventually picks. Our proof provides a detailed
demonstration of this phenomenon.

In short, EB learns hierarchically based on statistical principles, whilst KF learns
based on approximation theoretic ones. The consistency results presented here
provide evidence that the interplay between statistical estimation and numerical

Licensed to Calf Inst of Tech. Prepared on Tue Jul 5 15:42:59 EDT 2022 for downiload from 1P 131.215.143.167.
License or copyright restrictions may apply to redistribution; see hitps:iwww.ams.ongjoumnat-terms-of-use


http://www.ams.org/journal-terms-of-use

EMFIRICAL BAYES AND KERENEL FLOW 2541

approximation can be very useful for parameter estimation and kernel learning in
general, thus suggesting new ways of thinking hierarchically. This perspective is
one of the main messages that we convey in this paper.

2.4.5. Proof strategy. Subsections 2.4, 2.5, 2.6 are devoted to proving Theorem =2.7.
For the sake of understanding, we provide a high-level view of our proof strategies in
this subsection. Fourier analysis plays an important role in the proof. It allows us
to analyze the approximation error in a very precise way under this equidistributed
design setting.

In our proof, we begin by establishing tight bounds on the terms that appear
in the objective functions, i.e., lu(, f, g]l%, log det K{t, g) and lul, ¢, ) — u(-, t.qg —
1)I%, using the toolkit we develop in Subsection 2.4. The norms lu(, #, g)I% and
lu(:t q) —u(,4,qg -2) %are expressed as random (as a function of u') series and
we carefully analyze the dependencies of the random variables to establish the con-
vergence in probability. For log det K(¢ q), we employ the multiresolution approach
introduced in [24] to establish a tight estimate of the spectrum of the Gram matrix
from below and above. Given these estimates, we provide an intuitive understand-
ing of how the loss functions behave and how the minimizers converge in Subsections
2.5, 2.6. In the rigorous treatment, the sharp bounds on the different components
of the ub]echve functions will be combined with the uniform convergence result of
random series in [36] to obtain the convergence of minimizers.

2.4.6. Notations. In many parts of the analysis, we need to develop tight estimates
on the terms appearing in the loss functions. Some useful notation for comparing
different terms are introduced here. We write 4. B if there exists a constant C
independent of g, f such that

1
—B=d=
CE_A_CB.

The constant may depend on the dimension 4 and on é. Correspondingly, if we use
A 4 B or 4.5 B, then only one side of the above inequality holds.

Fourier analysis plays a critical role in the analysis. We always use ut for the
ground truth function, while we omit the ;symbol for ease of notation when dis-
cussing its Fourier transform, and write 1 ; we will also use i , with more arguments,
to denote the Fourier transform of the Gaussian process mean; see the discussion
following Theorem 2.13. In the Fourier domain, we let By :={m € Z: —23-1 =
m=291—1}and BdF B, @ By ® - - - @ By be the tensor product of 4 multiples
of Bs. We have that B<is a box concentrating around the origin, so only the
low-frequency part of the Fourier coefficients is considered.

2.4. Toolkit: Fourier series characterization. In this subsection, we prepare
the necessary tools that are used to prove the main theorem of this paper.
‘We start by establishing a Fourier series characterization for u(, t, ¢). This is
a key ingredient in expressing the terms in the loss functions as random series.
Our approach, using Fourier series, is motivated by the papers [8, 28], where the
approximation power of shift-invariant subspaces of L2(R9) is studied; in our case
we use related ideas in the Z 2(T) setting.
To find the representation of the term u(-, t, g), we invoke its definition, i.e.

u(-, t, g) is obtained by GP regression with the g-level data and the covariance
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function (—A)—t. We use the representer theorem from GPR. Concretely, let the
sat of basis funetions be

Feg = span;eg {(—=A)-%(-—x)}

then, u(, . g) is the best approximation in F «q to the true function under the |. |:
norm. Let us define

F tg:=1g: Z2 — C, there exists an /' Fyg such that g =fh},
the Fourier coefficients of functions in F.,. A quick observation is that for every
gE FAf,E, we must have g{o) = o because of the mean zero property of 7 = Feq.

Proposition 2.11 gives a complete characterization of the basis functions inf 14, for
t=dfo.

Proposition 2.11. For any £ |ﬁ 1g. there exists a 2e-periodic function p on Z2
such that
|m|~2p(m), m=o0

m=0.

glm) =
The proof is in Subsection 6.1. Next, we define a 22-periodization operator,
which will be used to compute the representation of i (m, t, g).

Definition 2.12. The operator T, is defined as a mapping from the space of
functions on Z to itself, such that

(TgE)m) = glm+2398), melid
pezd
whenever the right hand side series converges for the function g : ZZ . R. Wealso
define
(2.12) MHm) := pezavioy 129817 ifm=j - 2afor somej € Z9
g peze M+ 298177, else.

Both T,g and M} are 2a-periodic functions on Z% Based on this definition,
Theorem =.13 presents the explicit form of the Fourier transform of u(., ¢, g); the
proof is in Subsection 6.2. The proof relies on the Galerkin orthogonality property
of u(-, t, g) due to its being the optimal approximate solution.

Theorem 2.13. Let 1 ( , t, g) be the Fourier coefficients of u(., t, ), then form ¢
74 we have
iom, L) = ym=o
i(m, tq) = —2Twlm) o
Im| ™2 gy else,
where il denotes the Fourier coefficients of ut.

This above representation is very useful for analyzing the terms ju(, 1, ¢) f,and
¥(.r @) u(.tq 1) F,As well as studying the Fourier coefficients of u( , 1.4),
which we denote by i (, f gq), we will also need to studjr the Fourier coefficients of
ut() which, for ease of notation, we will denote by # (), henceforth, omitting thei
symbol. It is thus important to look at the number of arguments of i to determine
which object it is the Fourier transform of. Note also that u(, ¢, g) is determined
by ut; hence if u* is random, so is u( .1, ).

‘We will use the above Fourier analysis toolkit to study the consistency of EB
and KF in the following two subsections.
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2.5. Proof for the Empirical Bayesian estimator. In this subsection, we prove
the consistency of the EB estimator. As explained before, our roadmap is to give
a tight estimate of the loss functions first and then analyze the minimizers. For
the norm term p( .7, g) §, we invoke Theorem 2.13, based on which this term is
expressed as a random series:

Proposition 2.14. The H {(T9) norm of u(-, t, q) has the representation

o § |Tqﬁ[m“2

lu(. &, @le= (47 ) M)
meBg a

Moreover, suppose ut — N(o, (—A)~=) for s = 4, then

lu(-, t, )15 = (4a2)=

where {Emlmesa are independent unit scalar Gaussian random variables.
3

Proof. Using Theorem 2.13, we get

lu(, t, @1 = (472)2|m|*"|@i(m, 1, @)1
mezZ4\{o}
:(432}1 I | —2t |T*i'u[m}|
meZ4\{0} |G |2
| Tti(rm) |
= £ 3
=(473 . M;{m} THTIE OB
_ . | Tqti(m)|*
=(47%) T
meBd q
where in the third equality, we use the periodicity of the flmchnnllnjg_m::
If we further assume :.rT N (o, (—A)- =}, then i (m) ~ N (o, (472)- E T2=} FDr
different m, these Ga anﬂm:n bles are md dent
m e B4, we have Tqu{m} ~ N(o, [43:2] =M5(m]], ejr are Su
d
we can write
TR _ (. Mg
mept Mg m) _— Mim) ™
where {fm}lmes: are independent unit scalar Gaussian random variables. O

The inﬂependenne of the random variables established in the preceding represen-
tation is crucial for the analysis. The terms M =(mm), M+(m) appear in the preceding;

to analyze them we present a useful lemma below. The proof is in Subsection 6.3.
Lemyma 2.15. For f € [d/2+ &, /8] and g = o, we have

2723t jfm=0

lm|~2% if m = Bg\{o}.

Moreover, form € B3\{o}, we have M¥{m) — || 2t~ 2—2a

Mz0m) ~
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Now, we are ready to get the estimates of the loss function. Proposition 2.16
shows an upper and lower bound on the norm term.

Proposition 2.16 (Bound on the norm term). Suppose ut is a sample drawn from
the Gaussian process N (o, (—A)~3) for dfe+ d =5 = 1/4, then

lu(, t, @15 ~ 2-92=—2473 4 lm 22522,
msB\{0}
where {Emlmep: are independent unit scalar Gaussian random variables.
Proof. According to Lemma 2.15, form = %‘\{0}, we have M; {m) ~ |m|~2% for

m = o, we have Mj(m) ~ 224, Thus,

M =(m)
. 2 = ) L —4- - 2
lu(-, t, @)l = (47%) Wiom)

Mzm) . Mzo)

— 2y t—=
- a2 g o+ |m|2t2522
meEB {0}
This completes the proof. ]

Proposition 2.16 states that the behavior of the norm term is nothing but
a weighted sum of squares of independent Gaussian random variables, which is
amenable to analysis. With this in mind, we state a lemma useful in the analysis
of such random series, with proof deferred to Subsection 6.4.

Lemma 2.17. Suppose{im}m=zs are independent unit Gaussian random vari-
ables.

« Forr > 0, define the random series

arg)=="" |m|™ .
me B2\{0}

Fix e = o, then there exists a function y(r) = o such that limg.. a(r, g) =
¥Wr) = o uniformly for r € [e 1/e], where the convergence is in probability.
« Forr =0, define

1 _
alo, g) = Im| 92,
q meB2\{o}

then there exists y(0) 2 (0, o) such that limg- . a(o, g) = y(0) in proba-
bility.

‘We then move to the second term in the loss function, i.e., the log determinant
term. It is deterministic and to study it we need a way of analyzing the spectrum
of the Gram matrix. Proposition 2.18 gives upper and lower bounds on this term.
The proof is in Subsection 6.5 and is motivated by analysis developed in the paper
[24]. The idea is to use the Schur complement of the Gram matrix and rely on the
variational characterization of the Schur complement to get a tight control on the
spectrum. This technique is quite general and has been used in [24] to characterize
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the spectrum of heterogeneous Laplacian operators; here we adapt it to fractional
operators. On the other hand, for the homogeneous fractional Laplacian operators
in this paper, it is also possible to calculate an explicit formula for the spectrum
of K(t, g), as has been used in Section 6.7 of [33]. We describe this simple proof in
Subsection 6.5 but retain the proof employing the more general methodology as it
may be useful for other problems.

Proposition 2.18 (Bound on the log det term). For d/2+ é =<t = 1/8, we have
(2t — d)gi(q) — Cgalg)+ K(2, 0) = logdet K(z, g) = (2f — d)g.(g)+ Cga(g)+ K(2, 0),

where g1(g) = L, (2% — 2t=10d)(—klog2) and g=(g) = (292 — 1)(2t — d). The
constant C is independent of t, . Moreover, gi(g) ~ —gzad

‘With the loss function analyzed by the above results, the consistency of the EB
estimator is readily stated as follows.

Theorem 2.19 (Consistency of Empirical Bayesian estimator). Fix é = o. Suppose
ut is a sample drawn from the Gaussian processy (0,-{ A)~—=). If sc [d/2+ 6, /5]
then
lim sE8(g) =5 in probability.
q—bm
The detailed proof is in Subsection 6.6. We can understand the theorem intu-
itively by using the established results above. Recall there are two terms in the loss
function: (1) the norm term lu(, f, g)1%; (2) the log det term. For the norm term,
from Proposition 2.16 and Lemma 2.17, its behavior for g — oo is roughly
+ Growing like 24i2e-2s+4) if f > 5 — d/2;
+ Growing like g if t =5 — dfz;
+ Remaining bounded if t < 5 — d/=.
The log det term decreases like (2f _d)g=2¢ according to Proposition 2.18. Notic-
ing that the EB loss function has the form

LEB(t, ) = lu(,, 1, g)I%+ log det K(#, ),
we arrive at the following intuitive observations:

. When t < 5, the dominant behavior of LEE(#, ) is controlled by the log
determinant term, since the growth rate of the norm term 22244 =
o(g234). As a consequence, LE2(t, g) exhibits the overall behavior— (21—
d)g29<, Therefore, the loss function decreases linearly with ¢ in this regime.
This is consistent with what is observed in Figure 1.

. When t =5, the increasing speed of the norm term beats the decreasing rate
of the log det term, so the norm term dominates the behavior of LE=(z, g).

Overall, it is like 292*2=*4) which increases exponentially with t; again
this is consistent with what is observed in Figure 1.
According to the above observations, the minimizer of LEE(f, ) will converge to s.
To make the intuition leading to this conclusion rigorous, we need to use techniques
of uniform convergence for random series. For details we refer to Subsection 6.6.

2.6. Proof for the Kernel Flow estimator. In this subsection, we establish the
consistency of the EF estimator. As before, we start by estimating the growth
behavior of terms that appear in the loss function. We begin with the interaction
term p( , ¢ g) u( ,.fg 1) 2y Similar to the analysis of the norm term in the

preceding subsection, we represent it by using Fourier series.
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Proposition 2.20. The H " 4(T4) norm af u( , t, q) u(, t.q — 1) has the represen-
tation

C .
(213) Wit @) —uC. t.g—DP = (qr2)  Mem) Iailm) T, u(m)
* T M{m ML (m

mEB:;
Proof By Theorem 2.13, we have
0, s
itm. t iCm. t - ifm=o0
ii(m, tq) _t(m, tq_1) Iml‘ﬂf[n“‘[’"]' _ Toactm . else.
HMim] M im)
Thus,
lu(, t, ) — u(-, t,qg — I3 =(472)* lm|*|di(m, t.g) —ii(m, t.g — 1| *
meZ4\{o}
. . 2
=(472)" |m]| 2t Tqui(m) Igqu(m)
Mim) T
mez<\{o} qm) Mq—].(m:]

2
=(qa3) Mum) Tati(m) _ Tgqii(m)
q

meBd M;[m) M-tl'-!‘_i (m)

By carefully studying the correlation between the random variables appearing in
the preceding proposition, we obtain lower and upper bounds in the following two
propositions; proofs can be found in Subsections 6.7 and 6.8.

Proposition 2.21 (Lower bound on the interaction term). Suppose ut is a sample
drawn from the Gaussian process N (o, (—A)~=) for d/2+ é =5 = 1/, then

lu(, t,q) —u(, t.qg — I @ 272 | M2
m- B o

where { {m} meg< _ \io} are independent unit scalar Gaussian random variables.

The upper bound has a more complex form. We introduce the notation Z% =
{o, 1}¥ comprising 4 dimensional vectors with each component being in {o, 1}. In
Proposition 2.22, we also use the convention that |m|® = o for m = o and any
o = R to make the notation more compact.

Proposition 2.22 (Upper bound on the interaction term). Suppose ut is a sample
drawn from the Gaussian process N (o, (—A)~=) for d/2+ é =5 = 1/, then

hu(. 1, g) — uC. t,g — DI%.S (2793720 4 2724|3729
kcZ® meBe
2 g1
where for a fixed k € Z2 {fxm}m=5a are independent unit scalar Gaussian ran-
2 —

dom variables.
‘We remark that in the upper bound, the random variables for different k¥ may ex-

hibit correlation. However, since the term o za (2792572042720 m %7293
has the same form for each %, and the number of different k is finite, it suffices to
analyze the random series for a single k, in which we have the independence of
random variables. The theorem is stated below.
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Theorem 2.23 (Consistency of the Kernel Flow estimator). Fix é = o. Suppose ut

is a sample drawn from the Gaussian process N (o, (—A)-=). If ==d2 = [d/2+4, 1/6]
then for the Kernel Flow estimator,

lim s¥F(g) = =
g+ 2

in probability.

The idea behind the proof of the theorem is to combine Propositions 2.21, 2.22
and Lemma 2.17. Together they imply the growth behavior of the loss function

KF lu(, t,g) — u(-, t,g — DI

L
lu(., t, )13

as follows:
+ When t < ﬂ;’é, the numerator decays like 2-2% since 4f — 25 < —d, in

which case the summation ¢ g 03 Im |#t-2572 remains bounded. The

denominator remains bounded. So the overall behavior is 2-2m,

+ When =42 < t < 5 — d/2, the numerator decays like 227 x pai#t-2=d) =
ogi2+-2=*4 aecording to Lemma 2.17. The denominator remains bounded,
The overall behavior is 2a2:-2=+4,

. When t = 5_d/2, the numerator behaves like 292*2=*4 shile the de-
nominator behaves like 292t-2=*4, The overall behavior is of order 1.

These observations are consistent with what is observed in Figure 1. Based on
them we deduce that the minimizer converges to 2.2 . The loss function exhibits

symmetric behavior with respect to =42 forgd (d/2,5 4). The detailed rigorous
treatment is presented in Subsection 6.g.

2.7. Discussions. In the preceding three subsections, we have presented the con-
sistency theory, its implication for implicit bias, as well as the tools and strategies
underlying our proofs. This subsection adds to several discussions on the theory
and proofs.

First, our theory applies to the torus domain. One may wonder whether these
techniques can be applied to boundary conditions beyond the periodic ones. The
main tool used in the proofs is Fourier’s series (based on the eigenfunctions of the
Laplacian operator). These are used to characterize the norm term and determinant
term. We expect these techniques to generalize to other problems, such as the
box with Dirichlet or Neumann boundary conditions in which the Fourier sine or
cosine series are natural; the detailed analysis is left as future work. However, we
need to point out that the limitation of this proof idea is that it requires a clear
analytic understanding of the spectral properties of the kernel operator, i.e., its
eigenfunctions. In Subsection 5.2.1, we present numerical experiments beyond this
setting, which involves more challenging Laplacians with discontinuous coefficients
that can model more complicated heterogeneous random fields.

Second, this section considers the regularity parameter only. In spatial statistics
literature, consistency results on this parameter (for general Mat " ern type model)
are very scarce and difficult. Here, we obtain a proof for the torus model, which is
the main technical contribution of this paper. We will discuss the learning of other
parameters in the next section, to make the story of the Mat " ern-like model on the
torus more complete.
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Finally, as we get two algorithms that can “consistently” learn the information
of the regularity parameter when the number of data is large, a natural question is
when to choose which. To answer this question, we present numerical study of the
variances of both estimators for the Mat” ern-like model in the next subsection.

2.8. Variance of regularity parameter estimation. In this subsection, we com-
pare the variance of the two estimators for recovering the regularity parameter s.
'We return to the experimental set-up in Subsection 2.3.2. We form the EB and KF
estimators for 5o instances of different draws of the GP, normalized by the limiting
optimum values 5 and 2= respectively. The statistics of the two estimators are
summarized in the histogram (see Figure 4). Clearly, EB exhibits smaller variance

=

RN

m & &

1
24 245 25 235 28 08s 09 0= 1 105 11 115 12
= £

Figure 4. Histogram of the regularity estimators for the Mat " ern-
like process. Left: EB; right: KF.

than KF. We compute the estimated variance using the 5o instances. Finally we

get
Var(s=e) s Var(sF) s
———— = 144 X 10 and —2:3_6>C10
5 ((s — d/2)/=)

Since the variance of EB is smaller, if our target is to estimate s for the exact GP
model, then this suggests that the EB method is preferable.

3. More well-specified examples

The setting in Section = concerns regularity parameter of the Mat” ern-like model
only. This section aims to extend this discussion to a wider range of settings by
means of numerical experiments. First, we study the learning of lengthscale and
amplitude parameters in the Mat" ern-like model in Subsection 3.1; these experiments
lead to a more complete story for the Mat” ern-like model on the torus. Then,
in Subsection 3.2, we consider other well-specified models, extending beyond the
Mat " ern-like process example. In Subsection 3.3, we also dmcuss some computational
aspects of the EB and KF approaches.

3.1. Recovery of amplitude and lengthscale. We start with the learning of
amplitude and lengthscale parameters in the Mat” ern-like model, via either EB or
KF method.
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In spatial statistics, an important general principle in looking at the recovery
of hyperparameters via EB is to determine whether or not the family of measures
are mutually singular with respect to changes in the parameter to be estimated,;
learnmg parameters which give rise to mutually singular families is usually easy,
since different almost sure properties can often be used to distinguish measures and
this can be achieved without an abundance of data; in contrast those parameters
that do not give rise to mutually singular measures typically require an abundance
of realizations to be accurately learned. We illustrate this issue in the context of
estimating one parameter by EB, the changing of which leads to mutually singular
measures, and estimating two parameters by EB, changing one of which leads to
mutual singularity, and the other to equivalence, for the Mat” ern-like process. We
also study analogous questions about identifiability for the KF method. In all cases
we work with loss functions that are natural generalizations of (2.10), (2.11).

3.1.1. Recovery of o. A first observation is that the KF loss function is invariant
under change of 7, so it cannot recover this parameter. We also note that measures
are mutually singular with respect to changes in ¢, and so we do expect to be able
to recover ¢ by EB. For the EB estimator, we design the experiment as follows.
We study whether the EB method can recover ¢ while s, 7 are fixed. In detail, we
consider a problem with domain the one dimensional torus T!. The Mat ern-like
kernel has regularity 5 = = 5, amplitude ¢ = 1 and lengthscale 1 = 0. We assume
the values of 5, 7 are known, but not 6. We want to recwercrbyseemgamngle

discretized realization uf.. N{o (A + 12D)~%). The domain T?! is discretized
into N = 212 equidistributed grid points. The data we observe is the values of ut in
2% equidistributed points. We build the EB loss function (see equation (3.1)) and

plot the figure for a single instance; see Figure 5. We introduce ¢ as the variable

Loss function: Empirical Bayesian

-8200 :
[+ e |
-8000 - /1
-7000 [ [
.'II.I
I
&-7100 /
/
7200 \
7200 [ -
""'H-..____ -
. -
-T7400 1 1 1 1 1
15 A 05 o 0s 1 15

log <
Figure 5. EB loss function for recovering o
to be maximized over to determine our estimate of ¢. In our experiments we work

with the parameterization ¢ = exp(c’) in order to ensure that the estimated o is
positive. Hence, the x-axis of Figure 5 is ¢/. The figure shows that the minimizer of

Licensed to Calf Inst of Tech. Prepared on Tue Jul 5 15:42:59 EDT 2022 for downiload from 1P 131.215.143.167.
License or copyright restrictions may apply to redistribution; see hitps:iwww.ams.ongjoumnat-terms-of-use


http://www.ams.org/journal-terms-of-use

2550 YIFAN CHEN ET AL.

the loss funection is close to the point ¢/ = o (¢ = 1), so the estimator ¢=F is close
to the ground truth o.

‘We can theoretically analyze the convergence. The same set-up in Subsection 2.1
is adopted, except now we assume the function is drawn fromg (o, 63 A)~=) with
5 known and we want to recover ¢ by seeing the equidistributed spatial samples on
the torus. After calculating the likelihood in such a case, we get the EB estimator
below. Here we abuse the notation to write

o=B(g, ut) = a:gﬂﬁnLEH{f;. g, ut),

(3-1) 2, |2
LEB(g, g, ut) = ‘T_”[gg% +log det K(s, g)+ 29¢log 2

The definition of u(., 5, g),K(s, g) is the same as in Subsection 2.1. Recall that
u(, 5, g) is the mean of the GP found by conditioning a prior measung (o, A)-3)
on observations of ut at the observation data with level g. The definition gf. |-
also follows from Subsection 2.1. We abuse notation to write LEB(g, g, ut) for the
EB loss function used in the estimation of ; the reader should not confuse this with
LEE(t, g, ut) in Subsection 2.1 which is used for recovering the regularity parameter
5

. In this setting we have the following consistency result:

Theorem 3.1. Fix é = 0. Suppose ut is a sample drawn from the Gaussian process
N (o, 62 A)—=) for some 5 = [d/2 + 8,1/8]. Then, for the Empirical Bayesian
estimator of o, it holds that

lim ¢%3(g, ut) =g,
q—rm

where the convergence is in probability with respect to randomly chosen ut.

Proof By taking the derivative of LE=(, g, ut) with respect to ¢ and setting it to

o, we get the explicit formula:
1
. z
(3.2) oEB(g ut) = o fu( ’;ﬁ;fll_f .
Due to Proposition 2.14, we get our lu(, 5, )I° = +£2 . By the Law of Large
5 meB, m
Numbers, we have :
. . 2
lm LéCsal; _ 1,
g— o ogd
from which the consistency follows. ]

Remark 3.2. We note that consistency results for the amplitude parameter have
been well studied in the literature; see [33]. The purpose of this subsection is to
tie those results to the rather explicit setting of our paper. One important feature
of the torus model is that we are able to get an explicit and simple formula for
o=E, 50 the consistency results are very clear. Moreover, since ¢E8 is the average
of i.i.d. Gaussian random variables, one can also easily read off other statistical
properties of this estimator (although the result of asymptotic distribution is also
not completely new; see for example the discussion on page 201 in [33]).
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3.1.2. Recovery of s, o simultaneously. We now build on the previous experiment to
study whether the EB method can recover 5, & simultaneously when 1 is fixed. We
reemphasize that since the measures are mutually singular with respect to changes
in ¢ and 5 we do expect to be able to recover (g, 5) by EB. The basic set-up is the
same as the last subsection, and now we minimize the EB loss function to recover
5, ¢ where, again, ¢ = exp(¢’). We run 50 instances (each instance corresponds
to a random draw of &), and collect the estimators (sE%, log622) of the EB loss
function for each instance. We present the histogram of the two values obtained in
the experiments as follows (Figure 6).

T 271 22 23 22 75 26 27 28 29 3 45 04 43 0241 0 04 02 03 04 05
= iog o =

Figure 6. Left: histogram of the s85; right: histogram of the log o==.

From the figure, we observe that in the 5o runs, the minimizer (558, ¢5F) is close
to the ground truth (2.5, 1). We conclude that the EB method can recover the two
parameters simultaneously in such a context.

3.1.3. Recovery of . We consider whether EB and KF can recover the inverse
lengthscale parameter 7. We assume that o is fixed at 1, 5 is chosen to be 2.5, and
sample ut _ o, ( A+ 12)~=) with 7 = 1. As in the preceding experiments we
consider the one dimensional torus example, and the same discretization precision
and data acquisition setting as before. We draw 50 instances of »*, and for each
of them, calculate the minimizers of the EB and KF loss function. We write 1 =
exp(1 /) and the estimator is log 1= for 1/, which we constrain to be in the interval
[—2 =]. In the EB loss function we fix t = 5 within the loss function; for the KF
method, we select t = 5 (case 1) and ¢ = =-d4/2 (case 2) respectively within the loss
function. The histograms of the minimizers of the resulting EB loss function and
KF loss functions (in both cases) are presented in Figure 7, expressed in terms of
log 728 and log 1¥F. In the 5o runs, the EB estimator takes many different values
with no apparent pattern. For both case 1 and case 2, the KF estimator of 1/
takes the value 2 very often, which is the maximal value of the constrained decision
variable. None of the estimators recover the true 1/ = 0.

The behavior of the KF estimator can be explained by the observation that when
7 increases, the function drawn from the Gaussian prior becomes smoother, and
hence the subsampling step in the EF loss does not sacrifice too much informa-
tion. Therefore, the KF loss exhibits a tendency to get smaller as 1 increases. We
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Figure 7. Histogram of the log =2 or logt¥F. Upper left: EB
loss; upper right: KF loss (case 1); bottom: EF loss (case 2).

can understand why EB cannot recover 1 by studying the equivalence of Gauss-
ian measures. As shown in [g], when dimension & 3, the Gaussian measures
N(o, (A + t2N)~*) for different 1 are equivalent; thus one cannot expect to re-
cover T using the information from one sample.

‘We can also consider the problem of recovering s, t simultaneously, i.e., we solve
a joint minimization problem to get s log 728 and s*F, log 1%F. The set—up is
the same as above, with the sample drawn fromy (o, (—A + 72 for =
and s = 25 We form the EB and KF loss for 5o instances of different drawsanﬂ
find the minimizers as corresponding estimators. The histograms of the estimators

are shown in Figures 8 and 9. These figures show that in this joint optimization,
the EB method picks the correct value s¥8 = 2 g for estimating 5, and exhibit no
patterns for log 7 E5; the EF method finds values close to 1 for 5¥F, as it would in

the absence of simultaneous estimation of 7/, and selects the largest possible value
in the constraint for log 1 *¥, here being 2. The conclusion is that the fact that
7/ cannot be learned accurately does not influence the estimation of the regularity

parameter 5 in a context in which the two are learned simultaneously. Indeed,
this conclusion also holds when we are recovering the three parameters (5, o, 1)

simultaneously.
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Figure 8. EB approach. Left: histogram of the s£5; right: his-
togram of the log 758,
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Figure 9. KF approach. Left: histogram of s5F; right: histogram
of the log T¥F.

3.2. Other well-specified examples. In this subsection, we consider numerical

examples for recovering parameters of a random field in the well-specified case,
going beyond the Mat’ ern process studied thus far.

3.2.1. Recovery of regularity parameter for variable coefficient elliptic operator. Set
D =[o, 1] so that 4 = 1. The theoretical result in Section 2 assumes the function

observed ut is drawn from (o, ( -A)-=) on a torus. In this subsection, we assume
ut is drawn from N (o, (—V {a V))~*) for some non-constant function a, and that
the elliptic operator implicit in this definition of a Gaussian measure is equipped
with homogeneous Dirichlet boundary condition on D. We observe its values on

the 2% equidistributed points of the total 21° grid points used for discretization.
Here we select a coefficient a(x) that exhibits a discontinuity at x = 1%

1 x = [0, 14]
2 x e (19 1]

As a consequence the induced operator is not the Laplacian. We picks =25 to
draw a sample uf.

(3.3) a(x) =
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In the well-specified case, the GP used in defining the EB and KF estimators
is parameterized by (o, Cv . (ay.))"9) and we aim to learn parameter ¢ given
a data calculated using a draw from the same measure with ¢ = 5. We consider
the well-specified case here (the misspecified case will be considered in Subsection
4.1). We output the histogram of the EB and EF estimators for 5o different draws
of ' in Figure 10. The experiments show that for the variable coefficient elliptic

] T T T T T T 0
x|l
ol
ol
5+
5T
ol
ol
5t
5|
o . o . .
26 085 08 D8 1 105 11 1145 12

s

Figure 10. Histogram of the regularity estimators for the variable
coefficient covariance case. Left: EB; right: EF.

operator model, EB and KF succeed in converging to the correct limits. We can
calculate the (normalized) variance of the two estimators based on the histograms:

Var(sEB) _e Var(s5F) -3
— =78x10 ad . =4X10
5 (s — df=2)/=2)

The relative magnitude is similar to the one in Subsection 2.8.
3.2.2, Recovery of discontinuity position for conductivity field Define the condue-
tivity field ae : [0, 1] — R, and parameterized by & < [o, 1], via
= lo,

(3-4) a (x)= 1 xelod

2 xe (1]
In this subsection, we assume that our data u7 is obtained by solving the SPDE

=V - (ay2Vuf) = ¢

subject to a homogeneous Dirichlet boundary condition on [o, 11 We choose £ as
a random draw from N (o, (—A)-t). We can view ut as a sample drawn from
N (o, C.) where

(3.5) Ca=(=V - (@ 2V -] U-A)"U-V - (@12V-))L

‘We observe the value of u' on the 2% equidistributed points of the total 21° grid
points used for discretization. We use EB and KF to estimate & from the partial
observation of the function ut based on the GP model N (o, C. ) where

(3.6) Coz = (—V - (aeV ) U-AY5(-V - (asV-)) L
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The model is well-specified for 5 = 1 and misspecified for s /= 1. Here consider the
well-specified case in this subsection, i.e., s = 1, and C.. = C.; the misspecified
case is covered in Subsection 4.2.

‘We let the domain for # be [0.3, 0.7] in the definition of EB and KF estimators.
We compute the estimators for 5o different draws of ut. The histograms of the
EB and KF estimators are shown in Figure 11. The loss functions for one random
instance are shown in Figure 12.

20 T T T T T T T T 20
40 40
0 0
2 2
0 0

0 0

03 03 04 045 05 055 06 085 07 03 035 04 045 05 055 06 085 O
= F

Figure 11. Histogram of the discontinuity position estimators

(well-specified). Left: EB; right: EF.
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Figure 12. Loss function for recovering the discontinuity (well-
specified). Left: EB; right: EF.

Our experiments show that both EB and KF can recover § = 1/2, and the
recovery is very stable with respect to different draws of ut from the SPDE. We
conclude that the EB and KF can go beyond the Mat ern-like kernel model in
practice; recovering the point of discontinuity of the conductivity field is an example
of this fact.

3.3. Computational aspects. In this subsection, we add some discussions about
the computational aspects. We start by remarking on how to compute the kernel
function and sample the GP realization generally. Every kernel operator we consider
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involves certain differential operators. We discretize these differential operators and
perform an eigenfunction decomposition of the obtained matrix. Then we use these
eigenfunctions and eigenvalues to compute approximation of the kernel matrix, and
draw samples from the GP with the covariance matrix being the kernel matrix; see
also discussions in Remark 2.2. This is similar to the spectral expansion of a kernel
function and the Mercer decomposition of a GP.

Practical applications of hierarchical GPR require weighing statistical efficiency
against computational complexity. Although the regularity models covered in this
paper appear to produce well-behaved EB and KF loss functions with easily iden-
tifiable global minimizers, models with high dimensional parameter space typically
require using algorithms such as gradient descent which do not come with theoret-
ical guarantees on the identification of global minimizers. Furthermore, when the
size of the data is large, computation becomes a limiting factor, and subsampling
offers a traditional remedy when combined with gradient descent, but again theoret-
ical guarantees are not typically to be expected. The stochastic algorithm presented
in [25] for KF can be interpreted as an SGD algorithm aimed at minimizing the
average loss

Ex, Ex, LEF(@, m X, mami X, ut),

via draws from the distribution of 7; and 7z (7:X is a random subsampling of X ,
and 757, ¥ is a further random subsampling of 15 ). The efficacy of an analogous
strategy for EB remains unclear due to the presence of the log determinant term
in the loss. It is of future interest to explore further the computational aspects of
the EB and KF approaches to hierarchical learning.

4. Model misspecification

All our preceding experiments are focused on the well-specified case: the function
ut is drawn from the GP model assumed in the estimation, or equivalently, the
model for ut and for the kernel family K, in defining the loss funetions are matched.
This subsection studies model misspecification. We consider two possible ways to
misspecify the model: (1) the function ut is drawn from a GP which is different from
that used in defining the loss function; (2) the function ut is a fixed deterministic
function. The second case may arise, for example, if the function comes from a
solution of a PDE with some physical data, and there is no natural stochastic
context for its provenance. The aim of this subsection is to study the behavior of
the EB and KF estimators to compare their robustness to model misspecification.

4.1. Stochastiec model misspecification for recovering regularity. In this
subsection, we assume u! is drawn frony (o (y . (. ))~=), while the GP used
in defining the EB and KF estimators is stilyj (o, A)-%). This results in a model
misspecification corresponding to the well-specified model in Subsection 3.2.1. As
in Subsection 3.2.1, we select a as in (3.3) and we set 5 = 2.5 to draw the sample
ut. Figure 15 shows the histograms of the minimizers of the EB and EF loss
functions obtained from 50 independent draws from the Gaussian Process. Despite
misspecification, the EB and KF estimators are still concentrated around 2.5 and
1, respectively. We also calculate the variance:

Var(sEE) Var(s5F)
—:5.9%10—4 and —2:6_8X1{:—4
52 ((s — dro)/2)
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In this example, the (normalized) variances of KF of EB are of similar magnitude.
This is different from the well-specified case in Subsection 3.2.1 where the variance

of EB is much smaller than KF.
1B
'ﬁ.
u.
sl
=l
w0r A
ar 15}
ﬁ.
'm.
‘.
2t o
a L L L L a . - . - -
23 235 24 245 25 255 26 265 27 03 085 09 09 1 105 11 115 12
= g

Figure 13. Histogram of the regularity estimators under model
misspecification. Left: EB; right: EF.

4.2. Stochastic model misspecification for recovering discontinuity. In this
subsection, we consider the model misspecifications that correspond to the well-
specified case in Subsection 3.2.2. For the GP defining the EB and KF estimators
we use the centred Gaussian with covariance operator given b}f (3.6) with s = 5;

meanwhile ut is drawn from the centred Gaussian with covariance operator given
by (3.5); thus we are in a misspecified version of the setting arising in Subsection
3.2.2 and, as there, our aim is to recover the point of discontinuity. We illustrate
the loss functions for a single draw of u' in Figure 14. These plots are not sensitive
to the particular draw of u' and illustrate the robustness of KF (and the lack of
robustness of EB) to this misspecification. Indeed, the EB estimator gives 0.3 which

is the lower boundary of the compact parameter space used in the minimization,
while the KF estimator picks the true parameter o.5. The loss function of EF,
shown in Figure 14, exhibits a sharp global minimizer at # = o.5.

T30 LLoas function: Empirical Bayesian o Loss funcBon: Kemel Fow
-
400 Ifll
f oY
70 ilﬁJ'L.l"‘* |
Taa0 v
e M :

7480 w
TE00 w
T

ﬁ |.'II|
7540 | L/
ri==i| s

03 O35 04 D045 05 055 06 085 07 03 035 04 045 05 055 06 085 07

i L)

Figure 14. Loss function for estimating the discontinuity param-
eter under model misspecification. Left: EB; right: EF.
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4.3. Deterministic model. In this subsection, we consider the EB and KF esti-
mators for the parameter ¢ in the GP mode} (0, CA)~*) where A is equipped
with homogeneous Dirichlet boundary conditions on [0, 1]. Howaver, rather than
choosing ut that is drawn from the GRy (o, CA)-9) for some s (as we did in
Section 2), we choose it be the solution to the equation ( A)=uf() = 4(_ 1/2),
ie., ut is the Green function corresponding to the differential operator £ A)= and
evaluated at y = 1/2. Since u' has no stochastic background, we understand this
situation as a deterministic model misspecification.

‘We observe the value of ut on the 2° equidistributed points of the total 219
grid points used for discretization. We conduct numerical experiments to find the
value of the EB and KF estimators. Our experiments show that the EB estimator
returns 25 and the KF estimator returns 5 for this one dimensional example. The
loss funection in the case 5 = 1.2 is shown in Figure 15.

15!105 Loss function: Empirical Baysalan FE ;
' ' ' (7 momim]| T
it [
] 1 E
2r |L 102 ?\ /
8 15} |L & 3: Ay /
r ||I_ o ' \ /
| 3
asf /1 [ v/
/ 1T .
o N
s . . . , . s R
as 1 15 2 24 28 3 as 1 12 15 2 25 3

Figure 15. Loss function for estimating the regularity parameter
under deterministic ut. Left: EB; right: KF.

‘We now describe some regularity considerations in order to understand the
observed phenomenon. In this one dimensional example, 6L 1/2) belongs to
Hn([o, 1]) for any 5 < —1/2, so the solution uc H2=([o, 1]) for any # <_— 1/2. It
is of critical regularity 25—1/2, but this criticality is not homogeneous: it is caused
by the presence of a singularity induced by the Dirac function.

The discussion in Section = implies KF will recover 5= 174 while EB recovers
25 for a function with homogeneous critical regularity =25 1/2. However, the
experiments here show that EF recovers s while EB recovers 2s, for this function
with eritical regularity 25_1-%; unlike the setting in Section 2, here the ground truth
lacks spatial homogeneity. This suggests that the KF estimator for the regularity
parameter is sensitive to whether the regularity of the target function is spatially
homogeneous or not. This fact is not surprising, considering the vast literature on
adaptive approximation for functions with singularities, which implies the presence
ofa s:mgu]anty will exert considerable influence on the approximation error resulting
from minimizing the EF loss function. In this example, the optimal approximation
in KF error comes at f = 5. We can understand this phenomenon as follows. Recall
ut = (—A)-=6( - — 1/2). Using N (o0, (—A)~*) in the GPR is equivalent to using the
basis functions spanjc {{-A)-4(--x} (as in Section 2.1) with x; being the data
points indexed by j € J,, to approximate ut. When ¢ = 5 and one of the x; = 1/2,
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the ground truth will just be in the basis functions set, so it is straightforward to
imagine { = 5 leads to the smallest approximation error, and KF picks this value.

‘We understand the fact that EB still picks ¢+ = 25 by making the following
observation: there are only two terms in the EB loss function. The log determinant
term remains the same for each t when u' changes. For the norm termy u(, ¢ g} 3,
the blow-up rate depends on the regularity of u?. Here, it makes no difference
whether the regularity of ut is spatially homogeneous or not.

4.4. Discussions. The above numerical experiments reveal complicated behavior
of EB and KF with respect to model misspecification. In the second experiment,
we found that KF is robust while EB is not, for a certain type of GP model mis-
specification. This appears natural since EB is based on probabilistic modeling
whilst KF is purely based on approximation theoretic criteria. In Subsection 4.2
the prior used in EB is mutually singular with respect to the GP that ut is drawn
from and it is not surprising that EB is fragile. On the other hand, KF does not
require probabilistic modeling to motivate it, and so its robustness to misspecifica-
tions behaves differently. Indeed, in the second experiment, the discontinuity point
influences the approximation accuracy a lot, and even the kernel used in defining
EF is misspecified, KF still succeeds in selecting the correct parameter, as it focuses
on the approximation accuracy rather than statistical inference.

In the well-specified cases, e.g. experiments in Section 2, EB outperforms EF in
terms of the variance of estimators. Therefore, if uf is a random object and we know
the prior correctly, then EB should be a preferable choice for estimating parameters.
If this is not the case and misspecification occurs, EB might be vulnerable and KF
could be a potential alternative.

5. Concluding remarks

In this paper, we have studied the Empirical Bayes and Kernel Flow approaches
to hyperparameter learning. The first approach is based on statistical consid-
erations, while the second approach originates from an approximation theoretic
viewpoint. Their distinct objectives lead them to different behaviors and different
interpretations of optimality.

For the Mat” ern-like process model, we made a detailed theoretical study of the
recovery of the regularity parameter. We proved the EB estimator converges to s,
while the KF estimator converges to 2=%/2, both results holding in probability in the
large data limit if the regularity of the GP that ut draws from is 5. Qur experiments
illustrate that, in terms of the I2 error lu(, t g) — ufl% the eter t = a_
relates to the minimal # that achieves the fast error rate a t =5 relates tD
t that achieves the smallest error, averaged over the GP.ujy (o, £ A)-5). Tl'us
demonstrates the different drivers that guide the EB and EF methods in selecting
the parameters. The statistical and approximation theoretic principles behind them
lead to the differences between them.

In the theoretical study, we developed a Fourier analysis toolkit for this problem,
and as a byproduct, we showed the consistency of recovering 7 in the Mat " ern-like
process for the EB method. Recovery of the lengthscale parameter and recovery of
several parameters simultaneously was studied via numerical experiments. It is of
future interest to perform theoretical studies explaining these empirically observed
phenomena. Furthermore, the theory in this paper is based on an equidistributed
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design for the data location, and the generalization to randomized design remains
a potential further direction. Also, our focus in this paper is on the noiseless
observation setting, and an extension to the noisy case is of future theoretical
interest.

Our numerical experiments for additional well-specified and misspecified mod-
els extend the scope of this paper beyond the Mat " ern-like kernels. Both the two
estimators work very well in the well-specified models we consider; we would like
to explore this more in the future, both theoretically and numerically, potentially
in more complex models that are present in machine learning. The variance and
robustness of the estimators behave differently for the misspecified models. The
variabilities in robusiness are in line with our expectation since these estimators
follow from different decision rules; these rules can vary considerably in sensitivity
to model mismatches of different kinds. In practice, users should choose the correct
approach to avoid high sensitivity to likely model errors present.

As a summary, this paper demonstrates some basic aspects of the difference
between Bayesian and approximation theoretic approaches for hierarchical learning.
Generally, it is of interest to study EB and KF for other types of models and to study
other parameter selection criteria based on the two principles beyond EB and EF,
such as a fully Bayesian approach or another choice of d for the approximation, and
identify their pros and cons under different scenarios. We are interested in exploring
the theoretical and practical performance of methods under such a framework, and
we believe that a diversity in such methods will enable users to deal with the model
misspecification that is to be expected in many applications.

6. Appendix: Proofs
6.1. Proof of Proposition 2.11.

Proaf. Let ¢{x) = (—A)—%(x — x;) and in particular g¢(x) = (—A)-6(x). We
have form € Z¢,

(4m2)-tlm|™*L m /=0

0, m=0.

do(m) =

We introduce the translation operator 7;-, which acts on function x : TYR and
is defined by
(Tz-qu)(x) = u(x1 — j1279 Xz — j2279, ., Xa — ja29)

for j = (jujz,....ja) € Z% and x = (x1,x2,...,x4) € R% Then, forj € Js, we

have the relation &(.- x;) = 1z-.8( ).. Using the property of the Fourier coefficients,
we o

6}. (m) = ¢, (m)e—2=B ™) = (qa?)~tm|-2te 2@ (2=m) /= o
o, m=o.

By definition, Ei,qis the span of such ¢ "; for £ J;. Henece, for any gc Fﬂf,g, it can
be written as a linear combination of these functions. Equivalently, there exists a

os-periodic function p such that
_ |m|™*p(m), m /=0
gm) = 0, m=0.
This gives the desired representation of g. ]
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6.2. Proof of Theorem 2.13.

Proof By Proposition 2.11, there exists a 2s-periodic function p,(m) on Z<, such
that

—2f =
ii(m, t q) = [m|~*pi(m), m /=0
0, m=o0.

By the definition of GPR, we have [t (-) — u(-, £, g), 5( - — x7]] = o for every data
point x; In the Fourier domain, according to the characterization of | ¢g, this

orthogonality leads to
(6.1) (ii(m) —ii(m, 1, g))p(m) = 0
meZ
for p: Z2 — C being any 23-periodic function. Recalling Definition 2.12, we have
(6.2) (Tqii)(m) = ti(m + 23f).

peZe
The fact that the above sum converges may be seen as a consequence of the Cauchy—
Schwarz inequality and the regularity of u (recall# d/2+ &). Using (6.2) and the
representation of ii (m, {, ), we reformulate (6.1) as

(T4l )(m) — Jei;'(m]h[mll]ﬁ{m} =0.

mEB;‘

The above formula holds for any 2s-periodic function p. Let g(m) = (T4ii)(m) —
M{m)ps(m), then we get that g is a 29-periodic function on Z¢ and that

glmp(m) = o
mes
holds for any 2=-periodic function p. This implies that g(m) = o. Hence, we get
_ (Taid(m)
Pl [mj - Mim] -
Plugging this expression into the above representation formmla for i (m, ¢, g) leads
to
i, £ @) o, ifm=0
Him, Lgl= —24 (T u")(m)
|m| ﬂﬁr, else
This completes the proof. ]
6.3. Proof of Lemma 2.15.
Proof Recall the definition
M‘!‘(m} = _.EEZ‘[".ID} ngﬂl_zt ifm =j - Dq fDl' Sﬂ‘mej = Zd
q

pezd Im + 2qﬂ|_21, else.
Because of the periodicity of M?*, we need only to study m = B4 We split it into
g q
two cases.

(1) If m = o, then Mx(m) =
o—2qt M

|296]73t = 2724

.

sz} pezivior BI”
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(2) If m = BA\{o}, then Mj(m) = pez® |m+298| 72 = |m| ™24+ Aczhio} |
+ 298| 72 Since B4 = [—2%, 29! — 1]°4, each component of m € B4 is
bounded by 27! in amplitude, and therefore each component of 2-9n is
bounded by 12 in amplitude. So, it follows that

|m + 298| 72 = o724t |2~ 9m + g2 ~ o724
=l ] B=zZavjo}

Then, we get |m|™% = Mym) .S |m| =22+ 224t 'S |m| 2! where we have

used the fact that |m| .-S 22. Therefore, it holds that )/1(m) ~ |m| 2L
Asa byproduct of the above proof, we also get M{(m) — |m |72t~ o-2ar, O

6.4. Proof of Lemma 2.17.

Proof. First, we prove the pointwise convergence (i.e., for each fixed 7), then move
on to prove uniform convergence. To achieve this, we calculate the variance:

Var(a(r, g)) ~ 2-2m |m|3m2d
mEB;' viok
I 2aq I 29
5 2—2rq xﬂr—Zd‘ﬂi—l dx = ﬂ—ﬂrq I:'&r—d—l dx
1 1
Forr = d/2, the integral gives log(29) = glog2; forr /= dr2, itis _1 (292~4—q),
r—d
In both cases, we have limgy— . Var(a(r, §)) = o. Thus, alr, ) converges in L? to
the limit of its expectation, which we may caleulate as follows:
|

lim Ea(r, g) = lim (22" 9m|9 = I 9dy 1= 3(7) > o
- % mepd0} 172,172
Hence, we get limg—. a7, g) = W) > o in I? for every r c[e 1/€], and the conver-
gence also holds in probability. We may now proceed to show uniform convergence.
‘We rely on Exercise 5.2.3 in [38]. Based on that, it suffices to prove a(r, g) is uni-
formly Lipschitz continuous as a function of » for ¢ N. Pick any ri, rzc [e, 1],
then

la(rs, @) — al(r=, g)|

= 2=ed|(|z-am|* "% — |2-am|%7)|
mEB:'I.{ﬂI-
< 2=ad|ry — r2|(|2-am| 9+ |2-am|Y ") log(2-am)| 2,
mEB:-;ﬁ'.&
where in the last step we have used the fact that ||2—am|™™% — |2-gm|" 9| =

||2=3m|™ “log(2—-3m)(r, — r=)| for some 5 that lies between 7; and 7=, and we use
the bound 71, 72 € [ 1%]. Now, we define the random series:

L(g) := 2= (lz=m| ~¥ + |2-am|" ~9|log(2-m)|&Z,.
me B2\{0}
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We calculate its variance as follows:

Var(L(g)) ~ 2-24a (1279m|? =29+ |2~9m|? ~29)log? |2~ 9m|
1 me Bg\{0} I
1 1
S0 T¥® @ o2dd-llgenegdr gy 2/ —2dvd-1 1500 t 4
I 2-3 2-g
1
S22 o 1
|
I 1
Spmad  (p-d-1y A/ TN A SamT
2-g

The last term will go to o as g goes to infinity. Thus, L(g) converges in L? (and
thus in probability) to L* = lim, ... EL(g), which is

lim EL(g) = lim =2+ (lz2=am| ~ + |2-am| '/ _djlngz |2—am)|
g—bm

= I me B2\{0}

= Iyl =@+ 1Y ~9log? |yl dy
I[—Uﬂ,lrﬂ]‘[
s (7172794 129 dy < oo.
[-1/2,1/214
Using Markov's inequality we deduce that, for any e’ > o, it holds that

P ® ! El'—-[‘;'] —L#]2 - o~d
(g -Llze)= @2 “E@E

P _1* ! 27
- (L@ -Llze) = o1 @ < oo

From the Borel-Cantelli lemma it follows that limg.. L{g) = L* almost surely, and
therefore L({g) is bounded uniformly for g almost surely. Since |a(ry, ) — a(r=, g)| =
L(g)fry = ,t follows that a(r, g) is uniformly Lipschitz continuous as a function
of r for g AN. Invoking Exercise 3.2.3 in [38] concludes this case.

For the case r = o, we follow the same strategy as in the previous case. First,
we calculate the corresponding variance:

4 .
Var(a(o, g)) ~ P lm|~24
me BE\{0}
51 = 2d+d—1 1
== xTidramlgy S =,
q? 1 q°
where the last term goes to o as g goes to infinity. Then, we calculate the expecta-
tion:
1
Ealo,q) == lm| 4
mEB‘; vio}
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The limit when g — co is identified through the following calculations:

! g —a
lim 7 |m|™% = lim |m|
g—m g—oo
me B0} mEB:H".Bf!‘
= lim 2~ |oa~8m|~d
;Hm meE,,\Bg

= [x|7¥dx < oo;
[-L,1]¥4[-1/2,1/2)¢
here we have used the definition of the Riemann integral. Finally, we conclude that
limg—. .. @(o, g) = y(0) in probability for (o) < (o, ). |

6.5. Proof of Proposition 2.18.
Proof. First, we have the relation

log det K{1, g) = log det K(r, ¢ — 1) + log det(K(t, g)/K(t, g — 1)),
where K(t gVK(f g —1) is the Schur complement of K(t, g— 1) in K{f g). Due
to the variational property of the Schur complement (see Lemma 135.24 in [24]),
the smallest and largest eigenvalues of K{#, gVK(f, ¢ — 1) satisfy (in the dual norm
- 1-4)

I Bl — x)P
. (K(t, qVK(t, g _ inf = =t
Amin (KU, qVK(t, g lllzﬂm P

and

(6.3) Amax(K(1, g)E(L, g — 1))
o yB —x) — o, -2,
y:l:l].lcﬁl =R Ml bJ|2 B

These two formulae will be erucial in the subsequent analysis. We start by esti-
mating the smallest and largest eigenvalues of the Schur complement. Let w =

(—A)t jea, ¥A(x — x;), whose Fourier coefficients are

0, ifm=o0
(4m2)-:|m|~2%g(m), else,

where the function g(m) is defined by

(6.4) W (m) =

(6.5) glm) = vi explemi(jz—2 m)).
=]
For the smallest eigenvalue, we write
| yo(x—x ]_lﬂ_t = lwl 3= (422" || 22|48 (e
e 5 meZ4 {0}
= (4m2)-* |m| =2 g(m)|%.
meZ4\{o}
Notice that

Im|gm)> = Mmlgm)| *@ 2 |gm)?

meZa\ {0} mEE;' mEE;‘
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lgm)|? = | ¥y exp(emi(io-q, m)|?

mEH‘fI mEEf; Jeudy

= yprexpl2mi((j — 1)2-9, m)
(6.6) meEd jeJ, e,
= yar gexplemi(j — 2-9 m)
e 1T, meBe

~2 |y .
In the last line we have used the fact that

- 0, iti—i/=0
explemi((f — D2, m) =

meBg
Thus, combining the above results, we obtain the bound on the smallest eigenvalue

A (Kt g)VE(L, @ — 1)) € 2-2i2e-4,
We then move to consider the largest eigenvalue. First, notice that

mepz 1~ 29 ifj—I=0.

i — ) — ) )2 = i — w2
_of 1 A —x) 760 — )% = dnf hw— i
e FETas
Naturally, one can express the optimal v1in the above variational formulation using
the Fourier series representation explained before. However, this will lead to many
interactions between different frequencies. To make the analysis cleaner, we adopt
another strategy. We first approximate the function w by a band-limited function,
whose projection into F.,; will be more concise. Precisely, define a band limited
version of w, written as wn, by
wim), ifmeBZ,
o, if m e (BL-,)°
To estimate inf.er ,__, lw — vI%; we follow the two steps below:

(6.7) Wa(m) =

Step 1. We prove lw —wnl? ;S 2-a2=-4|y|2. Let us calculate the quantity directly:

lw — wal% = (4n2)— lm| = g(m)|*
ﬂtﬂ;ﬂr

= (472)* m|~21|g(m)|2 — |m| =2 |g (rm) |2
meZ4\{o} mBZ
~@\ aimlgon]*- I~ *1g(m)I*
meBg me Be
502t lg(m)|? .:S o-are-aly
mEBf;

Here we have used the fact that Mgm) — |m|=2t ;S o-2« for m = Bdg_l and

Mym) .5 22« for m € B4 B4 __, according to the results in Lemma 2.15. In the
last line, the bound (6.6) is applied.
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Step 2. We prove infuer ,__, Iwn — 1?45 2-92=ay|2. Based on Theorem 2.13,
we know the optimal v for this variational problem has the Fourier coefficients
o, fm=o0
Vi) = |m| —24(Tg— w‘:.l'[m]J alsa
-l

Then, using the Fourier representation of the norm, we get

lws — 'I.?lf2

~ |m|?138x(m) — v (m)P
meZ\[0}

— - — i - T i i

- il ~2tgm) — L=tk 2, mi~2 el o
meE . o} a1 () melB ) ot

For the first term, since wr is band-limited, we know if m € B¢ \{o}, then
g1

(Tq—1Wz)(m) = |m|2g(m). Thus, we can write this term as

-2t o Im| 72t 2
|m| IS(FH]I 1 M m)
me B ok g-1
- iml~2(gm) |2 (Miza () — Iml 2" 2
meB_ \{o} M,
(a) (-4
— 2
S Im] =2 g(m)|
meB2_ \{o} |m| =3
® —2 2 — g2 - 2
5 2724 |gm)|* .S 27FCD P,
mcB?_ \jo}

where in (a), we have used the fact thatMtg_l[mJ—Iml_gf e 5283 and Mz (m) ~

Iml™2 form B<_\{o} based on Lemma 2.15. In (b), we have used |m| .’S 24,
The last inequality is obtained by recalling (6.6).

For the second term, we write

I e el
m (B — )= g-1
— |m|_gt|E;;%M|2 _ |m|—2t|mﬂ;_:ﬁm |2
mez4\{0} 10 Mt o} 1™
€ (1 o) — |m| 2ty Lepialmle
m_B= {0} M, i[m}
= T
_2
= (] 40m) — | 2% L)
mE.Hﬂ;_l wio} g1
5o lg(m)|? .-§ a—a=e-alyf?
m_ B2 ot
where in (c), we have used the periodicity of the function !w
L (m)
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Now, combining Steps 1 and 2 leads to the conclusion

inf e —vI2,..S o-azealyl,
vEFeg

and in particular, it implies
Amax(K(t, gVE(t g — 1)) .25 2-ai2ed),

As a consequence of the upper and lower bounds for the eigenvalues of the matrix
Kt ¢)/K(t. g _ 1), we deduce that they are all on the scale of a-92+4, Let C

be a constant independent of ¢, g such that G—iz—dﬂt—ﬂéf[r, gVvE(t, g _1) @
C2~92-9d Then,

(292 — 2la-0d)((2f — d)(—g) log2 — C) < logdet K(7, gqVK(t, g — 1)
= (294 — 2l 1d)((2f — d)(—g)log 2 + C).
Using the implied bounds on the recursion relation, we get
(=2t — d)g.(g) — Cez(g)+ K(t, 0) = logdet K(t, q) = (2f — d)g,(g)+ Cea(g)+ K1, 0),

wheregi(g)= 1, (2k—at-nd)(—klog 2) and gz(g) = (22¢—1)(2/—d). Summing
the saries in gi(g) leads to gi(g) ~ —g22¢log2 ~. —go22d The proof of Proposition
2.18 is completed.

Remark 6.1. The above technique of using the Schur complements is quite gen-
eral and could be potentially applied to other operators such as heterogeneous
Laplacians; see [24]. However, for the homogeneous Laplacian on the torus in this
paper, we may also prove the result via a simpler approach. The key observation
is that there is an explicit formula for the spectrum of K{t, g), as also exploited in
[33, Sec. 6.7]. Indeed, using the formula for the spectrum given in Lemma 6.2, we
get
log det K2, q) = log 2*‘[49:3}—514’1171}}
mEB;‘
= gd=9dlog 2 — 29dtlog(qa2)+ log Mgm).

mEE;‘

By Lemma 2.15, it holds that

273 ifm=o0

Im|™2t if m € B4 {o}
That is, there exists a constant C independent of ¢ such that

—atlog |m|—logC = ngij.{m} = —otlog |m| +log C
for m € B4\{o}, and —2%log=2 —logC = logMY{0) = —2¢log2+ log C. Since
q q

Mzm) ~

|
log |m|~ ri-tlogrdr ~ g2%d,
me B4\{0} 0
and 294 = o(g=299), we get
—(2t — d)g23d — C=2#2 .S logdet Kt q) .5 —(2f — d)gq2?? + Ca29d
This completes the alternative proof of Proposition 2.18. O
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Lemma 6.2. The eigenvalues of K(f, q) are 299 4x2)~M{m) for m = B2 where
g g

gd
Mym) is defined in (2.12), with the corresponding eigenfunctions p.(X yER? .
Proof We can prove this claim using Mercer’s decomposition as follows. First, for
X3 Xj € Kg, it holds that
K(t, q)ij = (47m2)=2lm| " Pm (D@3, ()
mez4\fo}
= (42 )~ M (m)pm{x) @7, (o),
meBg

where we have used the fact that @m+255(x2) = pm(x;) for any f = Z9 and x; € X,.
Thus, for every n € §4, we get

K1, 9)upni) = (4m2)—MYm)@m(xd Pm(X)Pn(x7)

aGEX, mEE‘: GEXg

= (qm2)—M ;[m]g}m[xazedﬁm
mEEf;

= 2a4(477)-MA(m)gn(x),

where in the second equality we used the property of Fourier series. This implies
@n(Xg) is an eigenfunction. The proof of the lemma is completed. O

6.6. Proof of Theorem 2.19.
Proof Recall the definition,
sEB(g) = argmin LE5(7, q) := lu(, t, @)I3 + log det K(1, q).
t

Define a rescaled version of the loss function by

Ien(tq)= —2—1=8(t g) = ——lu(. t, @I + ——log detK(t, ) .
lg:(@)| le@l " gl

We note that by Proposition 2.18, we have |g,(g)|~ g=22<. Now, we estimate the
growth rate of (1! and {2} separately. From Propositions =.16 and 2.18, we gt

‘:3 e Lo—giZs—21+d) é% + i 5 ai2s—21 2~ a2t-25+d) |y |2-2522
q_._._ meBYy {0} 5
and for the log det part, it holds that
d_ot4 —EelQr RO :_:r'ﬁﬁ.gd—mwc‘ S—
lg(g) = & (gl

It follows that limg-= 2 )= d — ot. Thus, our remaining task is to analyze terms
{3}, {4} in {1} We split the problem into four cases.
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Case 1 (t = 5). It is easy to see limg—= -;&}:n and

@ = jg—qd &2 = 2a(d g),
me B \{o}

so that lime-= 4_* 0. Here we use the definition of a in Lemma 2.17. Therefore,
limg—... Les(s, g) = d — 2s.

Case 2 (1/5 = t = 5+ ¢). We have 3 = 0. The term {4} can be written as
- 1
-N&_.l - mﬂ[ﬂ — 25 + I'.'f, g},

where we recall the definition of the function @ in Lemma 2.17. According to this
lemma, we get the uniform convergence

lima(zt _2s+d g)=y2t _25+d)>0

q—* oo
in probability. In the meantime, limg-. g2-42+22 = 0. So, lim—u 4 = o in
probability, and uniformly in 15 = t = s+e. In terms of Les(z, g), this corresponds
to limg- Les(Z, g) = co.

Case 3 (s —e =t =5 _d/2+ €). In this case, 2t 25+ d =2 so Lemma 2.17 can
be applied. We write the term
. o—al2s—21)
4= Ta[m‘ —a25+dg)

This will converge to 0 as g goes to infinity, since limg.x 2% = o and
limg-. a(2t — 25 + d, g) = y(2f — 25 + d) = (0, ). The term t3‘ also con-
verges to 0. Thus, lims—. Les(t, g) = d — 2t in probability, and uniformly for
s—e=zfzs—dz+ e

Case 4 (s —d/2+e = t = df2+ 4). We still have that "ﬁj converges to o. For term
‘4, we have

- o—qd o -
'\flj — Imlzt—ﬂs{:gm = |m|2[s—d,—'2+ | ﬂslfgm,

1 mesavor 1 meBavor
where we have used the monotonicity of the function |m|?*~25 with respect to .
Then, it reduces to the case t = 5 — d'2 + d, which is covered by Case 3. Hence,
we have limg— =4 = 0 uniformly for s — d/2+ é = t = d/2+ 4. Therefore, we get

limg- . Leg(?, ) = d—2¢ in probability, and uniformly for s—d/2+8 = t = d/2+4.

Let us make a summary of the arguments above. We have established that,
for any small ¢ = 0, limg~= Lee(f, §) = co uniformly for 16 = t = s + ¢, and
limg—w LEB(L, q) = d—2t uniformly fors—e = t = d/2+4, and limg—w Leg(s, q)=
d -2s5. All the convergence is in probability. Note that $Bis the minimizer of
Les(t, q), hence also of Les (¢, g). The above convergence resulis for Les (7, g) imply
thatsE¥ 4s g 5+ &) with probability 1 as g goes to infinity, for any e > 0. Thus,
we must have

lim s=B(g) =s.
g—bm
The proof is complete. ]
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6.7. Proof of Proposition 2.21.

Proof In order to write the interaction terms as a random series with some desired
independence pattern for the random variables involved, we need to consider the

geumetrjr of the lattice carefully. We introduce ancotherset Sg:={me Z: —232 <
2 — — “ww
&p es of Sa. edselte%fiﬂ_ asgh?fts E‘?B@ m%%%%%%ﬁm product of 4
g g

Define the set qu_i +29 1k :={m+29k:m e B% }for k € Z% We have
the relation
S‘; = [B‘:}_l + 2971,

R=Zd

where Z2 = {0, 1}9. Note that for &1 /= k=, the intersection between B“ Lt aa-1k,
a_nﬂ.Bd 24 23-1}, is empty.

Umng (2.13) and the periodicity of the functions involved, we gat

lu(, 1, q) — u(-, t,g — D>
C

2
=(47) M(m) Tqti(m)  Tgyii(m)
meEg ! M;[m) ME!‘_:[ (m)

(
=[4Hﬂ}’ M!{m} Tqﬂr{m] _ Tq—lﬁ[m} ?
vyt M M

( .
=(472) Mem) Tatilm)  Tpy#(m)
Mim) Mg ,(m)

kSZdme(Be  +29K)
g1

2

Recall the relation
Tq—ti(m) = Tgii(m + 23-1),
i=ezd
based on which we gat
T i(m)

M ;{m} M"f {m]
1

=( M';[m) M"f (m] VT di(m) — M‘f Tqﬁ (m +2e1]).

g1 jezeyio}

Sinee ut ~ N(o, (-A)~=), it holds #i(m) ~ N (o, (47%)=n 72). Moreover, for
different m, these Gaussian random variables are independent from each other.

Thus, for a fixed k and for m  (B<,_; + 29-1£), the Gaussian random variables

_ To_sii(m)
M;{m} M"fq_l (m)

Licensed to Calf Inst of Tech. Prepared on Tue Jul 5 15:42:59 EDT 2022 for downiload from 1P 131.215.143.167.
License or copyright restrictions may apply to redistribution; see hitps:iwww.ams.ongjoumnat-terms-of-use


http://www.ams.org/journal-terms-of-use

EMFIRICAL BAYES AND KERENEL FLOW 2571

are independent from each other. Furthermore, by calculating their variance, we

[:anwnte

Mgm-} Mg (m)
_— ) _SII_[ L ) i Mmz 3l

I L o I e

| a(m)(aem) — B8 (e Do) I

=(4n2)~ L—M‘rwﬁﬂfr—rn“ﬁr**— ity M(m + 252 D Eim
a1 =Zdv o}
=: Aun8 .
where {Cxm } are independent unit scalar Gaussian random variables. Clearly, we
have the lower bound
Aim = (qn)-= ___ M B ya(m — 20-18).
A my

Thus, denoting e; = (1, 0,..., 0) € Z9, we get
lul, £, g) — uC., t.g — DI:>
=(4n2)*= MEm)  pAf=(m — 29 weE,

(M= 2 9
keZdme(Be +2aik) - g1 M)
=z g1

>(4a2)-= MHm) M=(m — 2a-1¢,)&

2 q =
PN )

=(4n2)*= Mgm) M=(m — 2a-1g,)&

LA — 1132 9 &,m
me(Bs_ 12aa) g1(m — 297%¢,])
f
1,2
M |m — 29-1 1|—4f|‘1'?JI — 2T el " m
MU \fo}s2amey) 2T €
- -2 412
= o2y | Ségg,lmz'!‘“en'
m-B7_\io}
[utheabwedemahﬂn mhaveusedthe{actﬂ:uatfnrmgﬂ ,» it holds that
25t 21 —21 —2gt
M (m) ~ Iml Mg i(m) ~ |m| , and in particular, Mj(m) ~ Iml ~ 2
for me {B"‘ ‘-L{ﬂ} + 29-1g4), Rﬂnammg the subscripts in &; ,m+z2s. completes
the proof. ]

6.8. Proof of Proposition 2.22.
Proof We need to upper bound Adxm for £ € Z9m € B2 + 291k, which is

g
defined in the proof of Proposition 2.21. First, we have o

Mz(m + 2710) = Mz, (m) — Mz(m),
l=z£ o}

and the estimate o < Mg (m) — Mgm) = Mz_ {m} for any de + 6 =t = 1/5.
Based on this nbsewahﬂn fork = Z9{o}land m = B 2 ; \{o}+ 271k, we have the
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M M=
A 5 ﬂ + Mf[mj ﬂ
km Mi(m) 2 (Mg (m)?
S o e2s2 | o2 gy o 14 2s
where we have used the {actthat forme E‘rd Hn}+2-z—1k, it holds that Af =[m] ~

—2sg 4 igl —2s i
2 L Mgm) ~ 2 My y(m) ~ |m— ga-ik] Mg y(m) ~ |m — 2 Lk

aocardmg to Lemma 2, ng For m = 29-tk, we ge}‘éﬁ 'S 2-aizs—24, Soin ﬁenera]
we can write dim .°S o-d25-29 4 o—2t|m—oa-LF| form c B ; +0a-1 ara
a-
we use the convention that|m® = o for m = o and any a € R to make the notation
more compact.
When & = o, using Lemma 2.15 again, we get for m € B4_, \{o},
M=(m)(M ‘[?H] - M ' {m]F M(m)

g = —
A S T e+ et emye (a1 (m) — Mam)

g Imi2oda  m| 2

o725g

_ﬁf ml—\q-i
|L’£2.52 —41g 4 |jy|2ta—25a
.S 2'2""3|1'1'1|‘“‘25 + o930
where in the last line we used the relation |m| ..5 22. For m = o, based on the
above calculation, we can get dxm .S 2-925-24, Thus, generally, we can write

Agm 1S 272 | 4725 4 o~ 925729 for iy £ B‘i , by using the notational convention
above.

Combining these estimates, we arrive at
lu(, t, q) —u(, t,g — 1)l?

5 Axml xm
ksZdme(Bs +297'K)
= g1

5 (2902520 4 o—21 |y — pa-1}|4t-25):2
N m
KEZime(B:_ +2971K)

- 25—2 -2 442
- (27925720 4 2724 | #7293 ke

k=ZimeBL_,

After a change of notation, we get the desired estimate. ]

6.9. Proof of Theorem 2.23.

Proof. Recall
. — ul. — 2
s¥(g) = argmin L™ ; WGt —uC.tg—ob,
1€]d/2+6,1/8 lu(, £, @13
'We analyze the denominator and numerator separately. We start with the numer-

ator. Let

1 gis

d/2) 2
Vilt q) = EE Ml tq) —ul, t,g — 1)l
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Case 1 (t = =22). We derive an upper bound on V. By Proposition 2.22,

hu(. 1, g) — uC. t,g — DI%.S (2793720 4 272|329
kcZd meBe
F 1
Taket===4/2 Foreachk = Z‘-”'ﬁ consider the term
2
i (T
Vit g) = "oV (27925720 4o~ M2
q mEEﬂ
q—'l.
= ;gqis—dz‘Z] (279 /2) 4 o= a2 |~ AR
m B: |
= (2= + m|"DG .
mes B4
q—'l.
1 _
5= lm| ™%z, .
9 meps
q1

By Lemma 2.7, limg-. Jﬁ S |.i1|':'|"-".;"2_“_,1|n = y(0) € (o, ). Thus, V4t q)
remains bounded for 4 € N. Since Fy(t, g) = kezd It q), it follows that ¥y(z q)
remains bounded for g € N, in the case t = =g4/2,

Case 2 (16 =t = =22 4 2) We provide a lower bound of V; here. Using
Proposition 2.21, we get

Vit q) @ g‘zﬂf’ﬁ—m 2728 || 4292
mB?_ \io}
h —
= Egg{s—dr'z 21) |m|4!—25c'2m
me Be_,v{o}
= logis—d/2-2600g-1)4t-25+d) \ o—lg—1)4t-25+d) |m|-2522
: m B7_ wio}
= dotarz-tee2stag(yt — o5 + d, g — 1).
q

By Lemma 2.17, lim, .., a(4t—25+4d, g—1) = y(4t—25+d) > o uniformly for 14 =
t= ﬁgﬂ +e. Since limg. o,  2(a/2-1)t42-25%4) = 00, we get limg—. Vi(Z, g) = o0
and its growth rate is € Jola2-1i4e-2=4a),

Case 3( — &=t = d/2+d). We provide a lower bound on F; here. Similarly
to our analysis in Case 2, we have
Vit q) @ Fodte 22 jm|*-222,
q m_B=
s a2 {0}

1 _
® 2 odis—d/2-2452
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Then, it holds that
P 1 gis—drz2—24 2 gls—d/2-24,2 2 —gis—d/2—24),/2
[q—z cp =2 1=P(: = g2 J—1

as g — co. Thus, we gat limg-w ¥1(f, g) = oo uniformly for this range of ¢ and the
growth rate is € 29=-42-24/2, 'Wa have finished the analysis of the numerator.
Now we proceed to analyze the denominator, which comprises the norm term. From
Proposition 2.16, we have
(6.8) hu(, t, QI3 ~ 2-a2=—2933 + |m|2t-252

meBE\{0}
where {fm}mes: are independent unit scalar Gaussian random variables. Recall

that our final target in this theorem is to show that, for any e = o,
5i—do . §—dfa

lim P[s*¥F(q) = ( +e)]=1
g 2 2
Let I = [d.-'b+5,1r"5]/[ﬂ-"—; —e,ﬂ-’—;+e]. By rewriting the loss function, it
suffices to show
. ;r{s;d&_ ) . Vilt _
g]J—IrIgP[I - 1 5: :Ig :_=-;1E]£ Iij[ '?]E]_{,_
2 = ‘
Lat us write
lu(, =42, g)P_
(6.9) (i, q) = Vita) - _mjpl_{i :
S ) 1
then all we need is to show

lim P[inf #(f. g) =1] = 0.
g~ tek

Fort € I' = [d/2 + 4, a=d2 — ¢], according to the analysis for the numerator, we
have that for some constant C independent of g,
(6.10) lim Plinf —29— > ]2,

g—~om TEL ogls—d/2-216/2
and also, V;(2=42, g) remains uniformly bounded for ¢ N. Furthermore, equation
(6.8) implies the following relation:

lu(, =42 g)I* _
(6.11) inf 2 ==

=k lu(,t @l
due to the inequality f < =422 _ e. Combining the above two estimates in (6.10)
and (6.11), and recalling the expression for (¢, ) in (6.9), we get
(6.12) lim Plinf H{t ) = 1] =0
g—~oo  4f
Then, let 2 = [=4/2 + ¢, 1/6]. We also need to show limg-.. P[iﬂfiEh: it g) =
1] = o, or equivalently,
lu(,, =42 q)1P

91

_ lu(., £, gl
lim P[ 2 =4 - sup ut. & gl 1=0
g—ee F’ﬁ:s;g"g_ q) er Vit g)
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Since V1(2=4/2, g) remains bounded according to the result in Case 1, it suffices to
show

hm . LuC.taf
o=y Viltg ' °
in probability. Using the estimate of V1(¢, ¢) in Case 2 that

1 - —
nta QEEWE 1){41-25+d)

it suffices to show
hm sup go~@/2-Ne=2s+dl (. ¢ g)I? =0
g— oo =k
To achieve this, we recall the expression of the norm term and write
—(g/2—1){44-25+ , 2
gz~ @21 D lul, t, g1,
—  gis+di+4t—2s+d g ~la/2- Nidt3sra |m|2t-252
E +q2 T:I'IEH:"-{GI‘

Clearly, the first term on the right hand side converges to o, so we only need to
deal with the sacond term. Lat

— - 2—1)(41—25+ 242
B(t, q) = g2~\@/2"1IRm2s+a) |m| 2252
mEB“q"l.{ﬂI—

Consider t € [5s — d2 + ¢/, 1/5] where &' is a parameter to be tuned. We have
of — o5 +d = ¢ > 0 s0 we are able to write

B(t, q) = go~19/2-Nat-25+dpa2t-25+dg (ot — o5 4 4, q)
- gz—q‘[s—dfﬂ]+4f—ﬂs+da[2r_ a5 +d, g}

By Lemma 2.17, limg—= a(2f — 25 + d, g) = y(2t — 25 + d) in probability uniformly
fort € [5s — d/2+ &/, 1/6]. Since limg-. g2-l2/2-1#e-2=tdigqi2e2=td) = g we get
Hm g oo SUPscio— g2 - 1,5 B0 9) = 0.

Fort < [=42 + g 5 —d/2+ '], we have the estimate

go @2 NEE-25vd) ~ go-(@/2- 125 ™ go—2a+
S
and
2432 —g+2 - 22
|m|?722, < |m| &,
meg4\{o} meBI 0}
where we have used the fact that ¢ is upper bounded by 5 — d/2+ /. Hence,
sup Bt q) = g2—2a* lm|~%2 2
teppat+  s—d/f 2+ ] mes B {0}

= g2-23+* 223 g(2e/, ).

Now, we set & = &/2 such that limg— . g2-29+ 222" = 0. Lemma 2.17 leads to
limg— o al2e’, g) = W(2e’) < co, from which we can conclude limg—w supe=z (1, )
= 0. Therefore, we gat

(6.13) lim Plinf H{t ) = 1] =0

g—o fcE
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Combining (6.12) and (6.13) gives
(6.14) lim Plinf tg) =1]=0.
o tels
Based on the definition of #(¢, ) in (6.9) and the arguments therein, we obtain
lim Plsr(g) € (L2 _ o =2 oy
g 2 2
from which the consistency of the KF estimator follows. O
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