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Abstract. We consider the problem of estimating the input and hidden vari-
ables of a stochastic multi-layer neural network (NN) from an observation of the
output. The hidden variables in each layer are represented as matrices with sta-
tistical interactions along both rows as well as columns. This problem applies to
matrix imputation, signal recovery via deep generative prior models, multi-task
and mixed regression, and learning certain classes of two-layer NNs. We extend a
recently-developed algorithm—multi-layer vector approximate message passing,
for this matrix-valued inference problem. It is shown that the performance of the
proposed multi-layer matrix vector approximate message passing algorithm can
be exactly predicted in a certain random large-system limit, where the dimensions
N x d of the unknown quantities grow as N — oo with d fixed. In the two-layer
neural-network learning problem, this scaling corresponds to the case where the
number of input features as well as training samples grow to infinity but the
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number of hidden nodes stays fixed. The analysis enables a precise prediction of
the parameter and test error of the learning.

Keywords: inference of graphical models, machine learning, message-passing
algorithms, statistical inference
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1. Introduction

Consider an L-layer stochastic neural network (NN) given by

Z)=W/Z) +B,+2), (=1,3,...,L—1, (1a)
Z; = ¢(Z)_,5y), (=2/4,...L, (1b)
where, for £ =0,1,..., L, we have true activations Zg € R"*? weights W, € R*m1,

bias matrices B, € R"*? and true noise realizations Z). The activation functions
@, : R4 s R*d are known non-linear functions acting row-wise on their inputs. See
figure 1 (TOP). We use the superscript ’ in Z{ to indicate the true values of the variables,
in contrast to estimated values denoted by Z discussed later. We model the true values
Z; as a realization of random Z,, where the rows z&i: of Zy are i.i.d. with distribution
po: P(Zo) = [, po(20.:). Similarly, we also assume that =) are realizations of random
=, with i.i.d. rows EZZ»:. For odd /¢, the rows §,,; are zero-mean multivariate Gaussian

with covariance matrix N, € R%¢, whereas for even ¢, the rows & ¢ can be arbitrarily
distributed but i.i.d.

Denoting by Y:=Z} € R™*? the output of the network, we consider the following
matrix inference problem:

Estimate Z:={Z/}/"} given Y:=2Z) and {Wy, 1, By 1, gb%}ifl (2)

A key feature of the problem we consider here is that the unknowns, Z,, are matriz-
valued with d columns with statistical dependencies between the columns. As we will see
in section 2, the matrix-valued case applies to several problems of broad interest such as
matrix imputation, multi-task and mixed regression problems, sketched clustering. We
also show that via this formulation we can analyze the learning in two layer NNs under
some architectural assumptions.

In many applications, the inference problem can be performed via minimization of
an appropriate cost function. For example, suppose the network (1) has no noise E,
for all layers except the final measurement layer, £ = L. In this case, the Z} | = g(Z{)
for some deterministic function g(-) representing the action of the first L — 1 layers.
Inference can then be conducted via a minimization of the form,

Zi =g (arg min H;(Y,Z; 1) + Ho(Zy), subjectto Z; 1 = g(Zo)> (3)
Zy

where the term H (Y, Z; 1) penalizes the prediction error and H((Z) is an (optional)
regularizer on the network input. For maximum a posteriori (MAP) estimation
one takes, H(Y,Z; 1) = —logp(Y|Z; 1), and Hy(Zo) = —log p(Zy), where the out-
put probability p(Y|Z, 1) is defined from the last layer of model (1b): Y =7Z; =
¢1.(Z;1,Zr). The minimization (3) can then be solved using a gradient-based method.
Encouraging results in image reconstruction have been demonstrated in [4, 15, 18, 29,
37, 41, 45]. Markov-chain Monte Carlo algorithms and Langevin diffusion [7, 44] could
also be employed for more complex inference tasks.

https://doi.org/10.1088/1742-5468 /ac3a75 3
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Figure 1. (Top) The signal flow graph for true values of matrix variables {Zg}?zo,
given in equation (1) where Z? € R™*?. (Bottom) Signal flow graph of the ML-
MVAMP procedure in algorithm 1. The variables with superscript + and — are
updated in the forward and backward pass respectively. ML-MVAMP (algorithm
1) solves (2) by solving a sequence of simpler estimation problems over consecutive
pairs (Zg, Zy_1).

However, rigorous analysis of these methods is difficult due to the non-convex
nature of the optimization problem. To address this issue, recent works [12, 25, 34]
have extended approximate message passing (AMP) methods to provide inference algo-
rithms for the multi-layer networks. AMP was originally developed in [3, 9, 10, 17] for
compressed sensing. Similar to other AMP-type results, the performance of multi-layer
AMP-based inference can be precisely characterized in certain high-dimensional random
instances. In addition, the mean-squared error (MSE) for inference of the algorithms
match predictions for the Bayes-optimal inference predicted by various techniques from
statistical physics [2, 14, 36]. Thus, AMP-based multi-layer inference provides a com-
putationally tractable estimation framework with precise performance guarantees and
testable conditions for optimality in certain high-dimensional random settings.

Prior multi-layer AMP works [12, 16, 26, 34] have considered the case of vector-valued
quantities with d = 1. The main contribution of this paper is to consider the matriz-
valued case when d > 1. To handle the case when d > 1, we extend the multi-layer
vector approximate message passing (ML-VAMP) algorithm of [12, 34] to the matrix
case. The ML-VAMP method is based on VAMP method of [35], which is closely related
to expectation propagation [28, 38|, expectation-consistent approximate inference
[13, 32], SSAMP [6], and orthogonal AMP [24]. We will use ‘multi-layer matrix VAMP
(ML-Mat-VAMP)’ when referring to the matrix extension of ML-VAMP.

Contributions. First, similar to the case of ML-VAMP, we analyze ML-Mat-VAMP
in a large system limit (LSL), where n, — oo and d is fixed, under rotationally invariant
random weight matrices W/. In this LSL, we prove that the MSE of the estimates of
ML-Mat-VAMP can be exactly predicted by a deterministic set of equations called the
state evolution (SE). The SE describes how the distribution of the true activations and
pre-activations of the network as well as the estimated values generated by ML-Mat-
VAMP evolve jointly from one iteration of the algorithm to the other. This extension of
the SE equations to the matrix case is not trivial and requires considering correlation
across multiple vectors. Indeed, in the case of ML-VAMP, the SE equations involve scalar
quantities and 2 x 2 matrices. For ML-Mat-VAMP, the SE equations involve d x d and
2d x 2d matrices.

https://doi.org/10.1088/1742-5468 /ac3a75 4
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Second, we show that the method can offer precise predictions in important estima-
tion problems that are difficult to analyze via other means. The ML-VAMP was focused
on deep reconstruction problems [4, 45]. The matrix version here can be applied to other
classes of problems such as multi-task regression, matrix completion and learning the
input layer of a NN. Even though these networks are typically shallow (just L = 2 lay-
ers), there are no existing methods that can provide the same types of precise results.
For example, in the case of learning the input layer of a NN, our results can exactly
predict the test error as a function of the noise statistics, activations, number of training
sample and other key modeling parameters.

Notation. Boldface uppercase letters X denote matrices. X, refers to the nth row of
X. Random vectors are row-vectors. For a function f:R>"™ — R™*  its row-wise exten-
sion is represented by f:RY*™ — RN*k je. [f(X)], = f(X,.). We denote the Jacobian
matrix of f by glm (z) € R™* so that [g—i (x)];j = g{;(w) For its row-wise extension f, we

denote by (Z (X)) the average Jacobian, i.e. %Z;N:l%j(Xybz) € R™<F,

2. Example applications

As we describe next, the matrix estimation problem (2) is of broad interest and sev-
eral interesting applications can be formulated under this framework. We share a few
examples below.

2.1. Multi-task and mixed regression problems

A simple application of the matrix-valued multi-layer inference problem (2) is for multi-
task regression [31]. Consider a generalized linear model of the form,

Y = ¢(XF; B), (4)

where Y € RV*? is a matrix of measured responses, X € RV*? is a known design matrix,
F c RP are a set regression coefficients to be estimated, and Z is noise. The problem
can be considered as d separate regression problems—one for each column. However, in
some applications, these design ‘tasks’ are related in such a way that it benefits to jointly
estimate the predictors. To do this, it is common to solve an optimization problem of
the form

arg mFin {Z Z L(y;;, [ XF];;) + )\Z p(Fk;)} , (5)

j=1 i=1 k=1

where L(-) is a loss function, and p(+) is a regularizer that acts on the rows Fy. of F to
couple the prediction coefficients across tasks. For example, the multi-task LASSO [31]
uses loss L(y, z) = (y — z)? and regularization p(F}.) = ||Fy.||» to enforce row-sparsity in
F. In the compressive-sensing context, multi-task regression is known as the ‘multiple
measurement vector’ (MMV) problem, with applications in MEG reconstruction [8],
DoA estimation [42], and parallel MRI [22]. An AMP approach to the MMV problem

https://doi.org/10.1088/1742-5468 /ac3a75 5
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was developed in [47]. The multi-task model (4) can be immediately written as a multi-
layer network (1) by setting: Zy:=F, Wy:=X,Z;:=W Z, = XF,Y = Z,:=¢(Z;,E).
Also, by appropriately setting the prior p(Zg), the multi-layer matrix MAP inference
(3) will match the multi-task optimization (5).

In (5), the regularization couples the columns of F but the loss term couples its rows.
In mixed regression problems, the loss couples the columns of F. For example, consider
designing predictors F = [f}, 5] for mized linear regression [46], i.e.

Yi = Qin'Tfl +(1— C]z')Xinz +v;, ¢ €{0,1}, (6)

where ¢ =1,..., N and the ith response comes from one of two linear models, but
which model is not known. This setting can be modeled by a different output mapping:
as before, set Zy:=F, Z; = XF and let the noise in the output layer be E; = [q, V]
which includes the additive noise v; in (6) and the random selection variable ¢;. Then,
we can write (6) via an appropriate function, y = ¢,(Z;, Ey).

2.2. Sketched clustering

A related problem arises in sketched clustering [19], where a massive dataset is non-
linearly compressed down to a short vector y € R", from which cluster centroids
f, e R?, for k=1,...,d, are then extracted. This problem can be approached via

2
the optimization [20] min,so mingy ;. , ’yz- — Zj‘:laj emxjff’ where x; € R? are known
i.i.d. Gaussian vectors. An AMP approach to sketched clustering was developed in
[5]. For known a, the minimization corresponds to MAP estimation with the multi-
layer matrix model with Zy =F, W; = X Z; = XF and using the output mapping,
¢,(Z,,E):= ijla'j eV~121; 4 B where the exponential is applied elementwise and =
is i.i.d. Gaussian. The mapping ¢, operates row-wise on Z; and =E.

2.3. Learning the input layer of a two-layer neural network

The matrix inference problem (2) can also be applied to learning the input layer weights
in a two-layer NN. Let X € RV¥u and Y € RV*Mu be training data corresponding to
N data samples. Consider the two-layer NN model,

Y = o(XF,)F, + E, (7)

with weight matrices (F'1, F'3), componentwise activation function o(+), and noise Z. In
(7), the bias terms are omitted for simplicity. We used the notation ‘F',’ for the weights,
instead of the standard notation ‘W ,’; to avoid confusion when (7) is mapped to the
multi-layer inference network (2). Now, our critical assumption is that the weights in
the second layer, F5, are known. The goal is to learn only the weights of the first layer,
F, € RYwNia from a dataset of N samples (X,Y).

If the activation is ReLU, i.e. o(H)=max{H,0} and Y has a single column
(i.e. scalar output per sample), and F, has all positive entries, we can, without loss
of generality, treat the weights F'y as fixed, since they can always be absorbed into the

https://doi.org/10.1088/1742-5468 /ac3a75 6
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weights F';. In this case, y and Fy are vectors and we can write the ith entry of y as

yi =Y Fyo(XFy) +& =) o([XF];Fy) + & (8)

J=1 J=1

Thus, we can assume, without loss of generality, that F; is all ones. The parameterization
(8) is sometimes referred to as the committee machine [40]. The committee machine has
been recently studied by AMP methods [1] and mean-field methods [27] as a way to
understand the dynamics of learning.

To pose the two-layer learning problem as multi-layer inference, define
Zy:=F,, W,:=X,Z,:=XF,Ey:=E, then Y = Z,, where Z, is the output of a
two-layer inference network of the form in (1):

Y = ZQ :¢2(Z1,EQ)Z:U(Z1)FQ+EQ. (9)

Note that W is known. Also, since we have assumed that F'5 is known, the function
@, is known. Finally, the function ¢, is row-wise separable on both inputs. Thus, the
problem of learning the input weights F'; is equivalent to learning the input Z, of the
network (9).

2.4. Model-based matrix completion

Consider an observed matrix Y = Z; € RV*? with missing entries Q° € [N1] x [d]. The
problem is to impute the missing entries of Y. This is an important problem in sev-
eral applications ranging from recommendation systems, genomics, bioinformatics and
more broadly analysis of tabular data. There have been several approaches to solving
this data imputation problem, right from 0 imputation and mean imputation to more
sophisticated techniques based on generative models.

Consider a generative model based on a multi-layer perceptron as in (1) such that
the output Z; ; models the uncorrupted data matrix. Then the imputation problem
can be posed as the solution of the MAP optimization problem:

mi{nn?izeHY —Zy |} —log P(Zy 1, Zy s, ..., %) (10)
Z

(Si=0

where |[Y — Z;_1 |5 = > ipeal(Y)ij = (Zr-1)i;)*. One can also similarly construct Bayes
estimators such as E[Z;_|Z].

Traditional approaches to matrix completion have looked at regularized convex min-
imization schemes just like (10) where —log P(Z;_1) = ||Z—1]|,, which is the nuclear
norm, or some other structure inducing convex norms. While the term —log P(...) in
(10) can be thought of as a more general regularization term, this formulation allows
for more general application problems with heterogeneous variables.

For example, in imputation of tabular data, it is often the case that some columns cor-
respond to continuous valued variables, whereas other variables are discrete valued mod-

https://doi.org/10.1088/1742-5468 /ac3a75 7
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eling yes/no answers or count data. In such scenarios the —log P(Z;_1, ...) allows more
flexibility towards modeling using generalized linear models (GLMs) and other exponen-
tial family distributions for every column separately. One simple instance of (10) would
be a generative model —log P(Z 1,...,Zy) which is trained on some fully observed
data Zj , using unsupervised learning methods such as variational autoencoders and
generative adversarial networks.

3. Multi-layer matrix VAMP

3.1. MAP and MMSE inference

Observe that the equation (1) define a Markov chain over these signals and thus the
posterior p(Z|Zy) factorizes as p(Z|Zy1) o< p(Zo)[ 1= 0(Zi|Zo—1) p(Y|Zy_1), where recall
the notation Z from (2). The transition probabilities p(Z,|Z, 1) above are implicitly
defined in equation (1) and depend on the statistics of noise terms =,. We consider both
MAP and minimum mean squared error (MMSE) estimation for this posterior:

Zimap = arg;naxp(Z|ZL) Znmse = E|Z|Z;] = /Zp(Z|ZL)dZ. (11)

3.2. Algorithm details

The ML-Mat-VAMP for approximately computing the MAP and MMSE estimates is
similar to the ML-VAMP method in [12, 33]. The specific iterations of ML-Mat-VAMP
algorithm are shown in algorithm 1. The algorithm produces estimates by a sequence of
forward anAd backward pass updates denoted by superscripts + and — respectively. The
estimates Z;t are constructed by solving sequential problems Z = {Zz}gL;ol into a sequence
of smaller problems each involving estimation of a single activation or preactivation Z;,
via estimation functions {G; (-)}.}! which are selected depending on whether one is
interested in MAP or MMSE estimation.

To describe the estimation functions, we use the notation that, for a positive defi-
nite matrix T, define the inner product (A, B)r:=Tr(A"BT) and let ||A | denote the
norm induced by this inner product. For £ = 1,..., L — 1 define the approximate belief
functions

- n+t - Pt —3llzRy |5 4|z R
bi(Zo, Ze1|Ry Ry, Ty T y) o< p(Z|Zy-y )e ‘ o (12)
where Z;, R; € R**¢ and Ty € R™? for all £ =0,1,..., L. Define by(Zo|R,,T,) and
br(Z; 1|RS , T} ) similarly. The MAP and MMSE estimation functions are then given
by the MAP and MMSE estimates for these belief densities,

Gimap=(Z{,Z; ) = argmaxby(Z, Ze—1) Giomee= 2] 2 ) = E[(Ze, Ze-1)|b]  (13)

where the expectation is with respect to the normalized density proportional to b,. Thus,
the ML-Mat-VAMP algorithm reduces the joint estimation of the vectors (Zy,...,Z; 1)

https://doi.org/10.1088/1742-5468 /ac3a75 8
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Algorithm 1. Multilayer Matrix VAMP (ML-Mat-VAMP).

Require: estimators GJ, G, {GF }i—/.
1: Set Ry, = 0 € R™*? and initialize {T'y,}2-) € R%".
2:for k=0,1,..., Ny — 1

3: // Forward pass 14: // Backward pass
4: ZZO = G(T(Rz?ml“;?o) X 15: ZI;L—I = GZ(RI-:,L—DFI:L—l) .
G - =3\ e - 9G] -
5: A = <ﬁ(Rk0aFko)> L 16: Ay py = <73Rﬁl (RZ,L_1>F1:L—1)> FI-:,L—la
6: Ty = AEO - Ty 17Ty = A — | I
7 Rz,o = (ZI-:,OAZ,O - RI;,OFI;,O)(F;;O)_l 18: RI;+1,L71 = (ZI;L—IA};Lfl - RZOFZO)(FI;,O)_l
8:forf=1,...,L—1do 19:for{=L—-1,...,1do
9 Zy =G/ (Ry, Rl—:,ﬁl—v I‘;:,K—l) 200 Zyyp =Gy (R, RI%Z—D e F;:,K—l)
oG} R - oG, -
10: Al =(5550)) Ty 2 Mg = (o)) Tl
1: T, =Af Ty 22: Ty ,=Ay T
12: R, = (ZiAf, — R, T (L) 230 Ry = (ZpAy —RET) (T )"
13: end for 24: end for
25: end for

to a sequence of simpler estimations on sub-problems with terms (Z; 1, Z;). We refer to
these subproblems as denoisers and denote their solutions by G, so that Z = G and
Z, , = G, corresponding to lines 9 and 20 of algorithm 1. The denoisers G; and G,

which provide updates to 2{{ and 22_1, are defined in a similar manner via by and by,
respectively.

The estimation functions (13) can be easily computed for the multi-layer matrix
network. An important characteristic of these estimators is that they can be computed
using maps which are row-wise separable over their inputs and hence are easily paral-
lelizable. To simplify notation, we denote the precision parameters for denoisers Gzt in
the kth iteration by

@zz = (T, I‘Z«,e—ﬁa O = (I‘l;rl,b I‘z«,e—ﬂ, @Zo =Ty, CTWRES I‘ZL—l- (14)

Non-linear layers. For ¢ even, since the rows of E, are i.i.d., the belief
density b/(Zy,Z; 1]-) from (12) factors as a product across rows, by(Z,, Z, 1) =
11,6¢([Z] s, [Zp-1],:). Thus, the MAP and MMSE estimates (13) can be performed over
d-dimensional variables where d is the number of entries in each row. There is no joint
estimation across the different n, rows.

Linear layers. When / is odd, the density by(Z;, Z;_1|-) in (12) is a Gaussian. Hence,
the MAP and MMSE estimates agree and can be computed via least squares. Although
for linear layers [G}, G, (R, , R, |, ©,) is not row-wise separable over (R, , R, ), it can

https://doi.org/10.1088/1742-5468 /ac3a75 9
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be computed using another row-wise denoiser [éj, é;] via the singular value decom-
position of the weight matrix W, = V,diag(S,)V,_; as follows. Note that the SVD is
only needed to be performed once:

(G, G ](Ry, Ry_1, ©;) = argmax||Z, — W, Zy_1 — Byl + ||Z — R;Hi;

2,2
+ |21 - RZ—I”?L
@ arg maXHVZZg — diag(Sg)Vg_1Z€—1 o VZBgllQNf

VAN

+ ||V,TZ€ — V,TR[”;_ + ||Ve_1Z£—1 - Vﬁ—lRZ—lHiﬂL

b ~ ~
YIVIGH, V, .G 1(VIRe, Vi iRe 1, ©))

where (a) follows from the rotational invariance of the norm, and (b) follows from the
definition of denoiser (G}, G, (R, , R, |, ©,) given below

2 2

~ 2 ~ ~
2R, + |2 R

. (15)

Ny -1

G}, G,]:= aligfnax”zg — diag(S))Z_, — Eg’
(-1

7.7

Note that the optimization problem in (15), is decomposable accross the rows of variables
Z, and Z;_,, and hence |G/, G,] operates row-wise on its inputs.

Fixed points. We note that the fixed points of the ML-Mat-VAMP algorithm can
be shown to be Karush—Kuhn—Tucker points of the variational formulations of (11),
omitted here due to lack of space. This is a direct extension of results from section 3 of
[34]. In particular, we can show that the ML-Mat-VAMP in the MAP inference case is
a preconditioned Peaceman—Rachford splitting ADMM type algorithm [39].

4. Analysis in the large system limit

We follow the analysis framework of the ML-VAMP work [12, 33], which is itself based on
the original AMP analysis in [3]. This analysis is based on considering the asymptotics of
certain large random problem instances. We essentially show that under certain assump-
tions, as the dimension goes to infinity the behavior of the ML-Mat-VAMP algorithm
can be characterized by a set of equations that describe how the distribution of rows
of hidden matrices evolve at each iteration of the algorithm for all the layers. Specifi-
cally, we consider a sequence of problems (1) indexed by N such that for each problem
the dimensions ny(/N') are growing so that limy_.. 5 = 8¢ € (0,00) are scalar constants.
Note that d is finite and does not grow with N.

Distributions of weight matrices. For /=1,3,...,L —1, we assume that
the weight matrices W, are generated via the singular value decomposition,

https://doi.org/10.1088/1742-5468 /ac3a75 10
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W, = V,diag(S,)V,_; where V, € R"*™ are Haar distributed over orthonormal matri-
ces and Sy = (spq,. .., S¢min{nsn_1})- We will describe the distribution of the components
S, momentarily.

Assumption on denoisers. We assume that the non-linear denoisers G, act

row-wise on their inputs (R.;, Ry, ;). Further these operators and their Jacobian matri-
0Gy,  0Gy,  0Gf 0Gy
ORy,?* ORy, 7 OR; ' OR
provided in appendix B.

Assumption on initialization, true variables. The distribution of the remaining

variables is described by a weak limit: for a matrix sequence X:= X(N) € R¥*¢ by the
notation X = X we mean that there exists a random variable X in R? with E||X|? < oo
such that limNﬁm%Z?Ll@D(Xi;) =E¢(X) almost surely, for any bounded continuous
function ¢ : R? — R, as well as for quadratic functions " Pz for any P € R’ This is
also referred to as Wasserstein-2 convergence [30]. For example, this property is satisfied
for a random X with i.i.d. rows with bounded second moments, but is more general,
since it applies to deterministic matrix sequences as well. More details on this weak limit
are given in appendix B.

Let By ZZVZBg, and S, € R™ be the zero-padded vector of singular values of Wy,
and let 7, € R%%?. Then we assume that the following empirical convergences hold.
(B¢, Ry, — ZY) 2 (2, Q) for even £ and (S;, By, B, V] (Ry, — ZY)) = (S, Bi, 20, Q)
for odd ¢. Here S, € R is bounded, B, € R? is bounded, Zy_; ~ AN (0,N; ), and
Qy ~N(0,T,), for £=0,1,...,L —1 are all pairwise independent random variables.

ces are uniformly Lipschitz continuous, the definition of which is

Additionally, we assume that Z 2 7" and that the sequence of initial matrices {Ty}
satisfies the following pointwise convergence

r,(N)—T,, (=01,... L—1. (16)

4.1. Main result

The main result of this paper concerns the empirical distribution of the rows
[Zj]n:, [R;],. of the iterates of algorithm 1. It characterizes the asymptotic behavior
of these empirical distributions in terms of d-dimensional random vectors, which are
either Gaussians or functions of Gaussians. Let G;t denote maps R4 — R4 such
that (13), i.e. [G; (R, R} 1, 0)].: = G ([R;]n, [Rf ], ©). Having stated the requisite
definitions and assumptions, we can now state our main result.

Theorem 1. For a @ced iteration mndex k>0, there exist deterministic matrices
K, € R*(*, and 71, T}, and T}, € RL? such that for even (:

(qu, Z), Z;e_l, 2&) = <A7 A, GZ(C‘F;\’ B+A, T, T}, ), GZ(C‘FR B‘f‘AvFl:vaZ,e—ﬂ)
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where (A,B) ~N(0,K;, ), C~N(0,7,), A = ¢,(A,Z,) and (A,B),C are indepen-
dent. For £ =0, the same result holds where the first and third terms are dropped,
whereas for £ = L, the second and fourth terms are dropped. Similarly, for odd :

(V ZZ 17V2-7122v szl;é—pvfza)

=4 (A, A.G;(C+AB+AT,.T}, )G (C+AB+AT,, f&_g)

where (A,B) ~N(0,K;, ), C~N(0,7,), A=SA+B,+Z, and (A,B),C are
independent.
Furthermore for ¢ =0,1,...,L— 1, we have

(Tie Ajep) = (T, Afy).

The parameters in the distribution, {K;,, 7., I}, Aj;} are deterministic and can be
computed via a set of recursive equations called the SE. The SE equations are provided
in appendix A. The result is similar to those for ML-VAMP in [12, 34] except that
the SE equations for ML-Mat-VAMP involve d x d and 2d x 2d matrix terms; the ML-
VAMP SE only requires scalar and 2 x 2 matrix terms. The result holds for both MAP
inference and MMSE inference, the only difference is implicit, i.e. the choice of denoiser
G/(+) from equation (13).

The importance of theorem 1 is that the rows of the iterates of the ML-Mat-VAMP
algorithm (Z, , |, Z;, in algorithm 1) and the rows of the corresponding true values,
Z) |,Z), have a simple, asymptotic random vector description of a typical row. We
will call this the ‘row-wise’ model. According to this model, for even ¢, the rows of
Z) | converge to a Gaussian A € R? and the rows of Z converge to the output of the
Gaussian through the row-wise function ¢,, A = ¢;(A, Z;). Then the rows of the estimates
2,;6_1, 2,‘& asymptotically approach the outputs of row-wise estimation function G (-)
and G'(-) supplied by A and A corrupted with Gaussian noise. A similar convergence
holds for odd ¢.

This ‘row-wise’ model enables exact an analysis of the performance of the estimates
at each iteration. For example, to compute a weighted MSE metric at iteration k, the
convergence shows that,

1 ([~ ~
ﬂ]z ~z| S E|G (C+AB+A ) - Al
4

for even ¢ and any positive semi-definite matrix H € R%“. The norm on the left-hand
above acts row-wise, || Z||3; :=>_,/|Z:|/}- Hence, this asymptotic MSE can be evaluated
via expectations of d-dimensional variables from the SE. S\imilarly, one can obtain exact
answers for any other row-wise performance metric of {(Z;,, Z})}, for any #.

https://doi.org/10.1088/1742-5468 /ac3a75 12
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g SNR=10dB : SNR=15 dB
2.5 2.5
—=— ADAM-MAP —=— ADAM-MAP
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= ML-Mat-VAMP (SE) ——— ML-Mat-VAMP (SE)
L5118 1.5 1 -
L0 N - s 10 = i = © —
‘ .')(I)[l ]l]l[l() ].')El() 2[]})[) 2-')})[] Ji()'l)[l Ji.')‘l][l -J[)Il][l ) 500 1000 1500 2000 2500 3000 3500 4000
Num training samples Num training samples

Figure 2. Test error in learning the first layer of a two layer NN using ADAM-based
gradient descent, ML-Mat-VAMP and its SE prediction.

5. Numerical experiments

We consider the problem of learning the input layer of a two layer NN as described
in section 2.3. We learn the weights F; of the first layer of a two-layer network by
solving problem (9). The LSL analysis in this case corresponds to the input size n;, and
number of samples N going to infinity with the number of hidden units being fixed.
Our experiment take d =4 hidden units, Ny, = 100 input units, N, = 1 output unit,
sigmoid activations and variable number of samples N. The weight vectors F; and F,
are generated as i.i.d. Gaussians with zero mean and unit variance. The input X is also
i.i.d. Gaussians with variance 1/ Ny, so that the average pre-activation has unit variance.
Output noise is added at two levels of 10 and 15 dB relative to the mean. We generate
1000 test samples and a variable number of training samples that ranges from 200 to
4000. For each trial and number of training samples, we compare three methods: (i)
MAP estimation where the MAP loss function is minimized by the ADAM optimizer
[21] in the Keras package of Tensorflow; (ii) algorithm 1 run for 20 iterations and (iii) the
SE prediction. The ADAM algorithm is run for 100 epochs with a learning rate = 0.01.
The expectations in the SE are estimated via Monte-Carlo sampling (hence there is

some variation).

Given an estimate F; and true value F(l), we can compute the test error as fol-

lows: given a new sample x, the true and predicted pre-activations will be z; = (F?)TX
and z; = ]?‘Ix Thus, if the new sample x ~ N (0, N%HI), the true and predicted pre-
activations, (z1,z;), will be jointly Gaussian with covariance equal to the empirical
2d x 2d covariance matrix of the rows of F{ and F:

K:=

N
1 m ~

N Zuzuk, u; = [FLk: Fl,k:] . (17)
=1

From this covariance matrix, we can estimate the test error, E|ly — 3]> = E|F; (o(z1) —
o(z;)|*, where the expectation is taken over the Gaussian (z;,z;) with covariance
K. Also, since (17) is a row-wise operation, it can be predicted from the ML-Mat-
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VAMP SE. Thus, the SE can also predict the asymptotic test error. The normalized
test error for ADAM-MAP, ML-Mat-VAMP and the ML-Mat-VAMP SE are plot-
ted in figure 2. The normalized test error is defined as the ratio of the MSE on the
test samples to the optimal MSE. Hence, a normalized MSE of one is the minimum
value.

Note that since ADAM and ML-Mat-VAMP are solving the same optimization
problem, they perform similarly as expected. The main message of this paper is not
to develop an algorithm that outperforms ADAM, but rather an algorithm that has
theoretical guarantees. The key property of ML-Mat-VAMP is that its asymptotic
behavior at all the iterations can be exactly predicted by the SE equations. In this
example, figure 2 shows that the normalized test MSE predicted via SE (plotted
in green) matches the normalized MSE of ML-Mat-VAMP estimates (plotted in
orange).

6. Conclusions

We have developed a general framework for analyzing inference in multi-layer net-
works with matrix valued quantities in certain high-dimensional random settings. For
learning the input layer of a two layer network, the methods enables precise predic-
tions of the expected test error as a function of the parameter statistics, numbers
of samples and noise level. This analysis can be valuable in understanding key prop-
erties such as generalization error, for example using ML-VAMP, Emami et al [11]
characterizes the generalization error of GLMs under a variety of feature distribu-
tions and train-test mismatch. Future work will look to extend these to more complex
networks.

Broader impact

In statistical physics, systems with a large number of degrees of freedom often admit
a simplified macroscopic description. Modern NNs have thousands of hidden units and
billions of free parameters; is there an analogous macroscopic description of the dynam-
ics of multi-layer NNs? This paper identifies some of these macroscopic descriptions that
can be used to analyze a large class of optimization problems (see section 2 for exam-
ples) arising in signal processing, data science, and machine learning. The techniques
developed in this paper allow analyzing and understanding the fundamental limits of
learning in 1 and 2 layer NNs which are basic building blocks in modern machine learning
pipelines.
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Appendix A. State evolution equations

The SE equations given in algorithm 2 define an iteration indexed by k of constant
matrices {K},, 71;, [};}2,- These constants appear in the statement of the main result
in theorem 1. The iterations in algorithm 2 also iteratively define a few R? valued
random vectors {QY, P, Qi,, Pi;} which are either multivariate Gaussian or functions
of multivariate Gaussians. In order to state algorithm 2, we need to define certain
random Varia,bles and functions appearing therein which are described below. Let
Eodd— {1 3 - ]-} and Eeven {27477L_2}

Define {@ } similar to @}, from equation (14) using {T';,}. Further, for ¢ =
1,2,...,L— 1 define

Q= (AT Ty, Q= (K;j*l? TE,H fl;ffl)v

and ﬁZo and ﬁ,;L. Now define random variables W, as

W, = 2, Wy, = (Y,Z), Wi=2, VL€ Loyen, (18)
Wi = (Sy, By, Z0), Ve e Loga.

Define functions {f?}%, as
fAP W) =8P + B+ 2, VL E Lo, 19)

fo(P 17Wf) (bf( 17‘—‘6) Vi e LevenU{L}
and using (14) define functions {h;", }f |, ki and h; as
pr—l’ Pf—tl’ QZ’ Wg, G)ki€) = G;(Qﬁ_ + Q?? Pﬁtl + PF,O—D ek:«té)a Vi e Leven;

hi (
hét(PeO_p Pétla Qg_a W€a G')ki€) = é;t(Qﬁ_ + Q?, Pﬁtl + PEO—D @ki%)a Ve S Lodd
hJ(QE, W, 62()) = G(J)F(Q(; + W, QZ())?
hy (Pl[fflv PLJr—la Wi, G)I;L) = GZ(P;—l + P£71a G)I;L)' (20)

Note that [Gf,G;] and [G],G;] are maps from R — R'*? such that their row-wise

extensions are the denoisers G/, G;] and [éj,é[] respectively. Using (20) define
functions {7 }=}, fi and f; as

FEPLL PEL QWi ) = [(h = QF) Ay — Qi Ty ] (Ti) ™

fo (Bl P Qy Wi, ) = [(hy — PP y) Ay — PET ] (D)

fo Qo Wo, ) = [(hg — Wo) Ay — Qo Tro] (Tho) ™,

fr(Ply, Py Wi, Q) = [(hy — PLoy) Aoy — PEaTp ] (D)™
(21)
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Algorithm 2. SE for ML-Mat-VAMP (algorithm 1).

Require: functions {f} from (19), {h;} from (20), and {f;} from (21). Perturbation
random variables {W,} from (18). Initial random vectors {Qy,}--) with initial covariance
matrices {75,}7-) from section 4. Initial matrices {I'j,}*_, from (16).

1: // Initial pass

2: Q) = Wy, 1) = Cov(Q)) and Py ~ N (0, 7))
3:for/=1,...,L —1do

4: Qe fg (Pgo 17W£)

5. P}~ N(0,7)), ) = Cov(QY)

6: end for

7:for k=0,1, ..., do

8: // Forward pass

9. Qko (Qk()) WO7 ®+O)

J— bi) _

10: A+ = (Ed%l) Ty,
11: AJr 'y -
12: Qk() fo (QI;O’ WO??ZO) N
13: (B, By) ~ N0 Ky, K= Cov(Qf, Q)

14: for/¢=1,...,L —1do

15: Q:e:h;({)éo b Pl 1 Qs Wi, ©)
J— bi) -
16: A, = (Eag:’) T,
17 T, =Af,-T B
18: Qi = fe (Peofb Py 1 Qe Wi, )
19: (Peov Pk-;) ~ N(0, K@)a KZZ = COV(ng Q;:Z)
20: end for

21: // Backward pass

22: Pl;rlL =hp, (PL 1=PkL 1’WL7GI;+1L)
_ aP;

230 Agy, = (E ()L}ﬁL DT

24: I‘I;+1L 1 _AI;+1L 1 FkL 1

25: Pk_+1L 1= fL(PL 17PkL 17WL’QI;+1L) -
26: Qk+1,L—1 ~ N(0, Tk+1,L_1) Tl 1" COV(Pk+1,L—1)

27: forZzL—2,...()do

28: P1;+1,z = h_(P{0> ke Qk+1 e+1: We, @1;+1 0

200 Ay, = BT,

30: Ly = AI?+1,€ - EI-:,Z? o

31 Pk_+1,£ = [, (P, J_Dkea Qk+1e+1a Wi, Qk+1£)

32: QkJrl.[ ~ N(O7Tk+1.[)7 Thg1e = = Cov( k+1£)
33: end for

34: end for
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Appendix B. Large system limit details

The analysis of algorithm 1 in the LSL is based on [3] and is by now standard in the
theory of AMP-based algorithms. The goal is to characterize ensemble row-wise averages
of iterates of the algorithm using simpler finite-dimensional random variables which are
either Gaussians or functions of Gaussians. To that end, we start by defining some key
terms needed in this analysis.

Definition 1 (pseudo-Lipschitz continuity). For a given p > 1, a map g:R™? — R is
called pseudo-Lipschitz of order p if for any ri,rs € R? we have,

lg(r1) — gr2)| < Cliry —rof| (1 [fra [ + [r2fP7) -

Definition 2 (empirical convergence of rows of a matrix sequence). Consider a matrix-
sequence {XM}%_| with XV € RV*?, For a finite p > 1, let X € (R?,R?) be a R
measurable random variable with bounded moment E[|X||? < co. We say the rows of
matrix sequence {X(N)} converge empirically to X with pth order moments if for all
pseudo-Lipschitz continuous functions f(-) of order p,

lim 57 f(XD) —E[f(X)] as. (22)

Note that the sequence {X™)} could be random or deterministic. If it is random,
however, then the quantities on the left-hand side are random sums and the almost sure
convergence must take this randomness into account as well.

The above convergence is equivalent to requiring weak convergence as well as con-
vergence of the pth moment, of the empirical distribution ﬁZledxm of the rows of

XM to X. This is also referred to convergence in the Wasserstein-p metric (chapter 6
in [43)]).

In the case of p =2, the condition is equivalent to requiring (22) to hold for all
continuously bounded functions f as well as for all f,(x) = 2 Qz for all positive definite
matrices Q.

Definition 3 (uniform Lipschitz continuity). For a positive definite matrix M, the map
é(r; M) : R — R? is said to be uniformly Lipschitz continuous in r at M = M if there
exist non-negative constants L, L, and Ls such that for all r € R?

[¢(r1i M) — ¢(rai Mo)|| < Lyflry — o]
[p(rs My) — (v My)|| < Lao(1 + |x|) p( My, M)

for all M; such that p(M;, M) < L3 where p is a metric on the cone of positive
semidefinite matrices.

We are now ready to prove theorem 1.

Appendix C. Proof of theorem 1

The proof of theorem 1 is a special case of a more general result on multi-layer recursions
given in theorem 2. This result is stated in appendix D, and proved in appendix E. The
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rest of this section identifies certain relevant quantities from theorem 1 in order to apply
theorem 2.
Consider the SVD given of weight matrices W, of the network given by,

Wg = Vg diag(Sg)Vg -1

as explained in section 4 of the main paper. We analyze algorithm 1 using transformed
versions of the true signals Z) and input errors R; — ZJ to the denoisers G;. For
{=0,2,...,L —2, define

q? = Zg q2+1 = VET+122+1 (23a)
pg = V€Z2 p2+1 = Z2+1 (23b)

which are depicted in figure 3 (top). Similarly, define the following transformed versions
of errors in the inputs R} to the denoisers G

q =R, - Z(E) gy = VZH(RZH - Z2+1) (24a)
p; = VR —Z)) pf,=R,—Zp,. (24b)

These quantities are depicted as inputs to function blocks f;" in figure 3 (middle). Define
perturbation variables w; as

W) = Zg, w, = (Y, E), wy; =58y, VL€ Loy (25a)
wy = (S¢, By, Ey), VL€ Lo (25b)
Finally, we define q; and p, for £ =1,2,...,L —1 as
qf = £ (PPl Wi, ) (26a)
P = £ (P, Pl A, Wi, ), (26b)

which are outputs of function blocks in figure 3 (middle). Similarly, define the quantities
qg = fg—(qaa Zy, QO) and P = fg—(p%—la pJLr—laYv QL)'

Lemma 1. Algorithm 1 is a special case of algorithm 3 with the definitions
{d),p), af, P o) given in equations (23), (24), and (26), functions £;° are row-wise
extensions of f; defined using equations (20) and (21).

Lemma 2. Assumptions 1 and 2 required for applying theorem 2 are satisfied by the
conditions in theorem 1.

Proof. The proofs of the above lemmas are identical to the case of d = 1, which was
shown in [34]. For details see appendix F in [34]. O

Appendix D. General multi-layer recursions

To analyze algorithm 1, we consider a more general class of recursions as given in
algorithm 3 and depicted in figure 3. The Gen-ML recursions generates (i) a set of true
matrices q) and pY and (ii) iterated matrices qu and p,fg. Each of these matrices have
the same number of columns, denoted by d.
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a)—{ Vo [—p} al — Vi ﬂp‘fﬂ.ﬁ a3 —{ V2 HPSHqSH Vi (—p]

aj — Vo [—pg ai — Vi —pf qf — Va2 (—pj a5 — Vs —pj

el et k=2
a; — Vg F—py qi — V| [—p; a; < Vs F—p; a; —| V3 —p;

0 0 0 0 0 0
0 E) 1 P, 1 2 P, 2

fi‘ B i :::: # F

Py Qr %P*

Figure 3. (Top) The equation (1) with equivalent quantities defined in (23), and
£ defined using (19). (Middle) The Gen-ML-Mat recursions in algorithm 3. These
are also equivalent to ML-Mat-VAMP recursions from algorithm 1 (see lemma 1) if
q*,p* are as defined as in equations (24) and (26), and £ given by equations (20)
and (21). (Bottom) Quantities in the GEN-ML-SE recursions. These are also equiva-
lent to ML-Mat-VAMP SE recursions from algorithm 2 (see lemma 1). The iteration
indices k have been dropped for notational simplicity.

The true matrices are generated by a single forward pass, whereas the iterated matri-
ces are generated via a sequence of forward and backward passes through a multi-layer
system. In proving the SE for the ML-Mat-VAMP algorithm (algorithm 1, one would
then associate the terms qu and p,fg with certain error quantities in the ML-Mat-VAMP
recursions. To account for the effect of the parameters T';, and A}, in ML-Mat-VAMP,
the Gen-ML algorithm describes the parameter updates through a sequence of parame-
ter lists Y;,. The parameter lists are ordered lists of parameters that accumulate as the
algorithm progresses. The true and iterated matrices from algorithm 3 are depicted in
the signal flow graphs in figure 3 (top) and (middle), respectively. The iteration index
k for the iterated vectors q,,, p;, has been dropped for simplifying notation.

The functions f;'(-) that produce the true matrices q}, p} are called initial matriz
functions and use the initial parameter list Y,. The functions f;;(-) that produce the
matrices q;, and p;, are called the matriz update functions and use parameter lists Tfl.
The initial parameter lists T, are assumed to be provided. As the algorithm progresses,
new parameters \;, are computed and then added to the lists in lines 12, 18, 25 and 31.
The matrix update functions f;;(-) may depend on any sets of parameters accumulated
in the parameter list. In lines 11, 17, 24 and 30, the new parameters )@ are computed by:
(1) computing average values u;, of row-wise functions 3, (-); and (2) taking functions
T;;(+) of the average values 3. Since the average values p, represent statistics on the
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Algorithm 3. General multi-layer matrix (Gen-ML-Mat) recursion.

Require: initial matrix functions {f]}. Matrix update functions {f;;(-)}. Parameter statistic
functions {¢j;(-)}. Parameter update functions {7};(-)}. Orthogonal matrices {V,}.
Perturbation variables {w} }. Initial matrices {q,,}. Initial parameter list Tp,.

: // Initial pass

Ly = £5(wo), ) = Vod}

cfor/=1,....L —1do

@) = £ (0w, Ty,

p; = Viqp

: end for

:for k=0,1,... do

// Forward pass

10: Ny = Ty (ufes Top)

1l pfy = <<PZo(q/?o>W0>T6k)>
12: TZO = (T;?p)‘Zo)

13: dyy = fio(arg wo, L)
14:  pjfy, = Vogq),

15: for/¢=1,...,L—1do

©

16: Nee = T (s Ty

17: iy = <‘PQ(P2—1a pl-:,é—lvql;wwfﬂ T;£71)>
18: TZ[ = (T;ZO—D )‘Ze) .

19: aj, = £, (Py_1» p;:,ﬁ—h Qs Wes Tiy)

20: ng = ngzé

21: end for

22:  // Backward pass

23: >‘E+1,L = Tir(1yr» T;L—l)

240y = <‘PI;L(PZ,L—1=WL= TZL71)>

S N S (TZ,L—p AZ‘FJA,L)

260 Py = fZL(P%Aa p:,prWb Tl;rl,L)

270 Q= V271Pk+1,L71
28: for/=L-1,...,1do

29: i = Do T o1
) -/ —/0 - -
30: e = <‘/’M(Pé—1= plj,é—l? Ujt1,00 Wi Tk+1,€+1)>
31 TE+1,K = (TI;+1,K6&-17>\}?11,£) B B
32: Pit10-1 = szT(Pefp Pi -1 Aey1,00 Wi Tk—s—l,é)
33: Q101 = VieiPrii o1
34: end for
35: end for

rows of ¢,(+), we will call ¢p;(-) the parameter statistic functions. We will call the
T,fg() the parameter update functions. The functions f}, £}, gojt also take as input some
perturbation vectors wy.
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Similar to the analysis of the ML-Mat-VAMP algorithm, we consider the following
LSL analysis of Gen-ML. Specifically, we consider a sequence of runs of the recursions
indexed by N. For each N, let Ny = N,(N) be the dimension of the matrix signals
p}t and q}t as we assume that limNﬁoo% =y € (0,00) is a constant so that N, scales
linearly with N. Note however that the number of columns of each of the matrices
{d), p?, a7, Py} is equal to a finite integer d > 0, which remains fixed for all N. We
then make the following assumptions. See appendix B for an overview of empirical
convergence of sequences which we use in the assumptions described below.

Assumption 1. For vectors in the Gen-ML algorithm (algorithm 3), we assume:

(a) The matrices V, are Haar distributed on the set of N, x N, orthogonal matrices
and are independent from one another and from the matrices qf), q,,, perturbation
variables wy.

b) The rows of the initial matrices q,,, and perturbation variables w, converge jointly
0t
empirically with limits,

_ 2 _ 2
Qo = Q()ea w, = Wy, (27)

where (), are random vectors in R™? such that (Qqp, - - -, Q&L—l) is jointly Gaussian.
For £ =0,...,L — 1, the random variables Wy, P} | and Q,, are all independent.
We also assume that the initial parameter list converges as

Jim Y5, (V) 5 T, (28)

to some list ;. The limit (28) means that every element in the list A(N') € T, (N)
converges to a limit A(N) — A € T, as N — oo almost surely.

(¢) The matriz update functions £;(-) and parameter update functions @i,(-) act row-
wise. For example, in the kth forward pass, at stage ¢, we assume that for each
output row n,

0 + - + _ (a0 + - +
[ﬁ:ﬁ(pffh Pio—1> Dies W, Tké)] N fke(PeA,nn Pio—100 Dkt Wenss i)

+ (0 + — + — o+ (0 + - +
[oné(péflv Pio—1> Dies W, Tkﬁ)} e SOke(Peq,n:a Pio—1n0 Detn: Wenss i),

for some R'*?-valued functions f},(-) and ¢;,(-). Similar definitions apply in the
reverse directions and for the initial vector functions f(-). We will call f(-)
the matriz update row-wise functions and gofg(-) the parameter update row-wise
functions.

Next we define a set of deterministic constants {Kj,, 71, iy, Yoy, 70} and R4

valued random vectors {QY, P/, Qfg, Pf} which are recursively defined through algorithm
4, which we call the general multi-layer matrix (Gen-ML-Mat) SE. These recursions in
algorithm closely mirror those in the Gen-ML-Mat algorithm (algorithm 3). The matri-
ces qu and p,fg are replaced by random vectors Qfg and P,j;; the matrix and parameter
update functions f;;(-) and i, () are replaced by their row-wise functions f;(-) and
¢1,(+); and the parameters A}, are replaced by their limits A}, We refer to {QY, P’} as
true random vectors and {Q3,, P;;} as iterated random vectors. The signal flow graph
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Algorithm 4. Gen-ML-Mat SE.

Require: matrix update row-wise functions f/(-) and f,fg( -), parameter statistic row-wise
functions ¢, (-), parameter update functions 7};(+), initial parameter list limit: T, initial
random variables W, Qq,, £ =0,...,L — 1.

// Initial pass
Qy = fo(Wo, T ) Py ~N(0,77), 10 =E(Q))?
for/=1,. —1do

Q[ fE(P[ 17W57T )
P) ~ N(0,7)), Cov(Qg)

end for

for k=0,1,... do
// Forward pass
100 Ny = Ty (T, TOk)
11: o = E(Spko(Qkoa W, T ))
12: Tzo = (Tkp)‘zo) _
130 Qg = fio(Qpg, Wo, Tjy)
14: (P(?v PI:(_)) ~ N(Ov Kzo)v KZO = COV(QS? QI:_O)
15 for/=1,...,L —1do
16: )‘/-:é T&(H/w Tio) _
17: Ty = E(_‘Pke(Pé):lv Pt Qe W, Y1)
18: Y = (T;e 1 /\u)
19: Qi = ka(PZO b H 1>ka Wi, Tke)
20: (P, B) ~ N(0,K}), K, = Cov(Q), Q)
21:  end for

0

22: // Backward pass

23: >‘12+1 r = T (s T;L—l) .

240 i, = Blep (PLy, Pl W, T 0)

25: T1;+1 L= (TI-:,L—P )‘/Jcr+1,L)

26 Py = fl;L(PLO—PP}ijl’WL?T;rIL)

27: Qk+1,L—1 ~ N(Olec_+1,L—1)7 Tt 1, L—1 = COV(Pk_-H,L—l)
28: for/=L-1,...,1do

29: Nop1s = Tk_e(ﬁkow T1;+1 +1)
30: By = E(pr (P, u 1=Qk+w Wi, Tk+1 e+1))
31 T1;+1 ‘= (T1;+1 (41 )‘/;+1 0)

32: Pkii*lf 1= fke(Peo 1 H kaHpr?T;ngz

33: Qk+1,€—1 ~ N(0, Tk+1,(/,—1) Tht1,0-1 = COV(Pk+1,Z—1)
34: end for

35: end for

for the true and iterated random variables in algorithm 4 is given in the bottom panel
of figure 3. The iteration index k for the iterated random variables {Q;;, P} to simplify
notation.
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We also assume the following about the behavior of row-wise functions around the
quantities defined in algorithm 4. The iteration index k has been dropped for simplifying
notation.

Assumption 2. For row-wise functions f,p and parameter update functions T we
assume:

(a) Ti(ps,, ) are continuous at u;, = iy,

_ o, _
(b) fzé(pg—lvpzé—lvqkww%Tzé)v aq[(pe 17pk€ 1 Gy Wi, Tfy) and 90;4(1’2717171;2717@1{2’1”5’

T, 1) are uniformly Lipschitz continuous in (p}_y,pp, ;, g we) at YT, =T/,
Y =", Similatly, fio ()10 1s @ e we Vi), %ﬁf;(pﬁ?_pp&_pqm,w
we, Trp), and @ (D)1, D15 Goyroo Wes Tp1041) are uniformly Lipschitz continuous
in (p?_pPZH, Qi1 wy) at Yy, = TI;Z’ h 1041 = Tl;+1,£+1'

(c¢) fP(P}_1,we, Ygy) are uniformly Lipschitz continuous in (pf , 1, we) at Tiy, = Ty,

(d) Matrix update functions fkj} are asymptotically divergence free meaning

[ Ot o . O, . -
A}ggo<m(p&_1,qu,wh Ty))=0,  lim ap;g_l(p;:,ﬁ—vak-H,ﬁthTM) =0

(29)

We are now ready to state the general result regarding the empirical convergence of
the true and iterated vectors from algorithm 3 in terms of random variables defined in
algorithm 4.

Theorem 2. Consider the iterates of the Gen-ML recursion (algorithm 3) and the corre-
sponding random variables and parameter limits defined by the SE recursions (algorithm
4) under assumptions 1 and 2. Then,

a) For any fized k > 0 and fivred ¢ = 1,...,L — 1, the parameter list Y;, converges as
( ) ) ) ) p 174 g

lim Y, =T 30

Nl g ket (30)

almost surely. Also, the rows of wy, Py, q), Pyy1s---+Phyy and qy, ..., dp
almost surely jointly converge empirically with limaits,
_ 2 _

(p2—17 p:@-lv q;¢s qﬁ?, quf) = (PEO—D })i—;—l’ Qje an Jrf), (31)

for all 0 < i,j < k, where the variables P} |, P, 1 and Q) o are zero-mean jointly
Gaussian random variables independent of W, and with covariance matrix given

by

COV(PZOfla PZLO = K;,_E—la E(Q]_Z)Q = Tj_éa E(PZ—,;IlQ]_E) =0, E(P ) =0,
(32)

and QY, Qﬁ are the random variable in lines 4, 19, i.e.

4 (Pe 1,W4), fz: (PE 1 ]z 1,Q]g, Wi, Tﬁ) (33)
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An identical result holds for ¢ = 0 with all the variables PZE_1 and Pi;_l removed.

(b) For any fixed £ > 1 and fixed £ = 1,..., L — 1, the parameter lists Y, converge as

N—00 ’
almost surely. Also, the rows of wy, p) ;, P(j)t,z_p ceey pkjF_M_l, and qg, . .., q;, almost
surely jointly converge empirically with limits,
- 2 -
(P(e)—lv P;,rz—u Qo> pj,z—1) = (Pﬁp—lv Pi,+€—17 sza Pj,€—1)7 (35)

forall0 <i < k—1and0 < j < k, where the variables P |, P, | and Q;, are zero-
mean jointly Gaussian random variables independent of W, and with covariance
matrix given by equation (32) and P, is the random variable in line 32:

sz = fj_é(PEOfl’ Pjtl,éfla Q]_Ea Wi, T]_E) (36)

An identical result holds for ¢/ = L with all the variables q; and @, removed.
For k=0, T, — Y, almost surely, and the rows {(Wen:, pg_w, qj’m:)}fy:l
empirically converge to independent random variables (W, P |, Q,,)-

Proof. Appendix E is dedicated to proving this result. O

Appendix E. Proof of theorem 2

The proof proceeds using mathematical induction. It largely mimics the proof for the
case of d =1 which were the convergence results in theorem 5 in [34]. However, in the
case of d > 1, we observe that several quantities which were scalars in proving theorem
5 in [34] are now matrices. Due to the non-commutativity of these matrix quantities, we
re-state the whole prove, while modifying the requisite matrix terms appropriately.

E.1. Overview of the induction sequence

The proof is similar to that of theorem 4 in [35], which provides a SE analysis for VAMP
on a single-layer network. The critical challenge here is to extend that proof to multi-
layer recursions. Many of the ideas in the two proofs are similar, so we highlight only
the key differences between the two.

Similar to the SE analysis of VAMP in [35], we use an induction argument. However,
for the multi-layer proof, we must index over both the iteration index k£ and layer index
(. To this end, let H;, and H,, be the hypotheses:

e 7{/,: the hypothesis that theorem 2(a) is true for a given k and ¢, where 0 < ¢ < L — 1.

e #,,: the hypothesis that theorem 2(b) is true for a given k and ¢, where 1 < /¢ < L.
We prove these hypotheses by induction via a sequence of implications,

{Hotis = Hg = Hiy=> = H;Lq =M= = He1 =, (37)

beginning with the hypotheses {H,,} forall £ =1,..., L — 1.
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. —\L
E.2. Base case: proof of {#g,};_;

The base case corresponds to the hypotheses {H,,}/ ;. Note that theorem 2(b) states
that for k =0, we need Ty, — Y, almost surely, and {(W¢u:, D) 1, Qjp,.) foo) €MPir-
ically converge to independent random variables (Wy, P |, Q,,). These follow directly
from equations (27) and (28) in assumption 1(a).

E.3. Inductive step: proof of 74, ,

Fix a layer index ¢ =1,...,L —1 and an iteration index £=0,1,.... We show the
implication - - - = ’H;j .1 in (37). All other implications can be proven similarly using
symmetry arguments.

Definition 4 (induction hypothesis). The hypotheses prior to H;&H in the sequence
(37), but not including H,‘:[ L1, are true.

The inductive step then corresponds to the following result.
Lemma 3. Under the induction hypothesis, H;EH holds.

Before proving the inductive step in lemma 3, we prove two intermediate lemmas. Let
us start by defining some notation. Define P}, := [pg,- - - p;;] € R¥* D he a matrix
whose column blocks are the first k+ 1 values of the matrix p;. We define the matrices
P, Q;, and Q;, in a similar manner with values of p,,q; and q, respectively.

Note that except the initial matrices {wy, q&}é::l, all later iterates in algorithm 3 are
random due to the randomness of V. Let Qﬁg denote the collection of random variables
associated with the hypotheses, H,fg. That is, for £ =1,..., L — 1,

. 0 0 ~—
62‘_6 c= {va Pr1) PZ@—I? 5 Qkﬁv QZ?} 5
- 0 + 0 Vv~ P-
IVRES {We, Pe1s Pkfl,éflv aQ, Qs Pk,ffl} .

For { = 0and ¢ = Lweset, & := {wo, Qu, Qlo}, &= {wr,p} 1, Pl 1. Prs 1}

Let 6}& be the sigma algebra generated by the union of all the sets (’5@, as they have
appeared in the sequence (37) up to and including the final set &,. Thus, the sigma
algebra @zg contains all information produced by algorithm 3 immediately before line 20
in layer ¢ of iteration k. Note also that the random variables in algorithm 4 immediately
before defining P/, in line 20 are all &, measurable.

Observe that the matrix V, in algorithm 3 appears only during matrix-
vector multiplications in lines 20 and 32. If we define the matrices,
A= [P}, Py, Py, Bii= [}, Qi Q). all the matrices in the set &, will
be unchanged for all matrices V, satisfying the linear constraints

Ay = V,By. (38)

Hence, the conditional distribution of V, given 6,‘& is precisely the uniform distribution
on the set of orthogonal matrices satisfying (38). The matrices Aj, and By, are of
dimensions Ny x (2k 4+ 2)d. From lemmas 3 and 4 in [35], this conditional distribution is
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given by

Vils: = Aw(AfAw) "B, + Uy, V, U} (39)

1
Bk[,

where U, and Ug, are Ny X (Ny — (2k + 2)d) matrices whose columns are an orthonor-

mal basis for Range(A;,)* and Range(By,)*. The matrix V, is Haar distributed on the

set of (N, — (2k+ 2)d) x (N, — (2k + 2)d) orthogonal matrices and is independent of &,
Next, similar to the proof of theorem 4 in [35], we can use (39) to write the conditional

distribution of p;, (from line 20 of algorithm 3) given &, as a sum of two terms

d ran
Puls, = Vils;,  al=pi +pi™, (40a)
pi = A (B Br) 'Bia, (40D)
P =Ug ViU, qfy (40c)

where we call p&det the deterministic term and p;;* the random term. The next two
lemmas characterize the limiting distributions of the deterministic and random terms.

Lemma 4. Under the induction hypothesis, the rows of the ‘deterministic’ term ngdet

along with the rows of the matrices in &;, converge empirically. In addition, there exists

constant d x d matrices 3, ..., B, , such that
=
Pl = B =P} + ) P B, (41)

=0

where P, € R™ s the limiting random vector for the rows of pist .

Proof. The proof is similar that of lemma 6 in [35], but we go over the details as
there are some important differences in the multi-layer matrix case. Define P}, , =

[l Py, (32;”_175 = [a), Qj.,], which are the matrices in RN ***14 We can then write
A, and By from (38) as

Ajp = [f)Z—IF PZ@] ; By := [QZ—II QZ@] : (42)

We first evaluate the asymptotic values of various terms in (40b). By definition of By,
in (42),

BB =

Q)" Q1 @;;,M%I
(QE@)TQZF—M (Qr) Qe

We can then evaluate the asymptotic values of these terms as follows: foE 0< z,&] <k-1
the asymptotic value of the (i + 2, j + 2)"4d x d block of the matrix (QZ_M)TQZ_M is
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1
T +
]&LI?ON[ [(leé) leg i+2,j+2 A}LO"N (qw) r
1 (b)
T } : + +1T B ToT
o ]\lg?omnzl [l [qjé]n: =E [Qif -7'5]

where (a) follows since the (i + 2)th column block of QZ_M is q;;, and (b) follows due
to the empirical convergence assumption in (31). Also, since the first column block of

Ql:l,f is q), we obtain that

NIZIEECN@ (Qk M)TQk =Ry, and nggloNe (Qr)"'Qu = Ry (43)
where R |, € RF WD g the covariance matrix of [Q) Qg ...Q;_,,], and Ry, €

R (k1 §g the covariance matrix of [Qy, @, - - - Q). For the matrix (Qkfu)TQ,&,
first observe that the limit of the divergence free condition (29) implies

afF + s Qs 7T+
— lim < M(pz,€—1 Qi) Wi z£)> _ 0, (44)

0 ;;( il— 17QWW€’ )
anE

E

for any 4. Also, by the induction hypothesis H,,
E(PL,Qy) =0,  E(FQy) =0, (45)

for all 0 < i, < k. Therefore using (33), the cross-terms E(Q;TQ]@) are given by

_ == .\ (a) 0 ;_,(PO_ 7PZ'—.F,_ 7Q;7W£7T;_,) _
E( ;(Pé)—lvPi,+€—1’Qi€?Wf?Ti5)TQj€) =E e SFPB : : E(Pef)—Tl jz)
-1
—8 ;(Péoflﬂpz'?—lﬂQ;E’W%T;)_ +T A=
+E 87132-7?,1 E(P1Qj)
_af;_(PO_7Pi+_in_7W€7T2_)_ Ty )
+E ambes 8@@1_ ' ‘ E(QizTQje) =0,
il

(46)

(a) follows from a multivariate version of Stein’s lemma (equation (2) in [23]); and (b)
follows from (44), and (45). Consequently,

N R, O 1 b},
where bj,:= [E(Q;Q},) E(QFQ),) ... E(Q;1, M)] , is the matrix of correlations.

We again have 0 in the second term because E[QTTQ ﬂ] =0 for all 0 < 4,5 < k. Hence
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we have
1- BTB —lBT + IBIE + . R+ 71b+ 48
N(}_IQO( 1Bhre) keDre = BE Bre:= [ kq,f] ke (48)
Therefore, p;,*" equals
A BTB 71BT + _ f)Jr P ﬂ;ﬂ O i
k(BpBr) Bay, = [P, Py ol N,

1 (49)
—pUB+ S i+ 0 (M) |

1=0

where ) and (3, are d x d block matrices of 3;, and the term O(N%) means a matrix
sequence, @(N) € RM such that limy_+||@(N)||> = 0. A continuity argument then

shows the empirical convergence (41). O

Lemma 5. Under the induction hypothesis, the components of the ‘random’ term p; ;™

along with the components of the vectors in 6& almost surely converge empirically. The

components of p};* converge as

P = (50)

where Uy is a zero mean Gaussian random vector in R™? independent of the limiting
random variables corresponding to the variables in &,.

Proof. The proof is identical to that of lemmas 7 and 8 in [35]. O
We are now ready to prove lemma 3.

Proof of lemma 3. Using the partition (40a) and lemmas 4 and 5, we see that the
components of the vector sequences in &}, along with p;, almost surely converge jointly
empirically, where the components of p;, have the limit

=]
Pl =PI + D S P8+ Y PiBG + Un =i By (51)
i=0
Note that the above Wasserstein-2 convergence can be shown using the same
arguments involved in showing that if Xy|F =L X |F, and Yn|F =L ¢, then
(XN, YN)|F SN (X, c)|F for some constant ¢ and sigma-algebra F.
We first establish the Gaussianity of P;,. Observe that by the induction hypothesis,
Hy oy holds whereby (PP, Py, ..., Bhy y, Qpps - - > Qpepy)s 18 jointly Gaussian. Since Uy
is Gaussian and independent of (P, P, ..., P,jfu, Qori1s -+ Qpyyr)s We can conclude
from (51) that (P, Py, ..., Py Py Quirs - - - Qrpyy) 1 jointly Gaussian.
We now need to prove the correlations of this jointly Gaussian random vector are as
claimed by H,J;M. Since H,,,, is true, we know that (32) is true for all i = 0,...,k — 1
and j =0,...,k and £ = ¢ + 1. Hence, we need only to prove the additional identity for
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i = k, namely the equations: Cov(P/, P})* = K, and E(P;Q;,,,) = 0. First observe
that

g1 1
E(PTP;)*E Jim - pip, 2 Jim ﬁq}iq& E(Q Ql)”

where (a) follows from the fact that the rows of pj, converge empirically to P,; (b) fol-
lows from line 20 in algorithm 3 and the fact that V, is orthogonal; and (c) follows from
the fact that the rows of q;, converge empirically to @}, from hypothesis H* Since

p) = V,q’, we similarly obtain that E(P'TP}) =E(QYQ},), E(P)TP)) = (QOT N,
from which we conclude

COV(Ptf)a P/:é) = COV( Qkﬂ) kea (52)

where the last step follows from the definition of K, in line 20 of algorithm 4. Finally,
we observe that for 0 < j < k

e
_ )
E(PI:ZI—Q]',KJA) 5()TE(P£TQ] 1)t Z By E( PJTQ] 1) T E(UMQ7 1) =0,

=0

—

(53)
where (a) follows from (51) and, in (b), we used the fact that E(P'Q;,,,) =0
and E(PJTQMH) =0 since (32) is true for i <k —1 corresponding to H,, , and

(UMQMH) = 0 since Uy, is independent of QSM, and @, Is &, measurable. Thus,
with (52) and (53), we have proven all the correlations in (32) corresponding to H, ;.
Next, we prove the convergence of the parameter lists Y, to sz 1 Since T}, —

T}, due to hypothesis H},, and @1 ¢41(+) is uniformly Lipschitz continuous, we have that
limpy_oo u,jg 1 from line 17 in algorithm 3 converges almost surely as

]\%gn <‘Pk F+1(p(€)a pZEv ql;€+17 Wyt TZ}» =E [@Z@H(Pé), P}jb Ql;@-i-l) Wi, TZ})}
= HZHD (54)

where i) ,,, is the value in line 17 in algorithm 4. Since T,/,, () is continuous, we
have that A/, in line 18 in algorithm 3 converges as imy_o Ay ; = T30 (015 Thr)
= Xz /41> from line 18 in algorithm 4. Therefore, we have the limit

lim Tk£+1 = Allm (ka)‘kﬁ-&-l) (TZev)‘k £+1) Timp (55)

N—oo

which proves the convergence of the parameter lists stated in H;, .1~ Finally, using (55),
the empirical convergence of the matrix sequences pj, p;, and q,, 41 and the uniform
Lipschitz continuity of the update function f;,,(-) we obtain that q; ., equals

0 - - + 2 e+ 0 p— -
flj,zﬂ(l)e, Pros Ak o415 We15 Tk,£+1) = fk,€+1(P€ s P Qk,€+17 Wi, M+1) Qk yasy

which proves the claim (33) for 7—[;& +1- This completes the proof. O
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An overview of the iterates in algorithm 3 is depicted in figure 3 (top) and (middle).
Theorem 2 shows that the rows of the iterates of algorithm 3 converge empirically with
second order moments to random variables defined in algorithm 4. The random variables
defined in algorithm 4 are depicted in figure 3 (bottom).
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