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a b s t r a c t 

In the field of high-performance computing (HPC), growing power demands makes Heterogeneous In- 

tegration (HI) the future of next-generation computing systems to sustain Moore’s law. HI refers to the 

assembly of different separately-manufactured components onto a single electronic module to enhance 

functionality and operating characteristics. As a consequence of HI, the next generation of electronic chips 

have regions of localized hotspots or cores, translating to a region of extremely high temperature if not 

adequately cooled. The mitigation of hotspots demands advanced thermal management cooling schemes 

compared to the conventional ones. This study investigates the combination of impingement jet array 

of liquid water and non-uniform hotspot targeted micro pin fins, printed on chips, as a potential heat 

transfer augmentation technique. The configuration comprises four 2 cm × 2 cm chips (Total chip area is 

16 cm 
2 ) with eight hotspots on each. Liquid water is employed as the coolant in the present study. A de- 

tailed numerical parametric study and optimization were carried out using a supervised machine learning 

algorithm. The multi-objective optimization is performed to optimize both the thermal and flow resis- 

tances simultaneously. The results from the detailed optimization reveal that optimal fin parameters for 

the regions of hotspot and background could be significantly different. The optimal pin fin configuration 

resulted in a minimum thermal resistance of 0.208 K.cm 
2 /W ( 0 . 013K /W ) at a constrained pressure drop 

of about 10 kPa. 

© 2022 Elsevier Ltd. All rights reserved. 
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. Introduction 

Ever-shrinking size of electronic systems necessitates higher cir- 

uit integration per unit area, which, in turn, results in a rapid in- 

rease of heat generation per unit volume. Therefore, practical, ef- 

cient heat removal solutions that can make the system works in 

afe operating temperature and ensure its reliability have attracted 

esearchers’ attention for more than three decades [1–4] . The first 

tep in developing much more effective heat removal solutions 

ight be switching from air-cooling to hybrid and liquid-cooling 

5] . Liquids with high specific heat capacity, thermal conductiv- 

ty, density, and incompressibility, can absorb, store, and carry a 

arger amount of thermal energy than air on the way to replac- 

ng air cooling with liquid cooling. Much research was done on the 

haracterization, and optimization of liquid-cooled heat sinks. Par- 

llel microchannel heat sinks have been one of the practical so- 
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utions for high power density application and studied extensively 

ue to the high heat transfer surface area they provide at reason- 

ble pressure drops. CFD simulation has been used for paramet- 

ic study, hydraulic and thermal characterization, and heat trans- 

er enhancement of parallel microchannel heat sinks used for uni- 

orm [ 3 , 6–8 ] and non-uniform [9] heat flux scenarios. Impinge- 

ent micro channel heat sinks are becoming common because of 

heir lower pressure drop, where there is no height restriction per- 

endicular to the electric board. Hadad et al. [ 10 , 11 ] studied the

ydraulic and thermal performance of impingement microchan- 

el water-cooled heat sinks numerically. Their results show that 

y replacing parallel microchannel heat sinks with impingement 

icrochannel heat sinks, a considerable reduction in pressure 

rop is achievable without any significant thermal performance 

enalty. 

Cooling of electronic systems is even more challenging when 

hey benefit from heterogeneous integration (HI). Heterogeneous 

ntegration, as the basis of the future-generation computing sys- 

ems refers to the assembly and placing separately manufactured 

https://doi.org/10.1016/j.ijheatmasstransfer.2022.122897
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2022.122897&domain=pdf
mailto:nfallah1@binghamton.edu
https://doi.org/10.1016/j.ijheatmasstransfer.2022.122897
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Nomenclature 

c p. f fluid specific heat capacity at constant pressure 

( J /k g . K ) 

d 1 distance between two hotspots in a column (m) 

( Fig. 2 (b)) 

d 2 hotspot columns distance ( Fig. 2 (b)) 

d 3 hotspot to chip edge distance ( Fig. 2 (b)) 

g HS 
f 

fin gap on hotspots (m) ( Figs. 4 and 14 ) 

g BG 
f 

fin gap on back ground (m) ( Figs. 4 and 14 ) 

h HS 
f 

fin height on hotspots (m) ( Fig. 4 ) 

h BG 
f 

fin height on background (m) ( Fig. 4 ) 

k f fluid thermal conductivity ( W / m . K) 

l chip length of a chip (m) ( Fig. 2 (b)) 

l PCB PCBlength (m) ( Fig. 2 (a)) 

l HS length of a hotspot (m) ( Fig. 2 (b)) 

l in inlet length (m) ( Figs. 4 and 7 ) 

P pressure (Pa) 

p in inlet pressure (Pa) 

p out outlet pressure (Pa) 

˙ q module total power (W) 

Q flow rate ( m 
3 /s ) 

q ′′ 
BG 

back ground heat flux ( W/ m 
2 ) 

q ′′ 
HS 

hotspot heat flux ( W/ m 
2 ) 

R th thermal resistance ( K/W ) 

R sp spreading resistance ( K/W ) 

t HS 
f 

fin thickness on hotspots (m) ( Figs. 4 and 14 ) 

t BG 
f 

fin thickness on background (m) ( Figs. 4 and 14 ) 

t chip chip thickness (m) ( Fig. 4 ) 

t die die thickness (m) ( Fig. 4 ) 

T in inlet temperature (K) 

T f temperature of the fluid (K) 

T s temperature of the solid (K) 

T 
chip 
max chip maximum temperature (K) 

T 
chip 
min 

chip minimum temperature (K) 

T die max die maximum temperature at the bottom (K) 

T die mean die mean temperature at the bottom (K) 
� V velocity field ( m/s ) 

w in inlet width(m) ( Figs. 4 and 7 ) 

w out outlet width (m) ( Figs. 4 and 7 ) 

w chip width of a chip (m) ( Fig. 2 (b)) 

w HS width of a hotspot (m) ( Fig. 2 (b)) 

w PCB PCB width (m) ( Fig. 2 (a)) 

w g width of side wall’s groove (m) ( Fig. 4 ) 

Greek symbols 

ψ chip temperature non-uniformity ( Eq. 7 ) 

ρ f density of the fluid ( kg/ m 
3 ) 

μ f absolute viscosity of the fluid ( kg/m.s ) 

omponents on to a single electronic module. Heterogeneous in- 

egration improves system functionality by increasing its speed, 

nd decreasing its power consumption, form factors, and weight 

12–16] . High reduction in the size of electronic systems resulted 

rom heterogeneous integration comes at the price of high heat 

ux and power density, which makes it challengeable for the con- 

entional cooling technique like air-cooling and even liquid-cooled 

eat sinks with thermal interface material and heat spreaders. The 

roblem becomes even more challenging when the system’s heat 

ources have hotspots (non-uniform power map). On-chip hotspots 

re regions of excessively high heat flux, which have intense ad- 

erse effects on the electronic system performance, reliability and 

ifespan [ 17 , 18 ]. To address this difficult situation (cooling hetero- 
2 
eneous integrated electronic system involving on-chip hotspots), 

emedies with advanced knowledge behind them has been devel- 

ped recently. Hotspot targeted heat sinks have proposed as an ef- 

cient remedy although they usually possess complicated architec- 

ures that are hard to manufacture. Ansari and Kim [ 18 , 19 ] pro-

osed a microchannel pin fin hybrid heat sink with two separate 

ones. Micro channels were employed over the background, and 

ylindrical pin fins were utilized over the hotspots. This fin config- 

ration increases convective heat transfer surface area on the top 

f the hotspots. A significant improvement in the thermal perfor- 

ance of the hybrid heat sink was observed compared to com- 

on microchannel heat sinks. Feng et al. [20] numerically and ex- 

erimentally studied the effect of non-uniform distributed solid 

nd annular-cavity micro pin fins on heat transfer and temper- 

ture uniformity of 3D-IC (three dimensional integrated circuits) 

hips including hotspots with 700 W/c m 
2 . By providing adequate 

onvection heat transfer surface area in the vicinity of regions 

n power concentration, Lorenzini et al. [21] and Sarvey et al. 

22] mitigated the effect of hotspots at reasonable pressure drops. 

hey divided the fin network to five zones with three different fin 

ensity according to heat flux and distance to hotspots. In order 

o increase the heat transfer surface area on the on-chip hotspots, 

ubio-Jimenez et al. [ 23 , 24 ] suggested a novel micro pin fin heat

ink with non-uniform fin density. They also studied the effect of 

n cross section shape (circular, square, elliptical, and flat with re- 

ounded sides), fin length, and fin height on the temperature gra- 

ient at the base of the heat sink. Orthogonal thermal interface 

aterials (TIM) and anisotropic heat spreaders are also considered 

s hotspot problem solutions. The application of these anisotropic 

ystems is to spread the heat from small-area hotspots to the 

hole heat sink base area using high transverse thermal conduc- 

ivity. Using analytical and numerical modeling Bachmann and Bar- 

ohen [25] estimated the potential of anisotropic spreaders and 

IMs to mitigate the hotspots. They showed that a reduction 30% 

n hotspot temperature is achievable by using anisotropic spread- 

rs and TIMs together. Thermoelectric coolers have been used for 

otspot alleviation although they suffer from high cost and low 

hermal efficiency. Hao et al. [26] suggested a solution of combin- 

ng thermoelectric cooler (TEC) and minichannel heat sink to al- 

eviate on-chip hotspots. They estimated TEC’s performance under 

ifferent boundary conditions using a theoretical model. They also 

tudied the hotspot removal capability of TEC for different cooling 

onditions. Wang et al. [27] developed chip-level numerical simu- 

ations to predict the on-chip hotspot cooling capacity achievable 

ith mini-contact TEC. Bulman et al. [28] show that a significant 

eat removal between 160 and 2500% is reachable by replacing 

ommon TECs with thin-film B i 2 T e 3 -based super-lattice TECs. 

Embedded cooling usually refers to cooling systems which bring 

he coolant in direct contact with the heat source (electrical chip). 

his technique becomes very efficient when the extended heat 

ransfer surfaces attached directly to the heat source. Azizi et al. 

 29 , 30 ] showed how heat removal devices such as microchannels, 

icro pin fins, and vapor chambers can be directly printed onto 

ilicon dies by employing selective laser melting (SLM) technol- 

gy. They showed that a significant reduction in chip temperature 

or the silicon chip additive manufactured micro fins is achievable 

compared with conventional heat sinks) as a result of the elim- 

nation of thermal interface material and heat spreader. Radmard 

t al. [ 31 , 32 ] numerically studied the performance of a cooling sys-

em of on-chip printed pin fins working with water. They investi- 

ated the effect of pin fin height profile on thermal resistance and 

ressure drop. Sharma et al. [33] employed an embedded liquid 

ooling technique (microchannels etched into a chip) for cooling 

 chip with a non-uniform power map. They designed an imping- 

ng manifold to target on-chip hotspots and optimized the micro 

hannel structure. 
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Fig. 1. Research flow diagram. 
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Design of experiments (DOE) associated with CFD and different 

ptimization algorithms have been extensively used for the opti- 

ization of thermal management systems with various applica- 

ions. Rao et al. [34] employed Jaya algorithm for a dimensional 

ptimization of a micro channel heat sink design parameters. They 

eveloped regression functions for thermal resistance and pressure 

rop of the heat sink to examine its performance. A multi-objective 

enetic algorithm was used by Kulkarni et al. [35] to optimize a 

ouble-layered micro channel heat sink. They used response sur- 

ace method (RSM) to calculate regression functions for thermal re- 

istance and pump power. Then, they optimized their heat sink by 

inimizing the regression functions of pressure drop and thermal 

esistance. Naqiuddin et al. [36] utilized Taguchi-grey method to 

ptimize the design parameters of a segmented micro channel heat 

ink. Their objective was to minimize pressure drop and heat sink 

emperature gradient as well as maximizing specific performance 

heat source power divided by the multiplication of the heat sink 

olume and its temperature difference) of the heat sink. 

Machine learning algorithms have been applied by a few re- 

earchers to predict the thermo-hydraulic performance of the heat 

ink. Lee et al. [37] developed a multi-layer neural network model 

or predicting the hydraulic performance of a pin fin heat sink 

mployed for high heat flux electronics using a huge amount of 

esearch data from the literature. The authors demonstrated that 

he ANN-based prediction of hydraulic performance was superior 

o the regression-based prediction. The authors employed a multi- 

ayer feedforward ANN and concluded that with a number of hid- 

en layers = 12, the best prediction was achieved. Xiang et al. 

38] developed an Artificial Neural Network (ANN) for high accu- 

acy prediction of cooling performance in the microchannel heat 

ink. The authors obtained the thermo-physical properties of the 

oolant (Liquid alloys) using the ANN and demonstrated the effi- 

iency of ANN in estimating the best mass fraction of Indium that 

an maximize the cooling performance. Ghaedi [39] established an 

NN model for simultaneous predictions of density, viscosity, ther- 

al expansion coefficient, excess molar volume, and viscosity de- 

iation of the aqueous solution of ethylene glycol monoethyl ether. 

ohammadpour et al. [40] performed A comprehensive analysis 

onsisting of computational fluid dynamics (CFD) and machine 

earning algorithms (MLAs) to study the effect of geometrical and 

perational parameters on nanofluid heat transfer in a microchan- 

el heat sink (MCHS) with double synthetic jets (SJs). The authors 

oncluded that The k-NN regression model shows more accurate 

redictions than the other MLAs 

Rangarajan et al. [ 41 , 42 ] employed the supervised machine 

earning technique (Artificial Neural Networks) ANNs coupled with 

he Non-dominated sorted genetic algorithm NSGA-II to arrive at 

ptimal designs for heat transfer problems. The authors demon- 

trated the superior efficiency of genetic algorithm and NSGA-II 

oupled with ANN over the other state of the art optimization al- 

orithms. 

The present work aims to achieve the following: 

1. Propose an efficient embedded cooling thermal management 

concept for high power heterogeneous integrated modules with 

on-chip hotspots 

2. Improving the performance of the initial proposed design 

(baseline) by using parametric study based on engineering in- 

tuition. 

3. Optimize the improved design by using modern optimization 

tools (Artificial Neural Network combined with Genetic Algo- 

rithm) with manufacturability constraints included. 

In engineering problems, a detailed parametric study plays an 

mportant role in both the quality of the final optimized design 

nd the amount of cost and time spent to reach it. Preliminary 

arametric study is a very powerful method which improves the 
3 
nitial design and at the same time makes the optimization pro- 

ess easier and more efficient by excluding low effective design 

arameters. In other words, parametric study helps engineers and 

esigners to reduce the search space for optimization ( Section 5 ). 

The present study is organized as follows: Section 2 intro- 

uces the integrated electronic system and attached thermal man- 

gement system in detail. Numerical analysis including governing 

quations, basic assumptions, computational domain and boundary 

onditions, and grid sensitivity analysis are brought in Section 3 . 

ection 4 consists of parametric studies to improve the baseline 

nd exclude low effective design parameters from optimization 

rocess. A parametric study is done in Section 4.1 on the sys- 

em’s manifold and first improvement in the design is achieved. In 

ection 4.2 a parametric study is performed on fin profile and the 

econd enhancement is applied to the baseline. Section 4.3 pro- 

ides a parametric study on the fin gap and thickness on the 

otspot and background. Fin gap and thickness on the background 

s recognized as low effective parameters and removed from opti- 

ization process according to the results of this parametric study. 

 trade off study is presented in Section 4 .4 for the final design pa-

ameters based on the modeling results obtained for optimization 

ull factorial table. Finally, in Section 5 , a robust Neural network 

riven multi objective optimization is performed to determine the 

lobal optimal solution and the corresponding optimal design pa- 

ameters. Fig. 1 shows the path of this study in a flowchart for 

uick reference. 

. Problem description 

.1. Integrated electronic package 

A schematic view of the electronic package including four chips 

etting on a PCB (printed circuit board) is shown in Fig. 2 (a). 
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Fig. 2. (a) Schematic top view of the power map for the electronic HI Package of 4 chips. (b) The non-uniform power map of each chip with eight hotspots. 

Table 1 

Geometric parameters of the electronic package. 

Symbol Definition Value ( mm ) 

w chip × l chip Chip size 20 × 20 

w PCB × l PCB PCB size 48 × 48 

w HS × l HS Hotspot size 3 . 35 × 2 . 5 

d 1 Distance between two hotspots in a column 0.8 

d 2 Hotspot columns distance 12.5 

d 3 Hotspot to chip edge distance 2.1 

t chip Chip thickness 0.1 

t die Die thickness 0.4 

t PCB PCB thickness 0.5 

Table 2 

Operational parameters of the module. 

Symbol Definition Value 

˙ q Module total power 4.14 ( kW ) 

q ′′ BG Background heat flux 150 ( W/c m 
2 ) 

q ′′ HS Hotspot heat flux 800 ( W/c m 
2 ) 

˙ q HS / ̇ q total Power ratio 0.52 

q ′′ HS / q 
′′ 
BG Hotspot to background heat flux ratio 5.3 

Q Flow rate 8 LPM

T in Inlet temperature 293.15 ( K) 
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o
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a

Fig. 3. (a) An exploded view of the thermal management system (b) Schematic 

view of coolant path in the module. 

t

t

(  

s

s

b

o

a

ig. 2 (b) illustrates the non-uniform power map of each multi- 

ore chip. As shown in Fig. 2 , each of the chips consists of eight

otspots (cores) arranged symmetrically in two columns. Design 

onstraints are categorized to geometric and operational. The ge- 

metric parameters of the electronic package are displayed in 

ig. 2 and listed in Table 1 . The operational parameters are listed 

n Table 2 . As seen, while hotspots occupy almost 17% area of the 

hips, they generate 52% of the total power. 

.2. Thermal management system 

Fig. 3 (a) shows an exploded view of the thermal management 

ystem’s the initial design (baseline). As shown in Fig. 3 (a), in the 

nitial design micro pin fins with square cross section are uni- 

ormly distributed on the chips. The initial design possesses four 

ingle inlets located at the top of the chips. The dimensions of 

he baseline’s fin network and manifold are provided in Table 3 

nd shown in Fig. 4 . They are considered as design parameters 
4 
hat vary in parametric study and optimization. The coolant is wa- 

er entering the module at 20 ◦C from top through impinging jets 

 Fig. 3 (b)). The total coolant flow rate is fixed at 8LPM. Fig. 3 (b)

hows the path of the coolant throughout the module. As can be 

een, after entering the module, coolant moves through the gaps 

etween the fins and exits from the grooves created at the bottom 

f the side walls. Then, it turns by 90 degrees to the outlet ducts 

nd exits the module. 
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Table 3 

Baseline’s fin network and manifold dimensions. 

Symbol Definition Value ( mm ) 

t BG 
f 

Fin thickness on background 0.4 

t HS 
f 

Fin thickness on hotspots 0.4 

g BG 
f 

Fin gap on background 0.2 

g HS 
f 

Fin gap on hotspots 0.2 

h BG 
f 

Fin height on background 3 

h HS 
f 

Fin height on hotspots 3 

w in × l in Inlet size 5 × 5 

w out Outlet width 2 

w g Width of side wall’s groove 0.5 

Fig. 4. Baseline’s fin network and manifold dimensions. 
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Table 4 

Thermo-physical properties of the coolant and solid phases. 

ρ ( kg/ m 
3 ) k (W/m.K) c p (J/kg.K) μ (kg/m.s ) 

Silver 10500 406 230 - 

Silicon 2330 149 700 - 

Water 998.4 0.6028 4182.2 0.0010074 
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. Numerical analysis 

.1. Basic assumptions 

Following assumptions are considered in solving the mass, mo- 

entum, and energy equations: 

1. The flow field is three-dimensional, steady, incompressible, and 

single-phase. 

2. Flow is laminar everywhere (gaps, inlets, and outlets) as the 

flow field does not experience Reynolds number higher than 

1500. 

3. Gravity, radiation heat transfer, and viscous heat generation are 

negligible. 

4. Thermo-physical properties of solid and fluid phases are con- 

stant. 

It is worth mentioning that laminar model is used for numeri- 

al simulation according to the Reynolds number of inlet ( < 1500 ), 

n gap ( ∼ O ( 10 1 ), and outlet (( ∼ O ( 10 2 ). Although impinging flows

ave high potential of creating vortices, they are not formed in the 

n network of this study due to the low Reynolds number. In other 

ords, high solid-fluid contact surface area (flow friction) and low 

elocity in the fin network make the momentum diffusion domi- 

ates momentum convection and damp flow field disturbance. In 

his study vortices are generated in the exit manifold shown in 

chematic of Fig. 3 (b). Although vortices increase flow field distur- 

ance, they are typically solved by laminar model in internal flow 

roblems with Reynold numbers less than 1500 even if they are 

ormed in heat sinks channels or fin gaps [ 21 , 43 ]. 
5 
.2. Governing equations 

The governing equations (Eqs. (1-4)) for a 3D conduction- 

onvection (conjugate) heat transfer problem in an incompressible, 

teady laminar flow regime are as follows: 

Continuity (mass conservation) equation: 

. � V = 0 (1) 

In which � V is the velocity vector field. 

Navier-Stokes (momentum) equations: 

f 

(
� V . ∇ 

)
� V = −∇ P + μ f + ∇ 

2 � V (2) 

Where ρ f is the density of the fluid, P denotes the pressure 

eld, and μ f is the absolute viscosity of the fluid. 

Energy equation for coolant fluid: 

f c p. f 
(
� V . ∇ 

)
T f = k f ∇ 

2 T f (3) 

In Eq. (3) c p. f represents the fluid specific heat capacity at con- 

tant pressure, T f is the temperature of the fluid, and k f stands for 

uid conductivity. 

The energy equation for solid phases: 

 
2 T s = 0 (4) 

Where T s represents the temperature of the solid phase. 

.3. Material properties 

The numerical simulation consists of two distinct solid phases, 

ilicon and silver. Micro pin fins are printed in silver on the sur- 

ace of the silicon chip. The coolant is water with an inlet temper- 

ture of 20 ◦C. The thermo-physical properties of the coolant were 

ssumed constant and were obtained from thermodynamics tables 

t the inlet temperature. Table 4 shows the thermo-physical prop- 

rties of the solid phases and the coolant. It is worth mentioning 

hat FR4 (Glass-reinforced epoxy laminate material) is considered 

or the PCB material. 

.4. Numerical domain and boundary conditions 

In this study, the presence of the hotspots causes a highly non- 

niform heat flux boundary condition. Therefore, the smallest com- 

utational domain that satisfies both the geometry of the interest 

nd the heat flux boundary conditions is one fourth of the module 

one chip). 

Fig. 5 shows the computational domain with associated bound- 

ry conditions. Symmetry (zero gradient) planes are shown in red 

ash lines. The coolant enters the module from the top through the 

velocity inlets" and exits it from "pressure constant" slots placed 

n the lid ( Fig. 5 ). Adiabatic and no-slip boundary conditions are 

mposed on the side walls and the lid. No-slip and thermally cou- 

led boundary conditions are applied to the lateral surfaces of the 

ns and the top of the die which are in touch with coolant and 

xchange heat. Constant heat fluxes are imposed to the chip back- 

round and the hotspots as shown in Fig. 5 . 

.5. Numerical approach 

The fluid dynamics and heat transfer modeling were performed 

sing 6SigmaET, which is part of the 6SigmaDCX software package. 
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Fig. 5. Schematic view of the computational domain with associated boundary conditions. 

Fig. 6. Grid sensitivity analysis graph for the baseline design. 

Fig. 7. (a) Single-inlet (b) Multi-inlet manifold designs. Inlets are illustrated in blue and outlets are shown in red. 

6 
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Fig. 8. Chip temperature profiles for (a) single-inlet manifold and (b) multi-inlet manifold. 

Fig. 9. Hotspot fin temperature profile for (a) single inlet and (b) multi inlet manifolds. 
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his package uses the finite volume method (FVM) to discretize the 

ystem of governing equations (Continuity, Navier-Stokes, and En- 

rgy equations) in the computational domain on a staggered grid. 

ll of the module components (distributor, collector, and micro- 

in fin network) were modelled as a single package. In order to 

alculating the fields of velocity, pressure, and temperature, the 

ystem of governing equations was solved using iterative SIMPLE 

lgorithm. To accurately capture the pressure drop and heat trans- 

er at this scale, 6SigmaET’s MLUS (multi-level unstructured solver) 

as employed. The mathematical formulation of this method em- 

loys a hierarchy of Cartesian grids and a face-to-cell connectiv- 

ty graph to discretize the differential equations [44] . The method 

ses a finite volume scheme with staggered variable arrangement 

nd a pressure-based segregated iteration procedure to solve a 

iscrete algebraic analogue of the momentum equations (Navier- 

tocks equations). The method provides accuracy and robustness 

ike the structured procedure and is more flexible in resolving 

omplex geometries and different solution scales. With the un- 

tructured grid providing the necessary resolution of the geometri- 
7 
al details, the model exhibits a substantial reduction in the num- 

er of computational cells. 

.5.1. Grid sensitivity analysis 

The number of cells varies from one design to another owing to 

n thickness, gap, and height. Fin gaps which are under the inlets 

nd on the hotspots are regions of high velocity and temperature 

radients. In order to capture the thermal and hydraulic boundary 

ayers in these regions by numerical solution, number of cells in 

n gaps is considered as a grid sensitivity analysis criterion. For 

he baseline, and full factorial designs of optimization process, the 

otal number of cells changes between 19 and 168 million depend- 

ng on the fin network geometry. The grid sensitivity analysis was 

erformed based on the system pressure drop and thermal resis- 

ance defined by Eqs. (5) and (6) . 

 th = 

T die max − T in 
˙ q 

(5) 
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Fig. 10. Schematics of three fin profiles for fin height parametric study. 
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In which T die max is maximum temperature of the die at its bottom. 

 in denotes the coolant inlet temperature and ˙ q represents module 

otal power. 

P = P in − P out (6) 

P in and P out are pressure at the inlet and outlet, respectively. 

The result of this study for the baseline with a fin gap of 0.2 

m is illustrated in Fig. 6 . The figure shows the variation of ther-

al resistance and pressure drop with total grid number. The num- 

er of cells between two fins are also mentioned next to each 

oint. As shown in Fig. 6 the discrepancy of thermal resistance and 

ressure drop does not exceed 2% from second to third grid num- 

er. From third to forth grid number both thermal resistance and 

ressure drop almost level off. Thus, the second grid (19 million 

ells) is selected for the baseline geometry. 

. Parametric study 

.1. Manifold design parametric study 

The performance of cooling system is evaluated for single-inlet 

baseline) and multi-inlet manifolds. In the single-inlet system, a 

et of size 5 × 5 m m 
2 impinges the flow to the center of each chip

 Fig. 7 (a)). In the multi-inlet scenario, eight jets in the size of the

otspots impinge the coolant directly to the top of them ( Fig. 7 (b)).

esides, one outlet slot with the width of 1 mm is embedded in 

he center of the lid ( Fig. 7 (b)). In Fig. 7 , blue and red colors rep-

esent system inlets and outlets, respectively. It should be men- 

ioned that, in this study, the thermo-hydraulic performance of the 

ooling system is assessed by thermal resistance ( Eq. (5) ) and pres- 

ure drop ( Eq. (6) ). A remarkable reduction of 79% (from 9763 Pa to

972 Pa ) and a slight change of 5.5% (from 0 . 018 K/W to 0 . 017 K/W )

re observed in pressure drop and thermal resistance, respectively 

y replacing the single inlet with jets at the top of the hotspots. 

hip temperature uniformity is another thermal response param- 

ter that is affected by the manifold architecture. The more uni- 

orm temperature profile a chip has, the less thermal stress it ex- 

eriences resulting in longer lifespan. Chip temperature profiles for 

he two manifold designs (single and multiple inlets) are compared 

n Fig. 8 . As Fig. 8 demonstrates, chip temperature profile is more 
8 
niform in the multi-inlet manifold compared with the single-inlet 

anifold. In order to show it quantitatively, the parameter ψ is de- 

ned as a measure of chip temperature uniformity as follows: 

 = 

T chip 
min 

− T in 

T chip max − T in 
(7) 

The parameter ψ varies between zero and one. Obviously, when 

is equal to one ( T 
chip 
max = T 

chip 
min 

= T 
chip 
a v e ) the chip is ideally isother-

al. Chip temperature gradient increases as ψ approaches to zero. 

he values of ψ offered by single and multi-inlet manifolds are cal- 

ulated as 0.2 and 0.3, respectively. Indeed, an increase of 50% in 

hip temperature uniformity is observed by switching from single- 

nlet to multi-inlet manifold. Here, the first improvement is applied 

o the baseline by replacing its single-inlet manifold by multi-inlet 

anifold with inlets on the top of the hotspots. Fig. 9 compares the 

emperature profiles for a fin on one of the hotspots in two scenar- 

os of single and multi-inlets. As the figure shows, approximately 

ne-third of the fin participates in heat transfer in single inlet sce- 

ario. This is quite different in multi inlet scenario where more 

han two-third of the fin is involved in heat transfer and brings 

he hotspot in lower temperature. 

.2. Fin height parametric study 

The effect of the fin height on the cooling system performance 

s investigated for three fin height profiles shown in Fig. 10 . The 

n height is uniformly cut from 5 mm to 0 . 5 mm with no gap 

etween fin tip and the lid in profile (A). In profile (B) the lid 

s fixed at the height of 2 mm while the fin height decreases 

rom 2 mm to 0 mm (no fin). Profile (C) presents a full fin height

f 1 mm on the hotspots and shorter fins ( 0 ≤ h B 
f 

≤ 1 ) on the

ackground. 

Fig. 11 (a) shows that in profile (A) the thermal resistance con- 

inuously decreases as the fins are shorten from 5 mm to 0 . 5 mm

by 42% ). From one side, shortening the fins decreases fin thermal 

esistance and increases coolant flow velocity (Reynolds number) 

n the gaps which result in cooling system’s thermal resistance re- 

uction. On the other side, reducing the fin height reduces the heat 

ransfer surface area which increases thermal resistance. A grad- 

al reduction in cooling system’s thermal resistance in profile (A) 
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Fig. 11. (a) Thermal and (b) Hydraulic performance of three fin profiles (A), (B), and 

(C). 
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Table 5 

Initial ranges of variation of design parameters. 

Design Parameters Ranges of Variation (mm) 

t HS 
f 

0 . 3 − 0 . 6 

t BG 
f 

0 . 2 − 0 . 4 

g HS 
f 

0 . 1 − 0 . 4 

g BG 
f 

0 . 2 − 0 . 5 
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ith shortening the fins shows that the effect of higher coolant 

elocity and lower fin thermal resistance dominate the impact of 

eat transfer surface area reduction. Fig. 11 (b) shows that by cut- 

ing the fins from 5 mm to 1 mm the pressure drop constantly rises

ue to the higher flow velocity between the fins. The rate of pres- 

ure rise with fin height reduction increases as pressure drop is 

roportional to fluid velocity square. A sharp jump of 200% , over 

he accepted zone ( �p < 10 kPa ), is observed from the height of

 mm to 0 . 5 mm . Although the thermal resistance of the fin height

f 1 mm is slightly higher than that of 0 . 5 mm , its pressure drop is

hree times smaller. Thus, h f = 1 mm is considered as the optimal 

n height for profile (A). 

At the next step of fin height parametric study, in order to in- 

estigate the effect of gap between fin tip and the lid, the dis- 

ance of the inlets (lid) from the root of the fins is fixed to ( 2 mm )

nd fin height uniformly varies from 2 mm to zero (profile (B)). 

s Fig. 11 (a) shows, the thermal resistance incredibly rises to 4.5 

imes from the fin height of 2 mm to no-fin module. In profile (B),

educing the fin height decreases heat transfer surface area and 

ap flow velocity simultaneously. This decreases convection heat 

ransfer and results in a dramatic upsurge in thermal resistance. 

owever, the pressure drop follows a reverse trend as demon- 

trated in Fig. 11 (b) due to the lower gap flow velocity and liquid-

olid contact surface area. It falls down to one-tenth in no-fin mod- 

le compared to 2 mm fin height. It is worth mentioning that, in 

rofile (B), as fin height decreases a part of the flow skips the fins
9 
hrough top to the exit grooves as this path offers lower flow resis- 

ance. By comparing the thermal resistances of the profiles (A) and 

B), it can be observed that gapless profile (A) outperforms profile 

B) with a gap between the tip of the fins and the lid. Therefore, 

he profile (B) is refused for optimization due to its poor thermal 

erformance. 

In profile (C), the full fin height of 1 mm is maintained on the 

otspots and fins on the back ground are cut from 1 mm to zero

 Fig. 10 ). Fig. 11 (a) and (b) show that by cutting the fins on the

ack ground from 1 mm to 0 . 5 mm , the thermal resistance remains

lmost constant. It stems from the fact that the thermal resistance 

f non-uniform power map systems is mainly determined by ele- 

ated heat flux zones (hotspots). Consequently, reducing the heat 

ransfer surface area on the low heat flux zones (background) does 

ot affect the thermal performance of the systems significantly. 

s it is expected, the pressure drop shows a remarkable reduc- 

ion ( 44 % ) by cutting the fins on the background as it decreases

oth gap flow velocity and resistance there. Although a 24 % re- 

uction in pressure drop happens from fin height of 0 . 5 mm to

o-fin on the background, there is a jump of 50 % in thermal re- 

istance due to the minimum possible heat transfer surface area. 

ere, the second improvement in the baseline design resulted from 

n height parametric study is applied by keeping full fin height 

f 1 mm on the hotspots and 0 . 5 mm on the background. This de-

ign is distinguished by red squares in Fig. 11 . Improvements of 

0% and 17% are observed in temperature uniformity and thermal 

esistance, respectively relative to the first-improved design (uni- 

orm fin profile with multiple inlets). However, a 40% rise in pres- 

ure drop occurs due to the shorter fin network and consequently 

igher flow velocity between the fins. Fig. 12 shows tempera- 

ure profiles of these two designs. As it is expected, non-uniform 

n profile design brings the chip in more uniform temperature 

and lower maximum temperature) as it prioritizes hotspots to 

ool. 

Fig. 13 shows the temperature distributions of a hotspot fin for 

niform fin height and non-uniform fin height profiles (both with 

ulti-inlets). As the figure shows, unlike in uniform fin height pro- 

le, in non-uniform fin height profile the whole of the hotspot fins 

ake part in the heat transfer as they are shorter and possess lower 

hermal resistance. 

.3. Fin gap and thickness parametric study 

Four design parameters, fin thickness and gap on the back- 

round ( t BG 
f 
, g BG 

f 
) and the hotspots ( t HS 

f 
, g HS 

f 
) are considered for

hannel network optimization. Fig. 14 shows a schematic of fins 

n a hotspot and part of the background from top view. Thermal 

esistance and pressure drop are optimization response parameters 

or thermal and hydraulic performance, respectively. 

Initial ranges of variation are determined for design parame- 

ers (shown in Table 5 ) according to what is common in literature 

45–50] and manufacturability. Previous studies [ 3 , 9 , 32 , 51 ] done

or uniform heat flux, declare that thick fins with narrow gaps en- 

ance heat transfer. This knowledge is considered in establishing 

nitial ranges of variation for design parameters. Furthermore, a 

arametric study is conducted on the bounds of initial design pa- 
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Fig. 12. Chip temperature profiles for (a) first improved design (uniform fin profile with multiple inlets) and (b) second improved design (non-uniform fin profile with 

multiple inlets). 

Fig. 13. Hotspot fin temperature profile for (a) first improved design (uniform fin height with multiple inlets) and (b) second improved design (non-uniform fin height with 

multiple inlets). 
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ameters ranges. Eight permutations of the bounds are considered 

or this parametric study shown in Table 6 . 

Fig. 15 (a) shows thermal resistances of the eight designs. The 

esults are categorized by the value of fin gap on the hotspots. As 

an be seen, thermal resistance does not change considerably as 

ong as g HS 
f 

is fixed regardless of the background fin configuration. 

hermal resistance jumps by 50 % when g HS 
f 

increases from 0 . 1 mm

o 0 . 4 mm . It is concluded that thermal performance of the cool-

ng system mainly depends on the value of the gap between the 

ns on the hotspots. The background geometry does not affect the 

hermal performance remarkably because in the proposed cooling 

ystem, heat is removed from the chips locally based on the power 

ap and the system does not possess a heat spreader. 

Fig. 15 (b) demonstrates pressure drop for six permutations of 

able 6 categorized in three fin configurations on the hotspots 
10 
 g HS 
f 
, t HS 

f 
). Comparing these three categories, it is concluded that 

he pressure drop mainly depends on the fin configuration on the 

otspot. Comparing the first category (designs NO. 1 & No.2) to the 

econd category (designs NO.3 & NO.4) with the same fin gap on 

he hotspots, one concludes that fin thickness on the hotspot has 

 significant effect on the system pressure drop. The same conclu- 

ion is obtained for fin gap on the hotspot by comparing second 

designs NO.3 & NO.4) and third (designs NO.7 & NO.8) categories 

n Fig. 15 (b). Here, like thermal performance, the hydraulic per- 

ormance does not show significant dependence on background fin 

onfiguration as fin array on the background is shorter (than that 

n the hotspots) and the flow easily skips it to the exit grooves. 

herefore, the fin configuration on the background is fixed with 

 
B 
f 

= 0 . 2 mm and g B 
f 

= 0 . 5 mm because of slightly lower pressure

rop compared to the other background fin configuration ( t B 
f 

= 
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Fig. 14. A schematic of fin distribution on a hotspot and back ground. 

Table 6 

Designs evaluated at the bounds of the variables considered in 

the study. 

Design NO. t BG 
f 

( mm ) t HS 
f 

( mm ) g BG 
f 

( mm ) g HS 
f 

( mm ) 

1 0.4 0.6 0.2 0.1 

2 0.2 0.6 0.5 0.1 

3 0.4 0.3 0.2 0.1 

4 0.2 0.3 0.5 0.1 

5 0.2 0.2 0.5 0.1 

6 0.2 0.5 0.5 0.1 

7 0.4 0.3 0.2 0.4 

8 0.2 0.3 0.5 0.4 

Table 7 

Final design parameters with associated 

ranges of variation (fin thickness and gap 

on the background are fixed to 0.2 and 0.5, 

respectively). 

Design Parameters Ranges of Variation 

t HS 
f 

0 . 2 − 0 . 6 

g HS 
f 

0 . 1 − 0 . 4 

0  

s

m

s

e

f

T

c

4

o

f

s

o

o

u

fi  

i

t

s

i

T  

Table 8 

Full factorial design table. 

Design NO. t HS 
f 

( mm ) g HS 
f 

( mm ) R th (K/W ) �p( Pa ) 

1 0.4 0.1 0.014 7129 

2 0.6 0.4 0.023 5000 

3 0.2 0.4 0.028 1177 

4 0.4 0.4 0.023 2373 

5 0.6 0.25 0.019 6025 

6 0.2 0.1 0.014 3351 

7 0.4 0.25 0.019 3076 

8 0.6 0.1 0.014 13149 

9 0.2 0.25 0.021 1483 

10 0.2 0.175 0.018 1869 

11 0.2 0.325 0.025 1269 

12 0.3 0.1 0.013 5152 

13 0.3 0.175 0.017 3010 

14 0.3 0.25 0.020 2244 

15 0.3 0.325 0.022 2005 

16 0.3 0.4 0.026 1651 

17 0.4 0.175 0.017 4267 

18 0.4 0.325 0.022 2766 

19 0.5 0.1 0.014 9908 

20 0.5 0.175 0.017 5633 

21 0.5 0.25 0.018 4626 

22 0.5 0.325 0.020 3794 

23 0.5 0.4 0.024 3485 

24 0.6 0.175 0.017 7894 

25 0.6 0.325 0.020 5452 
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 . 4 mm and g B 
f 

= 0 . 2 mm ). Here, the number of optimization de-

ign parameters is reduced from four to two by applying a para- 

etric study to them. Working with two design parameters (in- 

tead of four) simplifies the optimization process and makes it 

asier to solve more design points (full factorial with five levels 

or each parameter) which results in more accurate optimization. 

able 7 shows the final optimization design parameters with asso- 

iated ranges of variation. 

.4. Trade-off analysis (full factorial design) 

A full factorial design (FFD) table ( Table 8 ) is developed based 

n two design parameters, t HS 
f 

and g HS 
f 
. Five levels are considered 

or each design parameter. Therefore, 25 fin network designs are 

olved and the results are demonstrated in Fig. 16 . The variation 

f the thermal resistance of the cooling system with fin thickness 

n the hotspots are demonstrated in Fig. 16 (a) for different val- 

es of fin gap on the hotspots. Thermal resistance decreases with 

n thickness ( t HS 
f 
) at high values of fin gap (e.g. g HS 

f 
= 0 . 4 mm ). By

ncreasing the thickness of fins on hotspots their thermal resis- 

ance decreases while the total hotspots convective heat transfer 

urface area does not change significantly ( Fig. 16 (a)). This results 

n the total thermal resistance reduction of the cooling system. 

he total heat transfer surface area of designs with g HS 
f 

= 0 . 1 mm,
11 
 
HS 
f 

= 0 . 4 mm , and t HS 
f 

= 0 . 2 mm is shown on Fig. 16 (a) close to

heir points. The sensitivity of thermal resistance on t HS 
f 

decreases 

y reducing g HS 
f 
, as for g HS 

f 
= 0 . 1 mm , thermal resistance is not a

unction of t HS 
f 

any more. Indeed, in narrow fin gap designs like 

 
HS 
f 

= 0 . 1 mm increasing the thickness of fins on hotspots from one

ide decreases fin thermal resistance and on the other side reduces 

he hotspots convective heat transfer surface area (demonstrated 

n Fig. 16 (a)). The effect of these changes cancels each other out, 

hich results in a flat trend of system thermal resistance versus 

n thickness on the hotspots ( t HS 
f 
). As Fig. 16 (a) shows, thermal

esistance drops with decreasing fin gap at constant fin thickness 

n the hotspots. By decreasing fin gap at a fixed fin thickness (e.g. 

 
HS 
f 

= 0 . 2 mm ), gap flow velocity and convective heat transfer sur-

ace area increase simultaneously which result in thermal resis- 

ance reduction (path A-B on Fig. 16 (a)). Fig. 16 (b) illustrates the 

ariation of pressure drop with t HS 
f 

and g HS 
f 
. As expected system’s 

ressure drop increases with fin thickness at constant fin gap be- 

ause of a growth in liquid-solid contact surface area and lower 

vailable entrance area. The pressure drop increases by reducing 

n gap at constant fin thickness due to simultaneous growth in 

ap velocity and the liquid-solid contact surface area. 

Fig. 17 compares the fin temperature for the designs with 

ighest thermal resistance ( g HS 
f 

= 0 . 4 mm , t HS 
f 

= 0 . 2 mm ) and low-

st thermal resistance ( g HS 
f 

= 0 . 1 mm , t HS 
f 

= 0 . 3 mm ) of FFD Table.

s Fig. 17 shows, in the design with narrow gaps, fins work in a 

ower temperature range (308–320 K) than the design with wide 

aps (356–368 K). It can be also seen, as opposed to the wide gap 

esign, the narrow gap design has its hotspot fins totally partici- 

ating in the heat transfer. 

Heat spreading affects chip maximum temperature and temper- 

ture uniformity when cooling non-uniform power chips. In these 

ases, heat spreading occurs in chip, die, and heat sink base. Sar- 

ey et al. [22] studied the effect of heat spreading in chip and heat 

ink base on the thermal performance of a chip with a hotspot in 

ts center. They studied a liquid cooled heat sink with more heat 

ransfer surface area concentrated in the vicinity of the hotspot. 

heir results show that while heat spreading through the base can 
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Fig. 15. (a) Thermal resistance and (b) pressure drop for fin gap and thickness parametric study. 
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ecrease hotspot temperature with uniform cooling, spreading in- 

reases the temperature in the cases with enhanced cooling over 

he hotspot. As in this study an enhanced cooling system with 

n and coolant flow concentration on the hotspot is used to al- 

eviate the effect of hotspots, heat spreader has been removed. In 

he present cooling scenario, heat spreading takes place in the thin 

0.4mm) layer of silver die which is printed on the chip uniformly 

nd then pin fins are printed on it. In order to have an overall view

f the heat spreading in the current system, die spreading resis- 

ance, defined by Eq. (8) is calculated for four DOE designs with 
12 
xtreme fin and gap dimensions shown in Fig. 18 . 

 Sp = 

T die max − T die mean 

˙ q 
(8) 

In Eq. (8) T Die max and T 
Die 
mean are maximum and mean temperature 

t the bottom of the die. 

As Fig. 18 shows for both fin gap of 0.4mm and 0.1mm the 

preading resistance follows the trend of system total thermal re- 

istance. This result is expected as the die maximum temperature 

in the numerator of Eqs. (5) and (8) ) is determined by fin configu- 
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Fig. 16. (a) Thermal resistance (the numbers next to the points are heat transfer surface area on each hotspot in m m 
2 ) and (b) pressure drop variations with hotspot fin 

thickness and gap in full factorial design points. 

Fig. 17. Hotspot fin temperature profiles of the FFD designs with (a) highest and (b) lowest thermal resistances. 

13
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Fig. 18. Spreading resistance for four designs (A, B, C, and D) with maximum and 

minimum fin thickness and gap. 
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Fig. 19. Architecture of the network employed in the present study. The blue circles 

indicate the neurons in each layer. 

s  

w

p

i

n

t

T

i

r

a

g

m

F

p

α
s

a

t

b

t

M

m

l

ation on the hotspot. Die mean temperature is affected by hotspot 

nd background temperature. Background possesses the same fin 

onfiguration in all designs. For design points of A and B with 

 Hs = 0 . 4 mm spreading resistance is almost 35% and 33% of the to-

al thermal resistance. The spreading resistance in designs C and D 

as a contribution of about 24% in system total thermal resistance. 

. Physics driven learning-based optimization 

The optimization of the fin geometries was carried out using 

he supervised learning-based algorithm employing artificial neural 

etworks (ANN) coupled with the state-of-the-art non-dominated 

orting genetic algorithm -II (NSGA-II). The results from all the nu- 

erical cases were fed as an input in to the neural network. A neu- 

al network is a machine learning algorithm inspired by the model 

f a human brain/neuron. A neural network implemented in this 

tudy contain the following 3 layers: 

� Input layer – The activity of the input units represents the raw 

information that can feed into the network. This is the layer 

where the physics-based data from the numerical simulations 

are fed. The number of neurons in the input layer is the same 

as the number of input variables. 

� Hidden layer – In this layer the information is processed by em- 

ploying the activations functions. The tan sigmoid function is 

employed as the activations function. The number of neurons 

in this layer is critical to determine the efficiency of the algo- 

rithm. 

� Output layer – The behavior of the output units depends on 

the activity of the hidden units and the weights between the 

hidden and output units. The backpropagation algorithm is em- 

ployed to check the correctness of the output with the actual 

data available. 

For highly efficient learning, the neural network demands 

ighly diverse data for the problem under consideration. The di- 

ersity of the data should include 

(i) Design points from the bounds of the variables considered 

in the study 

(ii) Design points that can help generalize the physics of the 

problem 

Though from the initial parametric study we see a monotonic 

ariation of response parameters with respect to a particular de- 

ign variable while other variables are fixed, a complete learning 

f the physics with all variables from models A, B and C (shown 

n Fig. 10 ) considered simultaneously becomes essential to obtain 

lobal optimal solutions. 
14 
The architecture of the network employed in the study is as 

hown in Fig. 19 . As seen in Fig. 19 , Wij and Wjk represent the

eight matrix between the input hidden layer and the hidden out- 

ut layer. The size of the weight matrices determines the complex- 

ty or the non-linearity of the problem under consideration. The 

umber of neurons in the hidden layer (n h ) determines the size of 

he weight matrices for a fixed number of input and output layers. 

he procedure to determine the n h is elucidated in the forthcom- 

ng discussions. 

The training of the network was carried out using the Bayesian 

egularization method [ 52 , 53 ]. Interested readers can refer to the 

rticles [ 52 , 53 ] to understand the background of the learning al- 

orithm. The objective of the Bayesian regularization method is to 

inimize the combined error function and the weight function. 

 = Min ( βE D + α E w ) 

Where, 

E D is the sum of squares error (SSE) between the data from the 

hysics and output of the network 

E w is the sum of squares of network weights 

The choice of values of the objective function parameters β and 

is fixed to resolve the trade-off between network fitting and 

moothness of the data, respectively. For highly nonlinear data, α
nd β are given equal weightage. The process of reducing the E w is 

ermed as the regularization. The regularization process is achieved 

y employing the Levenberg Marquadt algorithm by minimizing 

he gradient of the Hessian matrix that comprises the Jacobians. 

inimizing the Hessian matrix minimizes the size of the weight 

atrices. 

The procedure for ANN in this study is as follows: 

(a) Selection of input and output parameters for the neurons in 

the input and output layer respectively. The variables em- 

ployed in each of the layers are shown in Fig. 19 . 

(b) Dividing available data collected from the physics based CFD 

simulations into three types namely training, validation and 

testing data sets. The physics-based data collected from the 

CFD model provided input for the network, 89% of which 

were allocated to the training, and 11% of which were em- 

ployed to evaluate the network. 5 sets of data outside the 

neural network were employed to test the robustness of the 

network. 

(c) Normalization of the data was done in the range of [-1, 1] 

as the tan hyperbolic function has its limiting values in the 

range [-1, 1]. 

(d) Setting proper transfer functions for all layers. 

A hyperbolic tangent function was introduced into the hidden 

ayers. 
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Fig. 20. Results of the neuron independent study. 
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(a) Determining the optimal number of neurons using the neu- 

ron independent study. The most important part of the 

Bayesian based learning process is to determine the opti- 

mal number of hidden neurons that can increase the ac- 

curacy of the fitting and minimize the number of variables 

in the learning process. To minimize the number of vari- 

ables in the learning process, the number of weights in- 

volved has to be kept minimum. The number of weights is 

dependent on the number of input neurons/variables, out- 

put neurons/variables and number of hidden neurons. As the 

number of input/output variables are fixed in the study, de- 

termining the number of hidden neurons is done by neu- 

ron independent study. A neuron independent study is per- 

formed to determine the optimal number of neurons in the 

hidden layer that maximizes the coefficient of determination 

R 2 as shown in Fig. 20 . It is evident from the results that

n h = 5 corresponds to maximum R 2 . This is a valuable re- 

sult as the network achieved maximum R 2 with minimum 

n h.. Henceforth the network with n h = 5 was employed for 

the optimization study. 

(b) Testing the network output. The results of the network fit- 

ting are shown in Fig. 21 . The results from the parity plot 

makes it evident that the error due to data is highly min- 

imized and shows good agreement with the physics of the 

problem. Furthermore, the network was tested for its ro- 

bustness by testing the network for additional points and 

the agreement between the data and the network was ex- 

ceptionally good. Henceforth the developed learning-based 

network was employed for the multi objective optimization 

study. 

The non-dominated sorting Genetic Algorithm- II developed by 

eb et al. [54] was employed for the optimization study. Srikanth 

t al. [ 41 , 55 ] applied the algorithm to a variety of heat trans-

er problem and demonstrated the Pareto optimal solutions. Ran- 

arajan and Balaji [42] also concluded that among the various 

ulti objective optimization algorithms for heat transfer problems, 

SGA-II gave the best results in terms of diversity and closeness to 

he true optimal solution. 

Maximum number of generations was fixed to 500. However, it 

as observed that the algorithm converged to the Pareto optimal 

n 130 generations. A. sensitivity study was performed on the prob- 

bility of crossover on the final solution. The diversity of the solu- 

ion was chosen as the performance metric. It was observed that 

hen the probability of crossover was increased beyond 0.6 the 

esults did not show significant changes. The Pareto optimal solu- 
15 
ions obtained are as shown in Fig. 22 . The optimal solutions ob- 

ained showed excellent agreement with the physics-based model 

ata (error less than 2%) that was initially employed to train the 

etwork. As shown in Fig. 22 , the optimal solutions are predomi- 

antly a function of the hotspot fin geometry. The background fin 

eometry and hotspot fin geometry are less interactive to achieve 

inimum thermal resistance. This is also true from the physics 

oint of view as there is very minimum or negligible heat spread- 

ng from the hotspot region to the background, indicating that the 

ptimal solution depends on the convection solution (fin + flow) 

n top of the hotspot. To conclude, the optimal solutions and the 

earning-based algorithm represent and generalize the physics of 

he problem under consideration, respectively. The optimal solu- 

ions obtained were validated by a detailed CFD model as dis- 

ussed in Section 4 and an excellent agreement was obtained. The 

aximum error was found to be within 2%. 

Fig. 23 compares the chip temperature profiles for non-uniform 

n design obtained in Section 4.2 and final optimal design. A slight 

mprovement in thermal resistance of 7% and an improvement of 

2% in chip temperature uniformity are obtained throughout the 

ptimization with a penalty of pressure drop of 85% that is still 

easonable and significantly lower than the maximum allowable 

alue (10 kPa). 

Fig. 24 compares hotspot fin temperature profiles for the last 

mproved design in Section 4.2 pre-optimized design) and the fi- 

al optimal design. As the figure shows, in the optimal design the 

otspot fins offer higher fin performance and involve in heat trans- 

er more than the pre-optimized design. 

. Conclusions 

In the present study, we numerically demonstrated a novel 

nergy-efficient thermal management solution using a combina- 

ion of impingement jet arrays of liquid water and configura- 

ion of hotspot targeted micro pin fins that are directly printed 

n the chip surface. A physics-informed learning-based algorithm 

as developed for the problem under consideration. A robust 

ulti-objective optimization algorithm was performed and the 

areto optimal solutions were obtained. The proposed cooling 

cheme demonstrates potential high benefits in mitigating on-chip 

otspots. The major conclusions from this study are 

i. As opposed to the conventional cooling solutions (cold 

plates), the proposed thermal management solution does 

not involve TIM and heat spreader, which significantly im- 

proves its thermal performance. 

ii. The thermal performance of a non-uniform power map sys- 

tem is mainly determined by the fin configuration and ge- 

ometry on the elevated heat flux zones (hotspots). This is 

the reason that the calculated optimal fin configuration is 

non-uniform. Indeed, the hydraulic performance of the sys- 

tem substantially benefits from small amount of extended 

heat transfer surface on the background. 

iii. By using a primary parametric study on the design parame- 

ters, their number were reduced from four (fin thickness on 

the hotspot, fin thickness on the back ground, fin gap on the 

hotspot, and fin gap on the back ground) to two (fin thick- 

ness and gap on the hotspot). Indeed, a primary parametric 

study was used to eliminate less influential parameters and 

make the optimization process more efficient. 

iv. The thermal performance of the system shows highest sen- 

sitivity to the fin gap on the hotspot ( g HS 
f 
). For a fixed flow

rate, the thermal resistance monotonically decreases by de- 

creasing the fin gap on the hotspot regions. 

v. The sensitivity of the system thermal performance (thermal 

resistance) to fin thickness on the hotspot ( t HS 
f 
) decreases by 
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Fig. 21. Parity plot of the(a) Thermal resistance and (b) pressure drop from the network fitting for number of hidden neurons = 5 in a single hidden layer with R2 = 0.99. 

This indicated that the vale Ew is minimized. Points marked with the symbol “�” are the non-trained data. 

Fig. 22. Pareto optimal solutions obtained from the present study. The values in the 

parenthesis under each design schematic corresponds to ( t BG 
f 

, g BG 
f 

, h BG 
f 

, t HS 
f 

, g HS 
f 

, and 

h HS 
f 
). The dashed lines indicate the pressure drop constraints. 

Fig. 23. Chip temperature profile of the (a) non-uniform improved design obtained 

in Section 4.2 and (b) final optimal design (lowest thermal resistance). 

 

Fig. 24. Hotspot fin temperature profiles for (a) non-uniform improved design ob- 

tained in Section 4.2 and (b) final optimal design. 
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reducing fin gap on the hotspot ( g HS 
f 
) as in the minimum 

value of g HS 
f 

(0 . 1 mm ), t HS 
f 

does not affect thermal perfor-

mance anymore. 

vi. Both g HS 
f 

and t HS 
f 

have remarkable effects on the pressure 

drop of the system. The sensitivity of the pressure drop to 

g HS 
f 

and t HS 
f 

increases by decreasing g HS 
f 
. 
16 
vii. The cases with zero gap between the top of the fins on the 

hotspots and the lid present the optimal thermo-hydraulic 

performance. 

viii. Multi-inlet manifold with inlets on the top of each hotspot 

provides a much higher thermal and hydraulic performance 

than the single-inlet design. 

ix. A fin profile with 1mm and 0.5mm height on the hotspot 

and background regions, respectively, offers optimal thermo- 

hydraulic performance. 

x. A Bayesian based supervised learning algorithm was demon- 

strated for the problem under consideration. 

xi. An optimal thermal resistance of 0.2 K.cm 
2 /W was achieved 

in this study under constrained pressure drop conditions. 

This study paves way for future system energy efficient de- 

ign and optimization of embedded cooling system in the form of 

rinted fins directly on the chip. Eqs. (1 )–( (4) ). 
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