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Abstract

This paper presents a new and unified approach to the derivation and analysis of many
existing, as well as new discontinuous Galerkin methods for linear elasticity problems.
The analysis is based on a unified discrete formulation for the linear elasticity prob-
lem consisting of four discretization variables: strong symmetric stress tensor ¢ and
displacement uy, inside each element, and the modifications of these two variables ¢,
and 1y, on elementary boundaries of elements. Motivated by many relevant methods
in the literature, this formulation can be used to derive most existing discontinuous,
nonconforming and conforming Galerkin methods for linear elasticity problems and
especially to develop a number of new discontinuous Galerkin methods. Many special
cases of this four-field formulation are proved to be hybridizable and can be reduced
to some known hybridizable discontinuous Galerkin, weak Galerkin and local dis-
continuous Galerkin methods by eliminating one or two of the four fields. As certain
stabilization parameter tends to zero, this four-field formulation is proved to converge
to some conforming and nonconforming mixed methods for linear elasticity problems.
Two families of inf-sup conditions, one known as H !-based and the other known as
H (div)-based, are proved to be uniformly valid with respect to different choices of dis-
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crete spaces and parameters. These inf-sup conditions guarantee the well-posedness of
the new proposed methods and also offer a new and unified analysis for many existing
methods in the literature as a by-product. Some numerical examples are provided to
verify the theoretical analysis including the optimal convergence of the new proposed
methods.

Mathematics Subject Classification 65N30

1 Introduction

In this paper, we introduce a unified formulation and analysis for linear elasticity
problems

Ao —e(u) =0 in Q,
dive = f in Q, )
u =0 on ),
on =0 only,

withQCR"(n=2,3)and 02 = I'p U 'y, I'p N 'y = <. Here the displacement
is denoted by u : 2 — R" and the stress tensor is denoted by o : 2 — S, where S is
the set of symmetric n x n tensors. The linearized strain tensor € (1) = %(Vu +vul).
The compliance tensor A : S — S

PR e S U ) L o)
E 1+ (n—2nE

is assumed to be bounded and symmetric positive definite, where E and v € (0, %) are
the Young’s modulus and the Poisson’s ratio of the elastic material under consideration,
respectively.

Finite element method (FEM) and its variants have been widely used for numerical
solutions of partial differential equations. Conforming and nonconforming FEMs in
primal form are two classic Galerkin methods for elasticity and structural problems [21,
25,41]. Mixed FEMs for the elasticity problem, derived from the Hellinger-Reissner
variational principle, are also popular methods since they approximate not only the
displacement but also the stress tensor. Unlike the mixed FEMs for scalar second-
order elliptic problems, the strong symmetry is required for the stress tensor in the
elasticity problem. This strong symmetry causes a substantial additional difficulty
for developing stable mixed FEMs for the elasticity problem. To overcome such a
difficulty, it was proposed in [26] to relax or abandon the symmetric constraint on
the stress tensor by employing Lagrangian functionals. This idea was developed in
late nineteens [1,2,5,54-57], and further systematically explored in a recent work [7]
by utilizing a constructive derivation of the elasticity complex starting from the de
Rham complex [24] and mimicking the construction in the discrete case. Another
framework to construct stable weakly symmetric mixed finite elements was presented
in [13], where two approaches were particularly proposed with the first one based
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on the Stokes problem and the second one based on interpolation operators. To keep
the symmetry of discrete stress, a second way is to relax the continuity of the normal
components of discrete stress across the internal edges or faces of grids. This approach
leads to nonconforming mixed FEMs with strong symmetric stress tensor [4,9,12,30,
44.,45,48,62-64].1In 2002, based on the elasticity complex, the first family of symmetric
conforming mixed elements with polynomial shape functions was proposed for the
two-dimensional case in [3], which was extended to the three-dimensional case in
[8]. Recently, a family of conforming mixed elements with fewer degrees of freedom
was proposed for any dimension by discovering a crucial structure of discrete stress
spaces of symmetric matrix-valued polynomials on any dimensional simplicial grids
and proving two basic algebraic results in [42,43,46,47]. Those new elements can be
regarded as an improvement and a unified extension to any dimension of those from
[3] and [8], without an explicit use of the elasticity complex. Besides the optimal
convergence property with respect to the degrees of polynomials of discrete stresses,
an advantage of those elements is that it is easy to construct their basis functions,
therefore implement the elements. See stabilized mixed finite elements on simplicial
grids for any dimension in [19].

Discontinuous Galerkin (DG) methods were also widely used in numerical solu-
tions for the elasticity problem, see [17,32,39,61]. DG methods offer the convenience
to discretize problems in an element-by-element fashion and use numerical traces to
glue each element together [6,33,36,38]. This advantage makes DG methods an ideal
option for linear elasticity problems to preserve the strong symmetry of the stress
tensor. Various hybridizable discontinuous Galerkin (HDG) formulations with strong
symmetric stress tensor were proposed and analyzed for linear elasticity problems,
such as [18,27,51-53]. The HDG methods for linear elasticity problems contain three
variables—stress o', displacement uj, and numerical trace of displacement #y,. In the
HDG methods, the variable i, is defined on element borders and can be viewed as
the Lagrange multiplier for the continuity of the normal component of stress. Weak
Galerkin (WG) methods were proposed and analyzed in [18,58—60,65] for linear elas-
ticity problems. The main feature of the WG methods is the weakly defined differential
operators over weak functions. A three-field decomposition method was discussed for
linear elasticity problems in [16]. A new hybridized mixed method for linear elasticity
problems was proposed in [29].

Virtual element method is a new Galerkin scheme for the approximation of partial
differential equation problems, and admits the flexibility to deal with general polygonal
and polyhedral meshes. Virtual element method is experiencing a growing interest
towards structural mechanics problems, and has contributed a lot to linear elasticity
problems, see [10,11,22,23] and the reference therein. Recently, investigation of the
possible interest in using virtual element method for traditional decompositions is
presented in [15]. As shown in [15], virtual element method looks promising for high-
order partial differential equations as well as Stokes and linear elasticity problems.
Some other interesting methods, say the tangential-displacement normal-normal-stress
method which is robust with respect both shear and volume locking, were considered
in [49,50].

In this paper, a unified formulation is built up for linear elasticity problems fol-
lowing and modifying the ones in [34,35] for scalar second-order elliptic problems.
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The formulation is given in terms of four discretization variables—oj, 61, up, .
The variables o, and u;, approximate the stress tensor o and displacement u in each
element, respectively. Strong symmetry of the stress tensor is guaranteed by the sym-
metric shape function space of the variable o' j,. The variables ¢, and i1, are the residual
corrections to the average of o, and uy, along interfaces of elements, respectively. They
can also be viewed as multipliers to impose the inter-element continuity property of
uy;, and the normal component of a, respectively. The four variables in the formu-
lation provide feasible choices of numerical traces, and therefore, the flexibility of
recovering most existing FEMs for linear elasticity problems. There exist two differ-
ent three-field formulations by eliminating the variable ¢ and iy, respectively, and
a two-field formulation by eliminating both. With the same choice of discrete spaces
and parameters, these four-field, three-field, and two-field formulations are equivalent.
Moreover, some particular discretizations induced from the unified formulation are
hybridizable and lead to the corresponding one-field formulation.

As shownin [35,37,40], the analysis of the formulation is classified into two classes:
H'-based class and H (div)-based class. Polynomials of a higher degree for the dis-
placement than those for the stress tensor are employed for the H !-based formulation
and the other way around for the H (div)-based formulation. Both classes are proved to
be well-posed under natural assumptions. Unlike scalar second order elliptic problems,
there is no stable symmetric H (div)-conforming mixed finite elements in the literature
that approximates the stress tensor by polynomials with degree not larger than k and
k < n. This causes the difficulty to prove the inf-sup condition for the H (div)-based
formulation with & < n. The nonconforming element in [62] is employed here to
circumvent this difficulty with the jump of the normal component of o, embedded in
the norm of the stress tensor o7,.

The unified formulation is closely related to some mixed element methods. As
some parameters approach zero, some mixed element methods and primal methods
can be proven to be the limiting cases of the unified formulation. In particular, both
the nonconforming mixed element method in [30] and the conforming mixed element
methods in [42,43,46] are some limiting cases of the formulation. The proposed four-
field formulation is also closely related to most existing methods [17,18,27,51,53,61]
for linear elasticity as listed in the first three rows in Table 2, and the first row in
Table 3 and Table 4. More importantly, some new discretizations are derived from this
formulation as listed in Table 1. Under the unified analysis of the four-field formulation,
all these new methods are well-posed and admit optimal error estimates. In Table 1, the
first scheme is an H!-based method and the following two schemes are H (div)-based
methods. The last scheme is a special case of the second one with y = Oandn =t~
The last scheme is hybridizable and can be written as a one-field formulation with
only one globally-coupled variable. In fact, after the elimination of variable &7, and a
transformation from variable i), to variable i, in the last method of Table 1, we obtain
an optimal H (div)-based HDG method.

The notation T = .Q(he_l) and T = $2(h,) in Table 1 means there exist constants
co > 0, Co > 0 such that cohe_1 <t< Cohe_1 and coh, < © < Coh,, respectively.
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Table 1 New proposed methods with » > max(1, k) and m > 0

U T 4 O 7 On Vi
1 Ohe) o oW o) vyt o vk
2 O h Ohe) o) ot vk {0} or Q' e
300 o 2(he) 0 ot W o5 vt

For the second and third schemes, |6 — o' [|div,h = O(hk'H) forany k > Oand |0 — oo = (’)(hk+2)
ifk >n

For k > 0,

VE = {vp € L*(2,R") : vplx € Pu(K,R"), VK € Ty},

Ok = {1, e L%(2,8) : thlx € Pe(K,S), VK € Ty},

VE = {0 € L*(E, R") : Dple € Prle, R"), Ve € &, nlr, = 0},
Of= (2, € L*(&, S) : Thle € Prle, S),Ve € &, Gunlry =0},

3)

where Py (K, R") and Py (e, R") are vector-valued in R” and each component is in
the space of polynomials of degree at most k on K and e, respectively, and P (K, S)
are symmetric tensor-valued functions in S and each component is in the space of
polynomials of degree at most k on K.

Throughout this paper, we shall use letter C, which is independent of mesh-size &
and stabilization parameters 7, 7, ¥, to denote a generic positive constant which may
stand for different values at different occurrences. The notation x < y and x 2 y
means x < Cy and x > Cy, respectively. Denote x <y < x by x ~ y.

The rest of the paper is organized as follows. Some notation is introduced in Sect. 2.
In Sect. 3, a four-field unified formulation is derived for linear elasticity problems. By
proving uniform inf-sup conditions under two sets of assumptions, an optimal error
analysis is provided for this unified formulation. Section 4 derives some variants of
this four-field formulation, and reveals their relation with some existing methods in
the literature. Section 5 illustrates two limiting cases of the unified formulation: mixed
methods and primal methods. Numerical results are provided in Sect. 6 to verify the
theoretical analysis including the optimal convergence of the new proposed methods.
Some conclusion remarks are given in Sect. 7.

2 Preliminaries

Given a nonnegative integer m and a bounded domain D C R”, let H" (D), || - llm.p
and | - |,,, p be the usual Sobolev space, norm and semi-norm, respectively. The L%
inner product on D and d D are denoted by (-, -)p and (-, -) 5 p, respectively. Let || - [lo. p
and || - |lo,ap be the norms of Lebesgue spaces L%(D) and L%(3D), respectively. The
norms || - ||, p and | - |, p are abbreviated as || - ||,, and | - |, respectively, when D
is chosen as §2.
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650 Q.Hongetal.

Suppose that 2 C R” is a bounded polygonal domain covered exactly by a shape-
regular partition 7;, of polyhedra. Let i g be the diameter of element K € 7, and h =
maxg 7, hk . Denote the set of all interior edges/faces of 7, by &, ,{ , and all edges/faces
on boundary I'p and I'y by S,? and 5}1\' , respectively. Let &, = 5}{ U Ef U 5,1:’ and /.
be the diameter of edge/face e € &),. For any interior edge/facee = KT NK~, letn' =
n|y ki be the unit outward normal vector on d K’ with i = +, —. For any vector-valued
function vy, and matrix-valued function 7, let vhi =vplyk, tf =T |yk+. Define the
average {-} and the jump [-] on interior edges/faces e € 5;{ as follows:

T =5 + 1), [l =tint + 7,07,

4
fun} = 50 +v;,). ol = v Ont +v, On~ — @ -nT+v, -nI )

where v, O©n = vyn! + nv}{ and I is the identity tensor. For any boundary edge/face
e C 052, define

{(tny=7n, [tn] =0, {vp) =vp, [l =vy On — (vp-m)I, on I'p,

5

(Ta} = 0, [24] = Tan, (va} = v, [va] =0, onry. ©
Note that the jump [vj] in (4) is a symmetric tensor and

[vplnt = v;l' -, Ve € &. (6)

These properties are important for the Nitche’s technique in (13), since the trace of the
stress tensor o', should be a symmetric tensor. Define some inner products as follows:

L= D GOk =) e e = Y (dak. (D)

KeT, ec), KeT,
With the aforementioned definitions, there exists the following identity [6]:
(Tan, vp)ag, = {Tain, [vnln) + ([Tal, {va}). ®)

For any vector-valued function v;, and matrix-valued function 7, define the piecewise
gradient €;, and piecewise divergence div;, by

en(vn)| ¢ = €alk), divya|, =div(talx) VK € T

Whenever there is no ambiguity, we simplify (-, -)7, as (-, -). The following crucial
DG identity follows from integration by parts and (8)

(Th, en(vp)) = —(divpTp, vi) + ([Tr], {vr)) + {Tnln, [viln). 9)
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3 A four-field formulation and unified analysis

Let Qp, and V), be approximations to L%(Q,8) and L2(Q2, R™), respectively, and be
piecewise smooth with respect to 7j,. Let

On = {¥n € L1, S) : ¥anlry =0} and  Vj = {¥, € L*(&, R") : Byl = O}.

We start with multiplying the first two equations in (1) by T, € Qj and v, € Vj,
respectively. It is easy to obtain that, for any K € 7,

{ (Ao, Tp)okx + (u,divyTp)o x — (u, Thn)osx =0, vVt € O, (10)
—(0, €,(vn))o,x + (on, Vp)ook = (f, ok, Yup € V.

We introduce two independent discrete variables 6, € Qj and 1y, € Vj, as
Olog Oy =0 +0p,  ulpg X iy =iy + iy, (11)
where 6, = 6 (0p, up) and i1y, = tip (0, up) are given in terms of o and uy. Here

o5 € Qp and uy, € Vj, are some residual corrections to 6, and 1y, along interfaces of
mesh, respectively. Thus the formulation (10) can be written as

(Aop, Th)o,x + (up, divyTp)ox — (Un, Thn)o,ax =0, VT, € Qp,
—(on, €n(Vp))o,k + (Grn, vy)o,0K = (f, ok, Yup € V.
(12)

In order to preserve the continuity of the displacement and the normal component of

stress across interfaces weakly, we employ two other equations following the Nitche’s
technique to determine 6, and 1,

{(&h+f[uh],fh>e=07 Vi, € On, (13)

(ii + nlon], Vn)e = 0, Vi € Vi
The variable iz, is not only a residual correction but also a multiplier on the jump [0, ]
along interfaces. Similarly, the variable ¢ is not only a residual correction but also a

multiplier on the jump [u}] along interfaces. In this paper, we will discuss a special
case with

Gn=ton) +lonly", i = {un) — /" mlunln, (14)
where y € R” is a column vector. Thus,

6n="lon) +lonlyT +6n,  dn={un} — Tm)lupln + iy (15)
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652 Q.Hongetal.

Remark 1 Note that the formulation, which seeks (a7, G, ttn, iip) € Onx Op X Vi x
V), satisfying (12) and (13), is consistent, since (o, 0, u, 0) satisfies the equation (12)
and (13) if (o, u) is the solution to the model (1).

3.1 H'-based four-field formulation

Let n; = v~ and 5, = 7. By the DG identity (9), the resulting H I_based four-field
formulation seeks (o, 0, up, tty) € On x Op x Vi, x Vj such that

(Ao, Th)o,x — (€n(un), Th)oxk — (dn — un, Thnoox =0, YTu € Oy,

—(on, en(vn))o,x + (0nn, vp)o,ox = (f, vn)o,k» Vup € Vi,
(mon +[unl, Th)e =0, Vi € Qn,
(p +mlonl, vn)e =0, YU, € Vi,

(16)

with (0, i) defined in (15). 5 5 5 5
Denote the L? projection onto Qj, and Vj, by P and P}, respectively. Nitche’s
technique in (13) implies that

ity = —nP'lon]. (17)

By plugging in the above equation and the identity (8) into (12), the four-field formu-
lation (16) with (o7,, 05, up, ity) is eguivalent to the following three-field formulation,
which seeks (6, 05, up) € O x Qp x Vj such that

{aw(ﬂh,5h; T, Tn) + bw (T, T up) = 0,V (T, T1) € Qn x O, (18)
bw(on, on;vn) = (f, vn), Yo, € Vg,

with

{aw(ﬁh, Gni Thy Th) = (Aon, Th) + (2 PP lonl, [Thl) + (mdn, ), (19)
bw (o h, 6p;vn) = —(0h, €x(vp) + ((fon} + 6n + [a ]y Dn, [vpln).

Thanks to this equivalence, we will use the wellposedness of the three-field formulation
(18) to prove that of the proposed four-field formulation (16) under the following H'-
based assumptions:

(G1) ex(Vi) C Qn, en(Vi)lg, € On and Qunlg, C O
(G2) Qy contains piecewise linear functions;
(G3) n1 = p1he, n2 = p2h, and there exist positive constants C1, C2 and C3 such
that
0<p1=Ci, 0<pp=<C, 0=y =<Cj,
namely 0 < < Ch, and T > Ch; ! in (13).
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Define
1/2 1/2 5 v 1/2 v
lzal3, = Az, ) + Iy bl + Iny> Biteall . 18413, = Iy 2412,
—1/2 5 v —1/2
lonl? ), = lea )13 + Iy /B Toall, 15113, = liny 012,

(20)
Assumption (G2) guarantees that ||vy |1, is a norm for Vj. It follows from (4) that
[va] = (v;:' —vy,) ont — (v; —v,) -nTI.
Thus, by (6),

ITvalllo.e < 2llvy = vy llo.e = 20 [vnln ™ llo,e- 1)

This implies that the norm [, /> BZ [us]llg, is equivalent to [ln; /> BZ [uplnllg,,
namely,

crllny 2B tunllle, < Iy 2B unlnlle, < callmy VB tunllls,.  (22)
Define the lifting operators ro : L%(&,, S) — Q) and lg: L2(&, R — Oy by
(ro&), tp) = —{rpin, &n), (o), ) = —([tnl, w), V5 € Qp, (23)

respectively, and define ry : L2(&, R") — Vyand Iy : L%2(&,, S) — Vj, by

(rv(w), vn) = =(vn}, w), v (&), vp) = —([vnln, &), Yvp € Vi, (24)

respectively. If w|, € Pg(e, R"), there exist the following estimates [6]
—1,2
lro@®13 = Iy @13 = llhe €113, .

o)} = liry )3 = I1he Pwl . (25)

Theorem 1 Under Assumptions (G1)—(G3), the formulation (16) is uniformly well-
posed with respect to the mesh size, p1 and py. Furthermore, there exist the following
properties:

1. Let (0 p, Gp,up, iip) € Op X Op x Vi x Vj, be the solution of (16). There exists

lonllo.n + llonllon + lunllin + ldnllon SIHFI=1,n (26)
with | fll 1= sup Lk
v €Vp\{0} '
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654 Q.Hongetal.

2. Let(o,u) € H%JFE(Q, S) N H(div, €2, §) x H'(Q, R") be the solution of (1) and
(on, On, up, ttp) € Qn x Qn x Vi x Vy, be the solution of the formulation (16),
the quasi-optimal approximation holds as follows:

lo —anllon+ IGnllo.n + llu —unllin+ llitnllo,n

N inf (o — zallon + lu — vallin)-
ThE€Qn,vh€Vi

27)

3. Ifo € H'Y(Q,8), u € H*2(Q,R")(k > 0) and let (01, 6, up, iin) € O x
Qz X V,f“ X V,ﬁ‘ be the solution of (16) with r> max(1, k), then we have the
following error estimate:

\ . k41
lo —anllon+ I0nllon + lu—upllin+ linlon <A (o lks1 + lulks2).
(28)

Proof Since the four-field formulation (16) is equivalent to the three-field formulation
(18), it suffices to prove that (18) is well-posed under Assumptions (G1)—(G3), namely
the coercivity of aw (-, -; -, -) and inf-sup condition for by (-, -; -) in (19).

By the definitions of bilinear form aw (-, -; -, -) and norms in (20),

Y Y 2 v 2 Y X
aw(en ti T ) = ¢ (ITaldy + 1035) . Ven € Quin e On 29)

which is coercive on Qj, x Qh. 5
For any v, € Vy, take 7, = €,(vy) € Qp and T, = nl_lP;l’[vh] + {en(vn)} +
[en,(p)]y L. It holds that

bw (Th, s va) = (en(vn), €n(wn)) + (' PY [onln, P Tvaln) 2 lopll . (30)

By trace inequality and inverse inequality, we have

“ 1/2 1/2 %
zalld ), + 15002, =(Aen i), en o) + Ilm/* ten @2 + Iy BitTen (o113

+ 20 B o] + Len i)} + Lenm) 1y T 13 31)

2 —1/2 5 2 2
Sllen@n I3 + g /2B o3 = lorllt 5

It follows that

inf sup bw (Th, Th; Vi)
Vi o 2eonx o, TRl + 1 Erllom) vallin ™

(32)

By Theorem 4.3.1 in [14], a combination of (29) and (32) completes the proof. O

Remark 2 For the case n; = 0, the third equation in (16) implies that 15;1’ [up] = 0.
The corresponding discrete space for uj; becomes

VE = {un € Vi ([on], Th)e = 0, Y, € On),
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and the norm for uj, reduces to

lunlli,n = llen@n)llo-

For this case, 0, uj, and i, are unique for the four-field formulation (16). The error
estimates (26), (27) and (28) in Theorem 1 also hold for this case.

For the case n, = 0, the last equation in (16) implies that i, = 0, therefore
llétnllo.n = 0. The error estimates in Theorem 1 still holds for this case.

3.2 H(div)-based four-field formulation

Let 1y = v and ©» = n~'. Similarly, by applying the DG identity (9) to the second
evquation in (12), the four-field formulation seeks (o', 6, up,, tty) € Qp X Qp X Vi, x
V, such that

(Ao, Th)o,x + (up, divpTp)o,x — (iUn, Thn)o,ox =0, YT, € O,
(divpop, vp)o,k + (Gpn — opn, vp)oak = (f, vn)ok, Yun € Vi,

. . . 33
(&4 + Talun). Ea)e = 0. Vine Op O
(r2ttp, + [o4], Vpn)e =0, YUy € Vi,
with (6, 1y,) defined in (15).
Nitche’s technique in (13) implies that
Gn=—1P{lupl, iin = —nPlon). (34)

By plugging in the above equations and the identity (8) into (12), the four-field formu-
lation (33) with (o', 61, up, tty,) is equivalent to the following two-field formulation,
which seeks (o, up) € Qp x Vj such that

{aD(O'h’Th)‘f'bD(Th»uh) =0, VYT, € Qn, (35)
bp(on,vi) —cpup, vi) = (f,vp), Yo, € Vy,
with

ap(an, Th) = (Aay, th) + (WP} lon], [Tal),

bp(@n, va) = (divaon, vi) = {loal, {va}) + (T moal, [valn) 36)

= —(n, en(vn) + ({onln, [valn) + (v o], [vnln),
cp(up, vp) = (T Py [upln, [vpln).

Thanks to this equivalence, we will use the wellposedness of this two-field formulation
(35) to prove that of the proposed four-field formulation (33) under the following
H (div)-based assumptions:

(D) Oy = Q3" diviQy = Vi C Vi k = 0;

(D2) Vi < Vi
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656 Q.Hongetal.

(D3) 171 = p1he, T2 = pah, and there exist positive constants Cp, C2, C3 and C4 such
that

Ci<p1=C, O0<p=C(C3, 0=y =<Cy,

namely n > Ch;1 and Cih, <t < Chh,.

We first state a crucial estimate [62] for the analysis of H (div)-based formulation as
follows.

Lemma 1 Forany uj € V}{‘, there exists rj, € Q],;'H such that
divarn = un,  lrallo + Idivarsllo + ke *Iralllo < Collunllo.  (37)
and
([rul, vn) =0, ¥ U, € VK. (38)
Define
Ny n = ITald + Idivazald + 7y Plealll L 12403, = 7y 224l .

2 2 1/2 2 1/2 2 ~ o2 1/2v 2
lonlZ = lvall2 + e, 2 lonll2 + 1o 2 ndl2 5 19002, = 5,2 onl1% .
} En En , En

(39)
A similar result to Lemma 3.3 in [28] is proved below.

Lemma 2 There exists a constant C > 0, independent of mesh size h, such that

. —1/2
(@) = € (A ) + Idivimalld + 17 Pl ). Yon e 0n (40)

Proof Denote AxoT), = HT” (Th — %tr(rh)l) and ¢, = HT" . % > 0. Itis
obvious that
(Atp, 1) = (AcoTh +cutr(Tp)l, Tp)
= (AooTh. Th) + &y [tr (T 15 > (AooTh. Th). (41)

Following the proof of Lemma 3.3 in [28], there exists a positive constant C such that

@) = C ((Aoom ) + izl + 17y PlmillE,) . Von € Qne (42)

where C is independent of mesh size 4. Combining (41) and (42), we obtain the desired

result. o

Theorem 2 Under Assumptions (DI1)—(D3), the H(div)-based formulation (33) is
well-posed with respect to the mesh size, p1 and py. Furthermore, there exist the
following properties:
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1. Let (6,05, up, y) € Qp X Qh x Vi, x V, be the solution of (33). There exists
o rlldiv.h + N0 kllo,n + Nunllon + linllon S NS llo- (43)

2. Let(o,u) € H%JFE(Q, S) N H(div, €2, §) x H'(Q, R") be the solution of (1) and
(0n, On, up, tty) € Qn x Qn x Vi x Vy, be the solution of the formulation (33),
the quasi-optimal approximation holds as follows:

lo —onllgiv.h + lonllon + lu —unllon + linllo,n

S inf (llo = Tallgiv,n + llu — vallo.n)-
Th€Qn,va€Vp

(44)

3. Ifo € H2(Q,8),u € H*'(Q,R")(k > 0) and let (ap, & 1, up, i) € QF ' x
Q];l X V,{‘ X Vf“ be the solution of (33), then we have the following error estimate:

lo = o llaiv.n + 16allon + e — wnllon + Niinllon S H (o lera + luligr).

(45)

Proof Since the four-field formulation (33) is equivalent to the two-field formulation
(35), it suffices to prove that (35) is well-posed under Assumptions (D1)—-(D3).

Consider the inf-sup of bp (6, vy) = (divyep, vi) — (o], {va}) + (¥ ) 1],
[vi]n). According to Lemma 1, for any uj, € Vj, there exists o € Qj, such that

divyop = up, (lorn], {un})o.e = (lonl, [unln)o. =0,
with [lolo + Idivaasllo + ke *lonllle, < llunllo- Then,

2
bp(op, up) = lluplly = cllunllo,nllonlldiv,h, (46)

which proves the inf-sup condition of bp (-, -).
Define

K ={on € Qn : (divaon, vp) = ([on], (va}) + (" m)los], [valn) = 0, Yoy € Vi),
It follows from the definition of K and the lifting operator in (24) that
divion = —ry(lonl) + 1y (7 mlonl). Vou € K.
According to Assumption (D2) and Lemma 2,
ap(on,op) = (Aop, op) + (t5 (o4l [04]) = cllonllFy.p- (47)
This means that ap (-, -) is coercive on K. By Theorem 4.3.1 in [14], a combination

of (46) and (47) leads to the wellposedness of the two-field formulation (35), and
completes the proof. O
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Remark 3 Note that the norm || - ||giv,n defined in (39) and the constants in (46) and (47)
do not depend on the Poisson’s ratio v. Hence by Theorem 2, the proposed formulation
(33) under Assumptions (D1)-(D3) is locking-free.

Remark 4 For the case t; = 0, the third equation in (33) implies that 65, = 0, therefore
l6nllo.n = 0. The error estimates in Theorem 2 still holds for this case.

For the case o, = 0, the last equation in (33) implies that 15}7 [on] = 0. The
corresponding discrete space for o, becomes

M X v v >,
05, =1{tn € On: {lTr], Vn)e =0, Vi, € Vp},
and the norm for 7 reduces to
2 2 . 2
IThllgv.n = lTallg + lldivaTallg.

For this case, o, uj, and 6, are unique for the four-field formulation (33). The error
estimates (43), (44) and (45) in Theorem 2 also hold for this case.

Let M be the space of real matrices of size n x n. Given o, and 6, define a
matrix-valued function 6, € Py41(K; M):

[, (61 —6n)n- prgrds =0, Vpig € Prsi (s RY),
Jx @n—0n): Vprdx =0, Vpr € Pr (K:R"), (48)
Jx @n—0n): pri1dx =0, Vpiiy € Pry1(K),

where @y 1(K) = {t), € Prp1(K; M) : divty, =0, tynlyr = 0}.
Define the following space

BDM; | = {t € H(div, $2; M) : 7|g € Pit1(K; M), VK € T},
and the norm

lealh = (Aty, T1), Vi € LX(2,S).

There exists the following estimate in [61].

Lemma 3 The matrix-valued function G, € BDM} [ in (48) is well defined and

~ 1/2, , A
165 —anllox ShL NG H—amnllak. (49)

Furthermore, there exists a matrix-valued function T, € BDMZi'I’ such that GZ =
o+ 1Th € H(div, $2,85), and

divE, = 0and |E4llo < llon — Gallo-

Similar to the analysis in [61], there exists the following L? error estimate of the
discrete stress tensor for the XG formulation.
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Theorem3 Let ¢ € HF2(Q, S) and u € HkHV(Q, R™)(k > n) be the solution of
(1) and (o, 0, up, ty) € Qﬁ“ X Qﬁ X V}f‘ X V,f“ be the solution of (33). Under
Assumptions (D1)—(D3), it holds that

lo —onla < h* (ol + lulks). (50)

Proof Recall the following H (div) four-field formulation (12) and (13)

(Aoy, Th)o,x + (up, divyTp)ox — (ln, Tan)oax =0, Y5 € O,

—(on, en(vn))o,x + (Gnn, vi)oak = (f. vn)ok. Yun € Vi,
(0n + tlunl, Tn)e =0, Vi € Qn,

(G

with 65, = {o} + [on)yT + 65 and 4y, = {up} — (v n)[upln + ity By the second
equation in the above equation and the definition of 6 in (48),

(fsvn) == (on, €n(vp) + (Gpn, vp)o7, = — (0, Vivp) + (Gan, vp)sT,

- - s L. (52)
= —(0p, Viop) + (00, vp)aT, = (divep, vp) = (divey,, vp).

When k > n, there exists a projection H;l' : Hl(.Q, S) — QN H(div,,S), see
Remark 3.1 in [43] for reference, such that

(div(t — IT7), vp)2 =0 for any v, € V}{‘,
k+2 . k+2 (53)
|- ngr||m SHT T ifT e HPH(R,9).
It follows from (52) and Lemma 3 that
(div(o}, — Tj0), vy) = (div(6), — 0), vp) + (divi,, vp) =0 (54)

Letty, = ITjo — o} € H(div, 2, S). According to Assumption (D1), div, Qy C Vj,.
Thus,

divr, = 0.
It follows from (15), (33) and 7, € H(div, £2, S) that
(A(o — o), Tp) =(u —tp, Tpn)yg, — (U —up, divey) = (u — iy, [T4]) = 0.(55)
Since

(A(0 —04),0 —op) =(A(0 —0op),0 —ITj0) + (A0 —0p), Th)
+ (A(o —0op), 05 —0p)
=(A(0 —0op),0 —IT;0) + (A(e —0p), 05 —ay), (56)
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we have

lo —onlla <lo —Molla+ lloy —onlla <llo —M;olla
+1Tnlla +lon —onlla (57)
Sle — oo+ llon —6xllo-

A combination of (34) and Lemma 3 leads to

- 1/2, A~
lon —&nllo S IhY>@Gn — amnllaz,
<K (eanle, + llonlnle,) (58)
S hllonllon + Allinllo.n-

It follows from (57) and (58) that
lo —anlla S Ao lksz + lulis1).

which completes that proof. O

It needs to point out that the above two discretizations (16) and (33) are mathe-
matically equivalent under the same choice of discrete spaces and parameters. But
these two discretizations behave differently under different assumptions (G1)—(G3) or
(D1)—(D3). discretizations under Assumptions (G1)—(G3) are more alike H'-based
methods and those under Assumptions (D1)-(D3) are more alike H (div)-based meth-
ods. According to these two sets of assumptions, the parameter 7 in (13) can tend to
infinity in an H !_based formulation, but not in an H (div)-based formulation, while
the parameter 7 can tend to infinity in an H (div)-based formulation, but not in an H'-
based formulation. In the rest of this paper, we will use (16) whenever an H !-based
formulation is considered, and (33) for an H (div)-based formulation.

4 Variants of the four-field formulation
Note that the last two equations in (16) and (33) reveal the relations (34) between 6,
up and [uy], [o,], respectively. In the four-field formulation (16) and (33), we can

eliminate one or some of the four variables and obtain several reduced formulations
as discussed below.

4.1 Three-field formulation without the variable 5,,
The relations (15) and (34) imply that
6n ={on}+lonly” — o Pf [us). (59)

A substitution of (59) into the four-field formulation (33) gives the following thres:—
field formulation without the variable ¢ which seeks (a7, uy, ity) € Qp x Vi, x Vy
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such that

(Aoy, Th)o,x + (up, divaTp)oxk — (lUn, Tan)oax =0, VT, € Qp,

—(on, en(vn))o,x + (Own, vp)o,ox = (f. Vr)o,k - Y, € Vp,
(r2utp, + [oh], Vn)e =0, YU, € Vi,

(60)
with @i, and 6, defined in (15) and (59), respectively.

The equivalence between the four-field formulations (16), (33) and the three-field
formulation (60) gives the following optimal error estimates.

Theorem 4 There exist the following properties:

1. Under Assumptions (G1)—(G3), the H L pased Sformulation (60) is uniformly Xvell-
posed with respect to mesh size, p1 and py. Let (o, up, ity) € Qpn X Vi x Vj, be
the solution of (60). There exists

lonllon + Nlunllin + linllon SN FI=1.n- (61)

Ifo € H**\(Q,S), u € H*2(Q,R")(k > 0), let (01, un, i1) € OF x Vi x
\7,1]‘ be the solution of (60), then we have the following error estimate:

lo —onllon + llu —uplln + linllon S BT (0 lkar + lulks2).  (62)
2. Under Assumptions (D1)—(D3), the H(div)-based formulation (60) is uniformvly

well-posed with respect to mesh size, p1 and py. Let (o), up, ip) € Qp X Vi x Vy,
be the solution of (60). There exists

llonlldivn + lunllon + llinllon S I fllo (63)

Ifo € H**2(Q,8), u € H**1(Q, R")(k > 0), let (a1, up, iy) € Q5 x VF x
\V/}f *1 be the solution of (60), then we have the following error estimate:

v k+1
lo — o nllaiv.n + e — unllon + linllon S AT (o lkr2 + lules).  (64)
Furthermore, if k > n,

lo —onlla S K20 lkr2 + lulesr)- (65)

4.1.1 A special case of the three-field formulation without &h

Consider a special case of this three-field formulation (60) with
=4, y=0, Vilg, CVi Vilg, C Oun. (66)
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Table 2 Some existing HDG methods and a new HDG method

Cases n T y On Oy, Vi Vi

1 ! 2(he) 0 ok ok vk vk [27.53]
2 ! 2 0 ok ok vk vk 53]

3 ! 2mhH o ok ok vt vk [18.51]
4 ! 2(he) 0 ok okt vf v New

It follows from (59) that

(Gn, vn)a, = (0hn — 201 PY (up, — in), vn) T, - (67)

By eliminating 6, in (16) or (33), we obtain the three-field formulation which seeks
(op, up,itp) € Qp x Vi x Vj such that

(Ao, th)ox + (up, divyTp)ox — (g, Tan)sgx =0, T, € Op,
—(on, €n(Up))o,x + (0pn — 211 P (up — ip), vi)ox = (f, vn), vp € Vi, (68)
(opn — 2T Py (up — i), V)7, =0, YU, € Vj.

This reveals the close relation between the three-field formulation (60) and the HDG
formulations [18,27,51,53]. It implies that the special three-field formulation (60)
mentioned above is also hybridizable under Assumptions (G1)-(G3). Therefore, the
four-field formulation (16) or (33) with o = 27y and th = I7h can be reduced to a
one-field formulation with only the variable y,.

Table 2 lists three HDG methods for linear elasticity problems in the literature and
a new H (div)-based method. Since the three-field formulation (68) is equivalent to
(16) and (33), the new method in Table 2 is well-posed according to Theorem 1.

1. The first two HDG methods in this table were proposed in [53], and the first one
was then analyzed in [27]. The inf-sup conditions in Theorem 1 and 2 are not
optimal for these two cases since the degree of Qj equals to the degree of Vj,.

2. The third one is called the HDG method with reduced stabilization. It was proposed
and analyzed to be a locking-free scheme in [18,51]. Theorem 1 provides a brand
new proof of the optimal error estimate for this HDG method.

3. The last one is a new three-field scheme proposed following the H (div)-based
formulation (68). The error estimate for this locking-free scheme is analyzed
in Theorem 4. Note that the divergence of the stress tensor is approximated by
div,, 0, directly in this new H (div)-based scheme without any extra post-process
as required in H'-based methods.
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4.1.2 Hybridization for the H(div)-based formulation (68)

Similar to the hybridization in [18,51], the H (div)-based three-field formulation (68)
is also hybridizable under Asssumptions (D1)—(D3). It can be decomposed into two
sub-problems as:

(I) Local problems. For each element K, given i), € \V/h, find (o }If , uff )ye QO xVy

such that
(Ao K., Tk + (uf , divep)k = (i, Thn)ak . Th € O,
(divao [ vn)k — Qriuf  vn)ax = (f vk — 2T1iln, vi)ak. v € Vi

(69)

It is easy to see (69) is well-posed. Denote Hy : ‘V/h — Qp and Hy : \V/h -V
by

HoGin)lgk =0 and Hy(p)lg = upy,

respectively. 5
(Il) Global problem. Find &, € V}, such that

(Ho(fip)n — 21 (Hy Gip) — in), 0n)a7, =0, Op € Vi
(70)

It follows from (69) that

(AH(0y), Ho(ip))k + (Hy (0p), div(Hg (itr)))ax = (On, Ho(lp)n)sk
(2t1(@y, — Hy (y)), Hy (0p))ax = (f, Hy (0p))x — (divHo (i), Hy (05))k -

The global problem (70) can be written in the following symmetric positive form

(AHo (i), Ho(0p))+ (2t (i, — Hy (lip)), O — Hy (0n)) a7, =—(f, Hy (0n)).
(71)

Since the original formulation (68) is well-posed, the global problem (71) is also
well-posed.

Suppose Assumptions (D1)—(D3) hold. If the parameter 77 is nonzero, the formu-
lation (68) is an H (div)-based HDG formulation, and it is hybridizable with only one
variable i, globally coupled in (71). If the parameter 7| vanishes, the formulation (68)
is a hybridizable mixed formulation [29,30]. This implies that the formulation (16) or
(33) with (66) can be reduced to a one-field formulation with only the variable i,.
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4.2 Three-field formulation without the variable i,
The relations (15) and (34) imply that
in = {uny = " m)lunln — B lol. (72)

Another reduced formulation is resulted from eliminatingvﬁ ; in the four-field formu-
lation (16) by use of (72). It seeks (o1, 61, up) € Qn x Qp x Vp, such that

(Ao, th)ox — (en(un), Th)ox + (up —tip, Thn)osx =0, VT, € Op,
—(0p, €n(Vn))o,x + (Gnn, va)o,ok = (f, vn)o.k» Yoy € Vi,
(mon + [unl, Th)e =0, Viy € On,

(73)

with iy, and 6, defined in (72) and (15), respectively. The variable 6 weakly imposes
the H' -continuity of the variable uj, in formulation (16) or (33). This makes the three-
field formulation (73) more alike primal methods.

Theorem 5 There exist the following properties:

1. Under Assumptions (G1)~(G3), the H'-based formulation (73) is unifgrmly well-
posed with respect to mesh size, pi and py. Let (6,65, up) € Qn x Qp X Vy, be
the solution of (73). There exists

lonllon + lurllin + lonllon S WFI-1.n- (74)

Ifo € H*NY(Q,8), u € H2(Q,R")(k > 0), let (a4, 64, up) € OF x O} x
V,f“ be the solution of (73) with r = max(1, k), then we have the following error
estimate:

lo = anllos + llu —unlin + I6allon S A o lksr + lulks2).  (75)
2. Under Assumptions (D1)—(D3), the H (div)-based formulation (73) is unviformly

well-posed with respect to mesh size, p1 and pa. Let (61, 6, up) € Qn X Qp X Vj,
be the solution of (73). There exists

llonlldgiv.h + lunllon + llanllon S Ifllo. (76)

Ifo € H2(Q,S), u € H*1(Q,R")(k > 0), let (a1, 64, up) € 08T x OF x
V,f be the solution of (73), then we have the following error estimate:

. k+1
lo — onllaivn + lu —unllon + I16allon S A (o lksa + lulir).  (77)
Furthermore, if k > n,

lo —onlla S P2 (o lks2 + lulisn)- (78)
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4.2.1 A special case of three-field formulation without 8,,

For eacvh variable T, = (7, Ty) € Oy X Qh, define the weak divergence div,, :
Qn x Qp — Vj by

(divyTh, wr)o,xk = —(en(wn), Th)o,x + (T} + Tu)n, wrdoak, Ywn € Vi (79)

The following lemma presents the relation between a special three-field formulation
(73) and the weak Galerkin method.

Lemma 4 The formulation (73) with ny = 4n2, y =0, Opnlg, C Qh and Qpnlg, C
Vh is equivalent to the problem that finds 6, € Qp X Qh and uyp € Vj, such that

(Aap, Tp) + (divy Tp, up) +5@n, Th) =0, T € On X Op,

L (80)
(divyop, vp) = (f, vp), v, €V

withs(Gp, Tp) = (2n2(6h —op)n, (T, — Tp)n)y7, and iy and 6 1, defined in (72) and
(59), respectively.

4.2.2 Hybridization for the three-field formulation (80)

Denote

Zp = {un € Vi : €p(up) = 0},
th_ =A{up € Vj : (up, vy) =0, Yu, € Zp}.

For any 65 € O, denote 6hnle = opne and 65|, = 6pt, wWhere t, is the unit
tangential vector of edge e. By (67), the three-field formulation (80) can be decomposed
into two sub-problems as:

(I) Local problems. For each element K, given 6, , € th, find (a{f, uf) € Oy X
Vhl such that for any (T, vy) € Qp X VhL

(Acf i)k — (enf). Tk + 2moKn. Thn)sx = (20260, Thn)ok . 1)
—(@f enn)k = (fv)k — (Ghn. Vh)ok -

It is easy to see that the local problem (81) is well-posed if €,(Vy) C Qp. Denote
Wo : Opn — Qpand Wy : Qpn — VhL by
Wo@nn)lk =oj and Wy(@nn)lk = uj,

respectively. .
(1) Global problem. Find ¢, such that (6, ug) € Oy X Zy satisfies

G hn v oz = (f. 0, Vo) € Z, (82)
2@ — Wo @ nn) + Wy (@) +u), Thn)oz, =0, YEp, € Oin,
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and G54lg, = (Wo(Gnn)} — nl_l[Wv(éh,n)])ﬂgh. It follows from (81) that

(AWo (G nn), Wo@nn)k — (en(Wy(0h)), Wo(En )k
= 20 hn — Wo @ pnn), Wo(Znn)n)ok, (83)
(Wy(Gnn) Thn)ax — (Wo(@nn), en(Wy (G nn))ok = (f, Wy (Ghn))k-

Thus the second equation in (82) can be written as

(MG hn — Wo@Gnmn), Thn — WoEnan)ar, + (U, Wy (Zn.n))oT,

. (84)
=—(f, Wy (Thn).

Therefore, the global sub-problem (82) seeks 6, where (6., u?l) € Qh X Zp

(772(6'h,n - WQ(a'h,n)n)» %h,n - WQ(%h,n)’ﬂaTh + (Mg, %h,n)a h = —(f, WV(fh,n))’
<&ll,n7 Ug)a h = (fs U}?),
(85)

forany (24, v)) € OnnxZp,andGplg, = (Wo (G n)}—ny IWy (G n)1le, -

Note that the three-field formulation is hybridizable under the Assumptions (G1)—
(G3) or (D1)—(D3). This implies that the corresponding four-field formulation (16) or
(33) is hybridizable.

4.3 Two-field formulation without the variables 6;, and i,

Recall the two-field formulation (35) seeks: (o, uy) € Qp x Vp such that

(Ao, Tn) + (up, divyTy) — (in, Tanoax =0, VT, € Qp, (86)
—(on, en(vp)) +(Gpn, vi)o,ak, = (f, vn), Yoy € Vp,
with
A _ po _ T
Onle = Py ({on} —tlup]l +loply’)  oné&y, 87)

iinle = Pf({un} — nlonl — (" n)[upln) on &.
It is a generalization of DG methods [6,17,20].

Theorem 6 There exist the following properties:

1. Under Assumptions (G1)~(G3), the H'-based formulation (86) is uniformly well-
posed with respect to mesh size, p1 and py. Let (a1, up) € Qp x Vj, be the solution
of (86). There exists

lonllon + lunllin S NFI=1n- (88)
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Table 3 H!-based methods for linear elasticity problem

Cases n T 13 O On Vi Vi
1 0 folU) 0 0k ok Vit v [17]
2 O(he) owmh o) 0k ok virt vk New

Ifo € H(Q,S), u € H2(Q,R")(k > 0), let (a4, up) € OF x VET! be the
solution of (86), then we have the following error estimate:

lo —anllon + llu—upllin S K (ol + lulesa). (89)

2. Under Assumptions (D1)—(D3), the H (div)-based formulation (86) is unviformly
well-posed with respect to mesh size, p and py. Let (61, 6, up) € Qn X Op XV,
be the solution of (86). There exists

llonlldiv.n + lunllon S 11 fllo (90)

Ifo € H*2(Q,S), u € H*1(Q,R")(k > 0), let (a4, up) € O x VF be the
solution of (86), then we have the following error estimate:

lo — anlldgivn + e — upllon S A0 lka + lules). ©On
Furthermore, if k > n,
lo —onlla S B0l + lulisr). (92)

Table 3 lists some well-posed H '-based methods and the second method is a new
one. It shows that the LDG method in [17] is the first one in Table 3 with k = 1,
n=y =0and 1t = O(he_l). The comparison between the methods in Table 3
implies that the vanishing parameter 7 causes the failure of the hybridization for the
method in [17].

Table 4 lists the LDG method in [61] and some new H (div)-based methods. With
the same choice of parameters and discrete spaces, all these methods are well-posed
and admit the optimal error estimates for both the displacement and the stress tensor.
It shows that the method induced from the formulation (86) with t = 0, y = 0 and
n = O(hgl) is equivalent to the LDG method in [61]. The last two cases in Table
4 are brand new LDG methods. It implies that the vanishing parameter T causes the
failure of the hybridization for the method in [61].
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Table 4 H (div)-based methods for linear elasticity problem

Cases n T y Op [ Vi Vi

1 Q7 0 0 okt! ok vk v [61]
2 owmh O(he) o) okt okt vk v New
3 ! 2he) 0 ot o5t vk vt New

5 Two limiting cases
5.1 Mixed methods: a limiting case of the formulation (68)

The mixed methods [3,30,42,46] for linear elasticity problems can be generalized into
the following formulation which seeks ((7{1W , u;:” ) € Qﬁ” x V}, such that

(Ao, oMy + @, dive)) =0, viM e oM, ©3)
(divae M, vp) = (f, vp), Yo € Vp,
with

OM = (7, € Qp : ([Thl, p) =0, YU € V).

Let Q) = Qle, Vi, = V}f‘, ‘V/h = ‘7}5{4'1 for any k > n, the formulation (93) becomes
the conforming mixed element in [42,46]. Let

O = {th € Of 2 divitylx € P(K,RY)}, Vi =VE, Vy=ViH
for any k > 1. The corresponding formulation (93) is the conforming mixed element
in [3].

Considf,r the three-field formulation (60) with y = 0, p, = 0, Qh = {0} and
Vilg, C Vi. By the DG identity (9), this three-field formulation seeks (a1, up, tiy) €

On x Vp x V, such that for any (tp, vy, Up) € Qp X Vi x Vi,

(Ao, Th) + (up, divyTy) — iy + {un}, [Ta]) =0,
(divyop, vp) — ([on], {va}) = (f, va), 94)
([onl, op) =0,

which is equivalent to the mixed formulation (93). As stated in Remark 4, the three-
field formulation (94) is well-posed, thus (93) is also well-posed with

lo M llaivn + g llo.n S 11 £ llo- (95)

Furthermore, a similar analysis to the one in [35] provides the following theorem.
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Theorem 7 Assume (DI1)—(D3) hold. Let (o1, up) € Qn X Vj, be the solution of (35)
and (o 24 , u;:” ) € Q;:’l X Vj, be the solution of the corresponding mixed method (93).

If Vilg, C ‘V/h, the formulation (35) with y = 0 and p1 + p» — 0 converges to the
mixed method (93) and

1 1
lon — o llo + lIdivi(an — o)) llo + lun — up o S (pf + DN fllo- (96)

Proof Recall the two-field formulation (35)

(Aoy, Tp) + (1y ' Plos], [Th) +V(dthTh, up) — ([tnl, {un}) =0, VTp € O,
(divyop, vp) — ([onl, {vn}) — (r1 P [unln, [vpln) = (f, va), Vo, € Vj.
97)

Substracting (93) from (97), we obtain

(Alon — o), 1) + (1 Blloy — oM, [4]) + (diva T, up — ull) = ([za]. {wn — ull})
= =@, divy(xp — 7)) — (Ao ) T — 1)) + ([Tl (u)'})

(divy(op — o), vp) — (Lo — o M1, {n)) — (21 B lup — uln, [vp)n)
= (1 P [ul1n, [vpIn)

(98)

for any (T, vp) € Qp X Vp. By the stability estimate in Theorem 6, trace inequality
and note that 7| = p1he, T2 = P2k,

M M
lon — oy, lldiv,n + llun —uy llon

| — @M, divy(tp — ) — (AdM ) — o) + ([z4], (ul})]

< osup
/€0 lT x|l div.h
|(t1 P [ In, [vp]n)| (99)
+ su
v eV ”vhHO,h
luMllolidiva(th — T llo + 1AM llollTh — Tl Lo
< + (o7 + Pl llo
ThEQ) lT 7l div,h

where || - ||dgiv,n and || - [lo,» are defined in (39).
For any given t), € Qj, we have

1
2

1
: : M M -1 2 2
ot (divaen = D1+ len = o)1) S | D h el | < 03 lallawen

Y e

(100)

It follows from stability estimates (95) that
1 1
o = o lawvan + la = ui o S (o + p3) (1o + o 1o)
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1 1
S (o7 + )M flo, (101)

which completes the proof. O

5.2 Primal methods: a limiting case of the formulation (86)

The primal method for linear elasticity problems seeks u ,f € VhlD such that

(Cenup), en(on)) = —(f, v), Yo, € VF (102)
with C = A~1 and
Vi = {un € Vi : (lunl, 1) = 0,V%), € On), (103)

where [v,] is defined in (4). If €, (V) C Qp, the formulation (102) is equivalent to
the following formulation which seeks (o ,f ,u ,1; ) e Qp x VhP such that

{(Ao,f, ) — (th, enul)) =0, T € On, (104)

_(afafh(vh)) =(f,v), vy € VhP.

Consider the three-field formulation (73) with y = 0, V = {0} seeks (o4, up, &p) €
O x Vi x Qy, such that

(Aop, Th) — (Th, en(up)) + {zpin, [upln) =0, 7, € Op,
—(on, en(vn)) + {optn +opn, [vpln) = (f,vn), vi € Vvh, (105)
(mon, Th) + ([unl, Tn) =0, 7, € Op.

If Vilg, C th, asn; — 0, the resulting formulation is exactly the primal formulation
(104). Under the assumptions (G1)-(G3), Theorem 1 implies the well-posedness of
(105), and

lonllon + lurllin + llonllon S I flo- (106)

By Remark 2, the primal formulation (104) is also well-posed with

P P (f,vn)
oy o + lluy lp S sup ————

. (107)
wpev? 1onlln

Remark 5 1f V), = V,f“, oy = Q/;l, Qh = Qk, k > 1, the formulation (105) tends to
a high order nonconforming discretization (102) for the elasticity problem with only
one variable. The relationship between the Crouzeix-Raviart element discretization
and discontinuous Galerkin method for linear elasticity can be found in [31].
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In addition, a similar analysis to the one of Theorem 7 provides the following
theorem.

Theorem 8 Assume that (GI1)—(G3) hold. Let (o, up) € Qpn X Vi be the solution of
(86) and (o ,1: U }I; ) € O X VhP be the solution of the corresponding primal method
(104). Then the formulation (86) with p1 + p» — 0 converges to the primal method
(104) and

—1/2 1/2 1/2
lon — o fllo+ llen@un — ul)lo + IWhe " lun — ul1llo < (0} + 0y

LS llo-
(108)

6 Numerical examples

In this section, we display some numerical experiments in 2D to verify the estimate
provided in Theorem 1 and 2. We consider the model problem (1) on the unit square
Q = (0, 1)? with the exact displacement

u = (sin(mwx) sin(rry), sin(wrx) sin(ny))T,

and set f and g to satisfy the above exact solution of (1). The domain is partitioned
by uniform triangles. The level one triangulation 77 consists of two right triangles,
obtained by cutting the unit square with a north-east line. Each triangulation 7; is
refined into a half-sized triangulation uniformly, to get a higher level triangulation
Ti+1. For all the numerical tests in this section, fix the parameters p; = pp = y =1
and E = 1.

6.1 Various methods with fixed v

In this subsection, we fix v = 0.4. Figures 1 and 2 plot the errors for the lowest order
H'-based methods mentioned in this paper. Figures 1 and 2 show that the H!-based
XG methods with

On=0).Va=V).0n=0).Vy =V} with i=0,1
are not well-posed, while those with
On=00Vi=V)",0n=0}. Vi =V, with i =0,1

are well-posed and admit the optimal convergence rate 1.00 as analyzed in Theo-
rem 1. The discrete spaces of the former methods satisfy Assumption (G1), but does
not meet Assumption (G2). This implies that Assumption (G2) is necessary for the
wellposedness of the corresponding method.
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errors

10%

1

172 1/4 1/8

h

(e (u-uplly, @=(0,1,0,0)
"*"lleh(u-uh)llol a=(0111011)
< llo-a, |l «=(0,1,0,0)
'D'”U-Uhlloi a=(011 1011)

slope is 1

1/64

1/32

116

Fig.1 Errors of the lowest order H!-based methods with op = Q‘;l, Vyp = V;;‘Z’ Qh = Q(;?, \V/h = ‘7;114

and o = (o, 2, @3, a4)

10'

errors

+||eh(u-uh)||0, a=(0,1,1,0)
*'Ileh(u_uh)lloi Oé=(0,1 ,1 ’1)

o

-n-||0-ah||0, a=(0,1,1,1)

slope is 1

1/2 1/4 1/8

h

1 ! 3]
116 1/32 1/64

Fig.2 Errors of the lowest order H!-based methods with op = Q(Ijl, Vi = V]flz, Qh = Q(}?, ‘7;, = ‘7:4

and o = (o, a2, a3, aq)

Figures 3 and 4 plot the errors of solutions for the lowest order H (div)-based
methods, which are new in literature. It is shown that the H (div)-based methods with

On= 0}, Vi =V, 0n =0}, Vi =V with 0<i <1
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100+

errors

*lu-u,lly 2=(1,0,0,0)
_*_”u-uh”O’ a=(1 ’011 !0)
llo-a,lly, @=(1,0,0,0)
o llo-o,l, @=(1,0,1,0
10" 4 [ldiv, (-0 Il @=(1,0,0,0)
<-lldiv, (o-0))ll,» @=(1,0,1,0)

12 1/4 1/8 116
h

Fig. 3 Errors of the lowest order H (div)-based methods with Q) = QZ', Vp = V,flz, Qh = Q?,
. © oy
Vp=V," anda = (a1, a2, a3, a4)

slope is 1

are not well-posed. Although the error ||divy, (0 — 0)||o converges at the optimal rate
1.00, the errors || — o ]lo and ||u — up||o do not converge at all. It also shows in Figs.
3 and 4 that the new lowest order H (div)-based methods with a larger space for V,

0n=04 V=V, 0,=0L V=V with 0<i<1 (110)

are well-posed and the corresponding errors || —ao p, [|o, ||divy, (0 —op) |lo and |u —up|lo
admit the optimal convergence rate 1.00. This coincides with the results in Theorem
2. The comparison between the H (div)-based methods in (109) and (110) implies that
Assumption (D2) is necessary for the wellposedness of the corresponding method.

Consider the L? norm of the error of the stress tensor o . Figure 5 plots the errors for
higher order H (div)-based methods. For the XG formulation with « = (2, 1, 2, 2),
k = 11isless than n = 2. Theorem 2 indicates that the convergence rate of ||c — o |lo
is 2.00 for this new second order H (div)-based method, which is verified by the
numerical results in Fig. 5. For the XG formulation with « = (3,2,2,3), k = n
and the convergence rate of |0 — a]|o shown in Fig. 5 is 4, which coincides with
the estimate in Theorem 3. This comparison indicates that the assumption k¥ > n in
Theorem 3 is necessary and the error estimate of || — o, || is optimal.

6.2 The lowest order methods with various v

Figure 6 plots the relative error of the approximate solutions of the H '-based method
with Q2 X Q}, X Vh1 X XV/hO with different v (v tends to %). Figure 6 shows that both
llen(u—up)llo and |6 — 0o ||o converge at the optimal rate 1.00, and the error || —a |0
are almost the same for different value of v.
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10°

*0

slope is 1

errors

+”u-uh||0, a=(1 50l0,1)
+I|u_uh||07 a=(1 5011 11)
&llo-o, ]|, @=(1,0,0,1)
'D'”U-Uhllos Oé=(1 1011 51)
<lldiv, (o-0,)lly> 2=(1,0,0,1)
ol foma )l a=(1.0.11)

12 1/4 1/8 116 1/32 1/64
h

Fig. 4 Errors of the lowest order H (div)-based methods with Q5 = Q3. Vi, = V2, 0, = 0}°.
M,
Vp=V," anda = (a1, a2, a3, a4)

10’

slope is 2

+||u—uh||o, a=(2,1,2,2)
*lu-u [l a=(3,2,3,3)
llo-o |l a=2,1,2,2)
©-llo-o, |l a=(3.2,3,3)
10'5’-6'||divh(0"0'h)”0y a=(2,1,2,2)
-o-||divh(a—ah)||0, a=(3,2,3,3)

-7 ; T | |
10 12 1/4 1/8 116 1/32 12 1/4 1/8 116 1/32 1/2

h

Fig. 5 Errors for some high order H (div)-based methods with Qj = Qzl, Vi = V/fz, Qh = QZG,
. -y
V=V,  anda = (2], a2, a3, a4)
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+||o-ah||0, A=0.499
©-llo-a, ||, A=0.49999

slope is 1

1078

1/2 1/64

h

1/4 1/8 1/16  1/32

Fig.6 Errors for the lowest order H !_based methods Qg X Q }1

1/2 1/4 1/8

116 1/32

X Vh1 X ‘V/}? with different v

10° ‘ ‘

errors

e ||u-uh|[0, 2=0.499
-©-llu-u, ||, A=0.49999
- llo-0, ]l A=0.499
-©-llo-0,]l,, A=0.49999
e lldiv, (-0l A=0.499

-O-ldiv, (70l A=0.49999

slope is 1

D

1/2 1/4 1/8

h

1/16 1/32

1/64

Fig.7 Errors for the lowest order H (div)-based methods Q}ll X Q2 X V}? X \V/hl with different v

Figure 6 plots the relative error of the approximate solutions of the H (div)-based
method with Q}, X Q% X V}? X Vhl with different v (v tends to %). Figure 7 shows that
the errors |lu — upllo, |6 — onllo and ||div(c — op)||o converge at the optimal rate
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1.00, and the errors |6 — o ||o and ||div(e — o) ||o are almost the same as v tends to
% which shows that the proposed schemes are locking-free.

7 Conclusion

In this paper, a unified analysis of a four-field formulation is presented and analyzed
for linear elasticity problem. This formulation is closely related to most HDG methods,
WG methods, LDG methods and mixed finite elements in the literature. And some
new methods are proposed following the unified framework. Some particular methods
are proved to be hybridizable. In addition, uniform inf-sup conditions for the four-
field formulation provide a unified way to prove the optimal error estimate under
two different sets of assumptions. Also, these assumptions guide the design of some
well-posed formulations new in literature.
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