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We study the approximation properties of shallow neural networks with an 
activation function which is a power of the rectified linear unit. Specifically, we 
consider the dependence of the approximation rate on the dimension and the 
smoothness in the spectral Barron space of the underlying function f to be 
approximated. We show that as the smoothness index s of f increases, shallow 
neural networks with ReLUk activation function obtain an improved approximation 
rate up to a best possible rate of O(n−(k+1) log(n)) in L2, independent of the 
dimension d. The significance of this result is that the activation function ReLUk

is fixed independent of the dimension, while for classical methods the degree of 
polynomial approximation or the smoothness of the wavelets used would have to 
increase in order to take advantage of the dimension dependent smoothness of f . 
In addition, we derive improved approximation rates for shallow neural networks 
with cosine activation function on the spectral Barron space. Finally, we prove lower 
bounds showing that the approximation rates attained are optimal under the given 
assumptions.

© 2021 Elsevier Inc. All rights reserved.

1. Introduction

We consider approximating a function f : Ω → C, where Ω ⊂ Rd is a bounded domain, by a superposition 
of ridge functions of the form

fn(x) =
n∑

i=1
aiσ(ωi · x + bi), (1)

with activation function σ = cos(x) or σ = [max(0, x)]k for k ≥ 0. The latter case corresponds to a neural 
network with a single hidden layer and activation function given by a power of a rectified linear unit [42], or 
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rectified power unit [35]. In the case where k = 0, [max(0, x)]0 is interpreted as the Heaviside function and 
we may also use any sigmoidal activation function in its place [4]. Approximation by functions of the form 
(1) has received a significant amount of attention in the literature. For instance, it has been shown that as 
long as σ is not a polynomial, functions of the form (1) are dense in C(Ω) [2,34,20] and Ck(Ω) [23,24], and 
in [13,12] explicit operators realizing the approximation for any absolutely continuous f are constructed.

Beyond the problem of density, we are interested in determining rates of approximation for a given class 
of functions f : Ω → C by an expression of the form (1) with respect to the Sobolev norm Hm(Ω). Typical 
results of this type consider functions f which either satisfy classical smoothness assumptions, such as 
membership in a suitable Sobolev space, or non-standard smoothness assumptions coming from the theory 
of non-linear approximation by a dictionary.

For example, results for functions f in high-order Sobolev spaces have been obtained in [44]. Here it is 
shown that if the activation function σ achieves approximation order O(n−r) for one-dimensional functions 
f ∈ Hr([0, 1]), then an approximation rate of O(n− 1

2 − 2r−1
2d ) can be attained for high dimensional functions 

f ∈ H
d−1

2 +r(Bd) on the unit ball with respect to L2. In [39] the case where each term in (1) may have a 
different profile σ is considered and the optimal rates in this case are derived for all Sobolev spaces Hr in 
Rd. This result is generalized in [22,40] to general Lp spaces.

A typical example of a non-standard smoothness assumption is membership in the closed convex hull of 
a suitable bounded dictionary D ⊂ Hm(Ω), specifically one considers

f ∈ B1(D) =
{

n∑
i=1

aidi, di ∈ D, n ∈ N,

n∑
i=1

|ai| = 1
}

. (2)

One can also characterize this set using the guage norm (see, for instance [46]) of B1(D), which we denote 
by K1(D) (following the notation from [16])

‖f‖K1(D) = inf{c > 0 : f ∈ cB1(D)}. (3)

Here B1(D) is exactly the unit ball in the norm K1(D). For this class of functions, one considers non-linear 
approximation by finite dictionary expansions, i.e. approximation form the set

Σn(D) =
{

n∑
i=1

aidi, di ∈ D

}
. (4)

When the dictionary D is of the form

Dσ = {σ(ω · x + b), ω ∈ Rd, b ∈ R}, (5)

this exactly corresponds to an expansion of the form (1). For some activation functions, such as [max(0, x)]k
for k > 0, the dictionary Dσ is not bounded. In this case, the dictionary must be modified (details can be 
found in [48,50]) and the resulting space, called the Barron space [19] or variation space corresponding to 
shallow ReLU networks [3] when k = 1, is closely related to the ridgelet spaces introduced in [11] (to be 
precise, it is sandwiched between R1+k+(d−1)/2

1,1 and R1+k+(d−1)/2
1,∞ , see section 4.2 in [11]).

Using a classical probabilistic argument of Maurey [45], an approximation rate of O(n− 1
2 ) can be obtained 

for the class B1(D) using non-linear dictionary expansions. Moreover, Jones [27] gave a constructive proof 
of this fact using the relaxed greedy algorithm and applied this result to shallow neural networks with a 
cosine activation function. Improvements upon this rate of dictionary approximation under an assumption 
about the behavior of the relaxed greedy algorithm appear in [31,33]. These results yield exponential rates 
of convergence for individual functions in the convex hull of D (but not necessarily its closure), which 
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are however not uniform over the class B1(D). Further, under compactness [41,29] or smoothness [50]
assumptions on the dictionary D improved rates can also be obtained, although for general dictionaries the 
Maurey-Jones rate is the best one can expect [30].

The application of the Jones-Maurey result to neural networks with sigmoidal activation function is due 
to Barron [4]. In this work, the relevant class of functions is

Bs(Ω) =

⎧⎨⎩f : Ω → C : ‖f‖Bs(Ω) := inf
fe|Ω=f

∫
Rd

(1 + |ξ|)s|f̂e(ξ)|dξ < ∞

⎫⎬⎭ , (6)

where the infimum above is over extensions fe ∈ L1(Rd). Barron introduced this class for s = 1 and 
showed that for a sigmoidal activation function σ we have K1(Dσ) ⊃ B1(Ω). This shows that shallow 
neural networks with sigmoidal activation function can approximate functions satisfying a certain Fourier 
integrability condition with a rate of O(n− 1

2 ). This convergence rate for f ∈ B1(Ω) has been extended to a 
very general class of activation functions in [25,47]. A variety of other results for functions in the spectral 
Barron space (6) have been obtained in [29,9,19,51,41], for instance.

It has been shown that the space Bs(Ω) is exactly equivalent (with identical norm) to B1(Fd
s ) [48] for 

the dictionary

Fd
s = {(1 + |ω|)−se2πiω·x : ω ∈ Rd} (7)

of decaying Fourier modes. There is a slight subtlety here. Let Ω = [0, 1]d, which is the case we are primarily 
interested in. Note that the frequency ω ∈ Rd is allowed to be arbitrary. This results in a larger space than 
restricting ω ∈ Zd, i.e. considering the dictionary

Fd
s = {(1 + |ω|)−se2πiω·x : ω ∈ Zd}, (8)

which is done for instance in [38]. Restricting ω to the integer lattice Zd results in a much simpler space, 
since we have (see [11], section 7.2)

‖f‖K1(Fd
s ) �

∑
n∈Zd

(1 + |n|)s||f̂(n)|. (9)

However, by considering a pure frequency with ω /∈ Zd and calculating its Fourier series, we can easily see 
that the above characterization does not hold for Bs(Ω) and that the space Bs(Ω) is strictly larger.

An interesting fact, first observed by Makovoz [41], is that for certain activation functions σ, the rate of 
approximation O(n− 1

2 ) derived by Barron [4] can be improved. In particular, Makovoz shows that for the 
Heaviside activation function

σ = [max(0, x)]0 :=
{

0 x ≤ 0
1 x > 0

(10)

the rate can be improved to O(n− 1
2 − 1

2d ). Furthermore, when σ = max(0, x)k for k ≥ 1, this can be improved 
to a rate of O(n− 1

2 − 2k+1
2d ) [29,51,50] for the class Bk+1(Ω). For functions f ∈ B1(Ω), improved rates have 

also been obtained for more general activation functions [47]. It has also been shown that the orthogonal 
greedy algorithm [43] can constructively obtain such improved approximation rates [49].

In this work, we study how much further the rate of O(n− 1
2 ) can be improved given stronger assumptions 

on the smoothness of f , i.e. assuming that f ∈ Bs(Ω) for larger values of s. By showing that the continuous 
Fourier transform of a function f on the bounded set Ω can be replaced by a suitably chosen Fourier series, 
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we show in Theorems 1 and 2 that the approximation rates in L2 with σ = cos(x) can be improved to 
O(n− 1

2 − s
d ) for f ∈ Bs(Ω) with increasing s, and even that exponential convergence can be attained if the 

Fourier transform of f decays rapidly enough.
To compare with the results in [44], we observe that σ = cos(x) attains approximation order O(n−r) in 

Hr([0, 1]) for any r > 0. This means that a rate of approximation of O(n− 1
2 − s

d ) for cosine networks already 
appear in [44] for the Sobolev spaces H d

2 +s(Ω). However, our results apply to the spectral Barron space, 
which is not quite comparable, although we have H

d
2 +s+ε(Ω) ⊂ Bs(Ω) (see [51] Lemma 2.5, for instance).

Further, comparing with approximation by ridgelets [11], we see from the results of Barron [4] and 
section 4.2 in [11] that the space Bs(Ω) is contained in R1+k+(d−1)/2

1,∞ if s ≥ k + 1. Thus, using ridgelets one 

can obtain a rate of O(n− 1
2 − 2s−1

2d ), which is not quite as good as the rate attainable using cosine networks. 
We wish to emphasize that this approximation rate is not entirely trivial since we are considering the full 
spectral Barron space Bs(Ω) and not the space with frequencies restricted to a lattice, as in [38,11].

Next, we consider the problem with activation function σ(x) = max(0, x)k. In Theorems 3 and 4 we show 
that in this case the convergence rate in Hm(Ω) can also be continuously improved with increasing s, up to 
the limit of

‖f − fn‖Hm(Ω) � ‖f‖Bsnm−(k+1) log n, (11)

which is achieved when s > (d + 1)(k − m + 1
2 ) + m + 1

2 . This maximal rate is the same as the rate attained 
by piecewise polynomials of degree k in dimension d = 1, and is significantly higher than the maximal rate 
obtained in [44] in this case. In particular, this shows that regardless of the dimension d, for smooth enough 
functions f (here the necessary amount of smoothness depends upon d), neural networks of the form (1)
attain approximation rates which match the best possible rates in one dimension.

High-order approximation rates for deeper networks have been studied in [52–54], however these results 
sometimes involve architectures which depend on the desired accuracy or even the function to be approx-
imated. A theory of approximation by deeper networks in one dimension has also been developed in [15]. 
In addition, approximation by deep networks with ReLUk, or RePU, activation function has been studied 
in [35]. In contrast, our results apply already to shallow networks and show that high order approximation 
rates can be obtained for a class of sufficiently smooth functions even in high dimensions. A further interest-
ing consequence, which is collected in Theorem 5, is that the approximation results obtained for sigmoidal 
activation functions by Barron [4] actually hold under weaker regularity conditions on the function f . In 
particular, instead of f ∈ B1(Ω) we only need f ∈ B

1
2 (Ω), although this comes at the cost of a constant 

which depends exponentially upon the dimension.
Compared with other results in the literature, the main significance of our results is that the smoothness of 

the activation function is fixed independently of the dimension. In particular, if the target class of functions 
is very smooth, say f ∈ Hk(Ω) with k growing linearly in the dimension d, then finite elements [8] of a 
sufficiently high degree or wavelets with a sufficiently high degree of smoothness can attain approximation 
rates which do not depend upon d (since k grows with d) [16,14]. For a space of functions perhaps more 
comparable to the spectral Barron class, we may also consider the ridgelet space Rs

p,q for large s depending 
linearly upon the dimension. In this case as well, dimension independent (again since s depends upon d) 
can be obtained using ridgelets [11].

Another method which is particularly effective for high-dimensional problems is the sparse grids method 
[10]. The sparse grid method approximates functions f from the class

‖f‖2
Hk+1

mix
:=

∑ ∫ ∣∣∣∣ ∂|α|1

∂α1 · · · ∂αn
f(x)

∣∣∣∣2 dx < ∞ (12)

|α|∞≤k+1 Ω
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by linear combinations of tensor products of piecewise degree k polynomials on one-dimensional grids with 
different resolutions in each coordinate direction. As such, the sparse grid method approximates f with a 
piecewise polynomial function of degree kd. Using this method, an approximation rate in L2(Ω) of

‖f − fn‖L2(Ω) � n−(k+1)(log n)(k+2)(d−1) (13)

can be attained, where n is the number of degrees of freedom [10]. Thus, using polynomials of degree kd, 
the sparse grids method is able to attain similar approximation rates as shallow neural networks under 
high order smoothness assumptions. One additional potential advantage of the shallow networks is that the 
spectral Barron space is isotropic, while the sparse grids space is not.

However, in all of these examples the degree of the polynomials or the smoothness of the wavelets 
and ridgelets must grow with the dimension, which may be inconvenient, since for instance constructing 
conforming finite element spaces of high degree is a difficult problem [32,55,1,7]. In contrast, for our results 
the activation function σ is fixed independently of the dimension and so we are able to achieve these 
approximation rates using piecewise polynomials of a fixed degree. The reason this is possible is that the 
number of components of the piecewise polynomial represented by an expression of the form (1) grows as 
nd (the number of components obtained by cutting Rd by n hyperplanes) while the number of parameters 
grows as dn. This suggests that perhaps (shallow) neural networks are particularly effective at approximating 
highly smooth functions in high dimensions.

This is the sense in which our results show that shallow neural networks overcome the “curse of di-
mensionality”. It is by enabling the use of fixed degree polynomials even in high dimensions. The space of 
functions which we approximate, Bs(Ω), is indeed very small and consists of highly smooth functions.

However, in high dimensions d the metric entropy of classical smoothness spaces with smoothness degree 
s decays very slowly, specifically like O(n− s

d ) (see for instance [37], chapter 15). Consequently this class 
of functions fundamentally cannot be approximated efficiently in high-dimensions. To overcome this, many 
learning and approximation methods consider classes of functions whose smoothness either grows with 
dimension or takes a non-standard form. Examples of such spaces include the sparse grids spaces Hk+1

mix , the 
reproducting kernel spaces associated with kernel methods [5], the ridgelet spaces [11], and convex hulls of 
dictionaries. In this sense, the curse of dimensionality is overcome in a similar manner to other methods, 
namely by considering sufficiently smooth functions.

The preceding analysis suggests that the adaptive nature of the grid underlying a ReLUk network allows 
for a significantly better approximation rate than existing linear methods based on fixed grids. This suggests 
the potential of using such spaces for the solution of differential equations, which has been investigated in 
[51]. In light of these results, the space of functions represented by shallow ReLUk networks may also be 
useful in understanding non-linear approximation by piecewise polynomials more generally, which has been 
a challenging problem [16].

The paper is organized as follows. In the next section, we consider approximation by networks with a 
cosine activation function. In addition to being of independent interest, key results in this section concerning 
the representation of functions in Bs(Ω) will be used throughout the paper. Then, in section 3 we prove the 
main results concerning approximation by ReLUk networks. In section 4 we show that the results obtained 
in the previous sections are optimal. Finally, we give concluding remarks and further research directions.

2. Approximation rates for cosine networks

To begin, we remark that throughout this manuscript, we use the following convention for the Fourier 
transform

f̂(ξ) =
∫

f(x)e−2πiξ·xdx, (14)

Rd
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for which the inverse transform is given by

f(x) =
∫
Rd

f̂(ξ)e2πiξ·xdξ. (15)

We find that this convention results in the cleanest arguments, avoiding the necessity to keep track of 
normalizing constants.

In this section, we analyze the approximation properties of networks with a cosine activation function 
on the spectral Barron space Bs(Ω). Specifically, consider approximating a function f ∈ Bs(Ω) by a 
superposition of finitely many complex exponentials with coefficients that are bounded in �1, i.e. by an 
element of the set

Σn,M =

⎧⎨⎩
n∑

j=1
aje2πiθj ·x : θj ∈ Rd, aj ∈ C,

n∑
i=1

|ai| ≤ M

⎫⎬⎭ . (16)

Alternatively, one can view this as the set of neural networks with a single hidden layer containing n
neurons with activation function σ(x) = e2πix, whose weights are bounded in �1.

Equivalently, we can consider approximation by networks with a cosine activation function

Σcos
n,M =

{
n∑

i=1
ai cos(2πθi · x + bi) : θi ∈ Rd, bi ∈ R,

n∑
i=1

|ai| ≤ M

}
. (17)

This is because

e2πiθi·x = cos(2πθi · x) + i cos
(

2πθi · x − π

2

)
∈ Σcos

2,2 (18)

and

cos(2πθi · x) = 1
2e2πiθi·x + 1

2e−2πiθi·x ∈ Σd
2,1. (19)

Thus we have Σn,M ⊂ Σcos
2n,2M and Σcos

n,M ⊂ Σ2n,M and so the rates obtained for both sets will be the same. 
In what follows, we consider Σn,M for convenience in dealing with the Fourier transform.

Let us first state the following simple result that can be obtained by following a calculation given in 
Section 3 of [26].

Lemma 1. Given α > 1, consider

g(t) =
{

e−(1−t2)1−α

t ∈ (−1, 1)
0 otherwise,

(20)

then there is a constant cα such that

|ĝ(ξ)| � e−cα|ξ|1−α−1

, (21)

We begin with a key lemma showing that we only need frequencies lying on a lattice to represent functions 
f with decaying Fourier transform on a bounded set.

Lemma 2. Let Ω = [0, 1]d and μ : Rd → R+ be a continuous weight function. Suppose that μ satisfies the 
following conditions
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• μ(ξ + ω) ≤ μ(ξ)μ(ω)
• There exists a 0 < β < 1 and a c > 0 such that μ(ξ) � ec|ξ|β .

Suppose that f satisfies ∫
Rd

μ(ξ)|f̂(ξ)|dξ = Cf < ∞. (22)

Then for any L > 1, there exists an a ∈ L−1[0, 1]d (which may depend on f) and coefficients cξ, such 
that for x ∈ Ω

f(x) =
∑

ξ∈L−1Zd

cξe2πi(a+ξ)·x (23)

and ∑
ξ∈L−1Zd

μ(a + ξ)|cξ| � Cf . (24)

Note that the suppressed constant in the above lemma only depends upon d, μ and L, but not on f

or a. Furthermore, we note that from the proof below it follows that the suppressed constant depends 
exponentially on the dimension d.

Proof. Since by assumption L > 1, there exists an ε such that Ω ⊂ [0, L − 2ε]d. We begin by constructing 
a cutoff function φΩ, which is identically 1 on Ω and 0 outside of [−ε, L − ε]d. It will be important that the 
Fourier transform φ̂Ω has sufficiently fast decay, so that∫

Rd

μ(ξ)|φ̂Ω(ξ)| < ∞. (25)

To construct this function, we follow closely the calculation made in [26]. Choose α > 1 such that 
β < 1 − α−1 < 1 and consider the smooth one-dimensional bump function g by (20). Let gd denote the 
n-dimensional function

gd(x) = 1
C

d∏
i=1

g(xi), (26)

where the normalization constant C is chosen so that 
∫
Rd gd(x) = 1. Then by (21) we see that

|ĝd(ξ)| � e−cα
∑d

i=1 |ξi|1−α−1

� e−cα,dα|ξ|1−α−1

, (27)

for a new constant cα,d.
Finally, let Ω′ = [− ε

2 , L − 3ε
2 ]d and define

φΩ =
(
4dε−dgd

(
4ε−1x

))
∗ χΩ′(x). (28)

The compact support and normalization of gd implies that φΩ|Ω = 1 and φΩ = 0 outside of [−ε, L − ε]d. 
Furthermore, we calculate

|φ̂Ω(ξ)| =
∣∣∣ĝd

(ε
ξ
)

χ̂Ω′

∣∣∣ � e−cα,Ω|ξ|1−α−1

(29)
4
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for a constant cα,Ω, since χ̂Ω′ is bounded. The growth condition on μ, combined with β < 1 − α−1 < 1
means that ∫

Rd

μ(ξ)|φ̂Ω(ξ)| < ∞. (30)

Now consider the function hf = φΩf . Evidently hf = f on Ω and hf is supported on [−ε, L − ε]d. Notice 
further that ĥf = φ̂Ω ∗ f̂ and we calculate∫

Rd

μ(ξ)|ĥf (ξ)|dξ ≤
∫
Rd

∫
Rd

μ(ξ)|φ̂Ω(ξ − ω)||f̂(ω)|dωdξ

=
∫
Rd

⎛⎝∫
Rd

μ(ξ + ω)|φ̂Ω(ξ)|dξ

⎞⎠ |f̂(ω)|dω.

(31)

Now μ(ξ + ω) ≤ μ(ξ)μ(ω), so that we get

∫
Rd

μ(ξ)|ĥf (ξ)|dξ ≤

⎛⎝∫
Rd

μ(ξ)|φ̂Ω(ξ)|dξ

⎞⎠⎛⎝∫
Rd

μ(ω)|f̂(ω)|dω

⎞⎠ � Cf , (32)

where the implied constant depends the value of the integral in (30).
We now rewrite the integral in (32) as

∫
Rd

μ(ξ)|ĥf (ξ)|dξ =
∫

[0,L−1]d

⎛⎝ ∑
ξ∈L−1Zd

μ(a + ξ)|ĥf (a + ξ)|

⎞⎠ da � Cf . (33)

Certainly this means that there must exist an a ∈ [0, L−1]d (depending on f) such that⎛⎝ ∑
ξ∈L−1Zd

μ(a + ξ)|ĥf (a + ξ)|

⎞⎠ � Cf , (34)

where the implied constant only depends upon L and d.
We proceed to apply the Poisson summation formula and the fact that hf is supported in [−ε, L − ε]d to 

conclude that for a.e. x ∈ Ω ⊂ [−ε, L − ε]d we have

f(x) = hf (x) =
∑

ν∈LZd

hf (x + ν)e2πia·ν =
∑

ξ∈L−1Zd

ĥf (a + ξ)e2πi(a+ξ)·x. (35)

Here we have applied the Poisson summation formula to the function g(ν) = hf (x +ν)e2πia·ν , whose Fourier 
transform is easily seen to be ĝ(ξ) = ĥf (a + ξ)e2πi(a+ξ)·x.

Setting cξ = ĥf (a + ξ) we obtain the desired result. �
We now apply Lemma 2 with μ(ξ) = (1 + |ξ|)s to obtain the following corollary concerning the spectral 

Barron space Bs(Ω).

Corollary 1. Let Ω = [0, 1]d and s ≥ 0. Let f ∈ Bs(Ω). Then for any L > 1, there exists an a ∈ L−1[0, 1]d
(potentially depending upon f) and coefficients cξ such that for x ∈ Ω
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f(x) =
∑

ξ∈L−1Zd

cξe2πi(a+ξ)·x (36)

and ∑
ξ∈L−1Zd

(1 + |a + ξ|)s|cξ| � ‖f‖Bs(Ω). (37)

Proof. This follows immediately from Lemma 2 given the characterization of Bs(Ω) and the elementary 
fact that (1 + |ξ + ω|) ≤ (1 + |ξ| + |ω|) ≤ (1 + |ξ|)(1 + |ω|). �

Corollary 1 can be used to improve upon the O(n− 1
2 ) approximation rate of cosine networks obtained in 

[27] when f ∈ Bs(Ω) for s > 0.

Theorem 1. Let Ω = [0, 1]d, 0 ≤ m ≤ s, and f ∈ Bs(Ω). Then there is an M � ‖f‖Bs(Ω) such that

inf
fn∈Σn,M

‖f − fn‖Hm(Ω) � ‖f‖Bs(Ω)n
− 1

2 − s−m
d . (38)

Note that the implied constant in the above theorem depends only upon s, m, and d, but not on f . 
Comparing this with the results in [27], we obtain a dimension dependent improvement similar to what 
can be obtained using stratified sampling [29] for rectified linear networks. However, the improvement in 
Theorem 1, which is obtained via an entirely different argument, is greater and holds for cosine networks. We 
will consider rectified linear networks in the next section. Also, we note that for the Sobolev spaces H d

2 +s(Ω), 
this result already appears in [44]. However, our results apply to the spectral Barron space Bs(Ω), which is 
not quite comparable, but we do have H

d
2 +s+ε(Ω) ⊂ Bs(Ω) (see [51] Lemma 2.5, for instance). Finally, as 

shown in Theorem 6, the rate in Theorem 1 is actually sharp.

Proof. Choose L > 1. Note that all of the implied constants in what follows depend only upon s, m, d and 
L, but not upon f .

By Corollary 1, there exists an a ∈ L−1[0, 1]d and coefficients cξ such that

f(x) =
∑

ξ∈L−1Zd

cξe2πi(a+ξ)·x, (39)

and (here the first estimate follows since |a| ≤ L−d
√

d)∑
ξ∈L−1Zd

(1 + |ξ|)s|cξ| �
∑

ξ∈L−1Zd

(1 + |a + ξ|)s|cξ| � ‖f‖Bs(Ω). (40)

Consider the slightly enlarged set Ω′ = [0, L]d ⊃ Ω. On this larger set, we have for ξ �= ν ∈ L−1Zd

〈e2πi(a+ξ)·x, e2πi(a+ν)·x〉Hk(Ω′) = 0, (41)

so that the frequencies in the expansion (39) form an orthogonal basis in Hk(Ω′). Moreover, their lengths 
satisfy

‖e2πi(a+ξ)·x‖Hm(Ω′) � (1 + |a + ξ|)m
� (1 + |ξ|)m. (42)

Order the frequencies ξ ∈ L−1Zd such that



10 J.W. Siegel, J. Xu / Appl. Comput. Harmon. Anal. 58 (2022) 1–26
(1 + |ξ1|)2m−s|cξ1 | ≥ (1 + |ξ2|)2m−s|cξ2 | ≥ (1 + |ξ3|)2m−s|cξ3 | ≥ · · · . (43)

For n ≥ 1, let Sn = {ξ1, ξ2, ..., ξn} and set

fn =
∑

ξ∈Sn

cξe2πi(a+ξ)·x ∈ Σn,M (44)

for M � ‖f‖Bs by (40).
We now estimate, using (41) and (42),

‖f − fn‖2
Hm(Ω′) =

∥∥∥∥∥∥
∑

ξ∈Sc
n

cξe2πi(a+ξ)·x

∥∥∥∥∥∥
2

Hm(Ω′)

=
∑

ξ∈Sc
n

|cξ|2‖e2πi(a+ξ)·x‖2
Hm(Ω′)

�
∑

ξ∈Sc
n

|cξ|2(1 + |ξ|)2m.

(45)

Using Hoelder’s inequality, we get

∑
ξ∈Sc

n

|cξ|2(1 + |ξ|)2m ≤
(

sup
ξ∈Sc

n

|cξ|(1 + |ξ|)2m−s

)⎛⎝∑
ξ∈Sc

n

|cξ|(1 + |ξ|)s

⎞⎠ (46)

By (40), the second term above is � ‖f‖Bs(Ω). For the first term, we note that (40) implies that

∑
ν∈Sn

|cν |(1 + |ν|)2m−s(1 + |ν|)2(s−m) � ‖f‖Bs(Ω). (47)

Now, by the definition of Sn, we have for every ν ∈ Sn(
sup

ξ∈Sc
n

|cξ|(1 + |ξ|)2m−s

)
≤ |cν |(1 + |ν|)2m−s, (48)

so that (
sup

ξ∈Sc
n

|cξ|(1 + |ξ|)2m−s

) ∑
ν∈Sn

(1 + |ν|)2(s−m)

≤
∑

ν∈Sn

|cν |(1 + |ν|)2m−s(1 + |ν|)2(s−m).

(49)

By (47), we thus have

(
sup

ξ∈Sc
n

|cξ|(1 + |ξ|)2m−s

)
� ‖f‖Bs(Ω)

(∑
ν∈Sn

(1 + |ν|)2(s−m)

)−1

. (50)

The sum 
∑

ν∈Sn
(1 + |ν|)2(s−m) is over n elements of the lattice L−1Zd, from which it easily follows by 

comparison with an integral (see, for instance, [21]) that
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∑
ν∈Sn

(1 + |ν|)2(s−m) � n1+ 2(s−m)
d , (51)

and we obtain (
sup

ξ∈Sc
n

|cξ|(1 + |ξ|)2m−s

)
� ‖f‖Bs(Ω)n

−1− 2(s−m)
d . (52)

Combining this with (45) and (46), we get

‖f − fn‖2
Hm(Ω′) � ‖f‖2

Bs(Ω)n
−1− 2(s−m)

d . (53)

Finally, since Ω′ ⊃ Ω, we get

‖f − fn‖Hm(Ω) ≤ ‖f − fn‖Hm(Ω′) � ‖f‖Bs(Ω)n
− 1

2 − (s−m)
d , (54)

which completes the proof. �
In Theorem 1, we obtained arbitrarily high polynomial rates of convergence for sufficiently smooth func-

tions. Next we generalize this by showing that if the Fourier transform decays at a superpolynomial rate, then 
we can obtain spectral (i.e. superpolynomial) convergence as well. We begin by introducing an exponential 
version of the spectral Barron spaces.

Definition 1. Let Ω ⊂ Rd be a bounded domain and let 0 < β < 1 and c > 0. The exponential spectral 
Barron space with parameters β and c is defined by

Bβ,c(Ω) :=

⎧⎨⎩f : Ω → R : ‖f‖Bβ,c(Ω) := inf
fe|Ω=f

∫
Rd

ec|ξ|β |f̂e(ξ)|dξ < ∞

⎫⎬⎭ , (55)

where the infimum is taken over all extension fe ∈ L1(Rd).

The space Bβ,c(Ω) is quite restrictive, however there it still contains a relatively large class of functions. 
For example, it contains satisfied by any linear combination of Gaussians or any band-limited function, i.e. 
any function whose Fourier transform is compactly supported.

For elements of Bβ,c(Ω), we can prove a superpolynomial convergence rate.

Theorem 2. Let Ω = [0, 1]d, 0 < β < 1, and c > 0. Then for any m ≥ 0, there exists a c′ > 0 such that for 
f ∈ Bβ,c(Ω) and M � ‖f‖Bβ,c(Ω) we have

inf
fn∈Σn,M

‖f − fn‖Hm(Ω) � ‖f‖Bβ,c(Ω)e
−c′nd−1β

. (56)

Note that in this theorem the implied constant and the constant c′ only depend upon β, c, d and m, but 
not on f or n.

Proof. We use a similar argument to the proof of Theorem 1. First, we apply Lemma 2 to the weight 
μ(ξ) = ec|ξ|β , to obtain an a ∈ L−1[0, 1]d and coefficients cξ such that

f(x) =
∑

−1 d

cξe2πi(a+ξ)·x (57)

ξ∈L Z
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and ∑
ξ∈L−1Zd

ec|a+ξ|β |cξ| � ‖f‖Bβ,c(Ω). (58)

As in the proof of Theorem 1, we note that the frequencies e2πi(a+ξ)·x are orthogonal on the enlarger set 
Ω′ = [0, L]d and their norms are bounded by (42).

This time, we order the frequencies ξ ∈ L−1Zd such that

(1 + |ξ1|)2ke−c|a+ξ1|β |cξ1 | ≥ (1 + |ξ2|)2ke−c|a+ξ2|β |cξ2 |

≥ (1 + |ξ3|)2ke−c|a+ξ3|β |cξ3 | ≥ · · · .
(59)

Choosing Sn = {ξ1, ..., ξn} and setting

fn(x) =
∑

ξ∈Sn

cξe2πi(a+ξ)·x ∈ Σn,M , (60)

with M � ‖f‖Bβ,c(Ω), we obtain, using the argument between equations (45) and (46), that

‖f − fn‖2
Hm(Ω′) ≤

(
sup

ξ∈Sc
n

|cξ|(1 + |ξ|)2me−c|a+ξ|β

)⎛⎝∑
ξ∈Sc

n

|cξ|ec|a+ξ|β

⎞⎠ . (61)

By (58), the second factor is � ‖f‖Bβ,c(Ω).
For the first factor, the argument between equations (40) and (47) implies that

(
sup

ξ∈Sc
n

|cξ|(1 + |ξ|)2me−c|a+ξ|β

)
� Cf

(∑
ν∈Sn

e2c|a+ν|β

(1 + |a + ν|)−2m

)−1

. (62)

We now proceed to lower bound the sum on the right by considering its largest term. Since the sum is over 
n elements of the lattice a + L−1Zd, the longest vector, i.e. the largest length |a + ξ| which occurs in the 
sum, must be � n

1
d . In addition (1 + |a + ξ|)2m � e2ε|a+ξ|β for any ε > 0, so we see that there must exist a 

c′ > 0 such that (∑
ν∈Sn

e2c|a+ν|β

(1 + |a + ν|)−2m

)
� e2c′n

β
d . (63)

Plugging this into (62) and (61) and using the fact that Ω′ ⊂ Ω, we get

inf
fn∈Σn,M

‖f − fn‖Hm(Ω) � ‖f‖Bβ,c(Ω)e
−c′n

β
d , (64)

as desired. �
3. Approximation rates for ReLUk networks

In this section, we consider approximation by neural networks with activation function

σk(x) = [max(0, x)]k
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for k = Z≥0 (here we set 00 = 0, i.e. σ0(x) is the Heaviside function). Specifically, we consider approximating 
a function f by elements of the set

Σk
n =

{
n∑

i=1
aiσk(ωi · x + bi) : ωi ∈ Sd−1, bi ∈ R, ai ∈ C

}
, (65)

where we allow the coefficients ai to have arbitrarily large �1-norm.
We will use Lemma 1 to obtain an improved approximation rate for such networks on the spectral Barron 

space Bm(Ω). To do this, we introduce a multiscale approximation of the complex exponentials e2πix using 
splines. We begin by recalling some facts about spline interpolation which will be important in the following 
analysis. We will refer to [17] for most of this material. Note also that similar arguments have been used to 
study the approximation properties of neural networks in one dimension [13,12].

Instead of working directly with σk it is more convenient to introduce the cardinal B-splines

Nk(x) = 1
k!

k+1∑
i=0

(−1)i

(
k + 1

i

)
σk(x − i) ∈ Σk

k+2, (66)

which are compactly supported on [0, k + 1].
Let S k

λ denote the Schoenberg space of piecewise degree k splines on R with knots at λZ. It is well 
known that every spline S ∈ S k

1 can be written as

S(x) =
∞∑

j=−∞
cj(S)Nk(x − j), (67)

where cj are the de Boor-Fix functionals (see [17], section 5.3). Since the knots of the spline are all evenly 
spaced, the functionals cj(S) are all translations of the functional c0, i.e.

cj(S) = c0(S(· − j)). (68)

Moreover, consider change the spacing between the knots, i.e. consider S k
λ . Then, if S ∈ S k

λ , S(λx) ∈ S k
1

and equations (67) and (68) imply that

S(λx) =
∞∑

j=−∞
cj(S(λ·))Nk(x − j), (69)

so that

S(x) =
∞∑

j=−∞
cj,λ(S)Nk(λ−1x − j), (70)

where the functionals cj,λ are given by cj,λ(S) = c0(S(λ(· − j))).
Now, we see from [17], Lemma 4.1 of Chapter 5, that

|cj,λ(S)| ≤ C‖S‖L∞([λj,λ(j+k+1)]), (71)

for a fixed constant C. Thus, by the Hahn-Banach theorem, we can extend the de Boor-Fix functionals cj,λ

to functionals γj,λ on L∞([λj, λ(j + k + 1)]) which satisfy the same bound. This allows us to define the 
quasi-interpolation operators
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Qλ(f) =
∞∑

j=−∞
γj,λ(f)Nk(λ−1x − j), (72)

which are bounded in L∞ (uniformly in λ) and satisfy Q(S) = S for all splines S ∈ S k
λ (see [17], section 

5.4). Note that here and in what follows, we suppress the dependence on k of the operators Qλ and the de 
Boor-Fix functions γj,λ to simplify notation.

We are now in the position to introduce the following multiscale piecewise degree k approximation to 
e2πix. We write

e2πix = Q2−1(e2πix) +
∞∑

l=2

[Q2−l(e2πix) − Q2−(l−1)(e2πix)] =
∞∑

l=1

hl(x), (73)

where

hl(x) = Q2−l(e2πix) − Q2−(l−1)(e2πix), (74)

for l > 1 and h1(x) = Q2−1(e2πix). Since we clearly have S k
2−(l−1) ⊂ S k

2−l , we see that

Q2−l(Q2−(l−1)(e2πix)) = Q2−(l−1)(e2πix),

so that we can rewrite hl as

hl(x) = Q2−l

(
e2πix − Q2−(l−1)(e2πix)

)
= Q2−l(el−1(x)) =

∞∑
j=−∞

αj,lNk(2lx − j), (75)

where the error el−1 is given by el−1(x) = e2πix − Q2−(l−1)(e2πix) and the coefficients αj,l are given by 
αj,l = γj,2−l(el−1).

We have the following lemma concerning this piecewise degree k approximation of e2πix.

Lemma 3. The above expansion of e2πix has the following properties.

• ‖el‖∞ � 2−(k+1)l.
• The coefficients αj,l in equation (75) satisfy |αj,l| � 2−(k+1)l.
• The series in (73) converges in W m,∞(R) for 0 ≤ m ≤ k.

Note that the implied constants in the above lemma and the following proof only depend upon k and 
not upon l or j.

Proof. The first statement follows immediately from Theorem 4.5 in [17], since el(x) = e2πix − Q2−l(e2πix)
and e2πix ∈ W k+1,∞(R).

For the second statement, we note that

|αj,l| = |γj,2−l(el−1)| ≤ C‖el−1‖L∞(R) � 2−(k+1)(l−1) � 2−(k+1)l, (76)

where the first inequality is due to the fact that γj,2−j is a Hahn-Banach extension of the de Boor-Fix 
functional cj,2−j which satisfies (71).

Finally, note that since ‖el‖L∞(R) � 2−(k+1)l → 0, we have that the series in (73) converges in L∞(R) to 
e2πix. We now claim that

‖hl‖W m,∞(R) � 2−(k+1−m)l. (77)
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First, we note that simply by taking derivatives, we get

‖Np(2lx − j)‖W m,∞(R,dx) � 2ml. (78)

Second, the B-splines Nk(2lx − j) are compactly supported and each point x is covered by at most p + 1 of 
them. Hence

‖hl‖W m,∞ =

∥∥∥∥∥∥
∞∑

j=−∞
αj,lNk(2lx − j)

∥∥∥∥∥∥
W m,∞

≤ (k + 1) sup
j

|αj,l|‖Nk(2lx − j)‖W m,∞(R,dx)

� 2−(k+1−m)l,

(79)

since αj,l � 2−(k+1)l.
This means that if m ≤ k, then 

∑∞
l=1 ‖hl‖W m,∞ is summable and hence the sum in (73) converges in 

W m,∞(R). Clearly, its limit must be the same as the limit in L∞ and thus it converges to e2πix. �
Combining the multiscale expansion (73) with Lemma 1 and some ideas from [41], we obtain the following 

theorem.

Theorem 3. Let Ω = [0, 1]d and f ∈ Bs(Ω) for s ≥ 1
2 . Let k ∈ Z≥0 and m ≥ 0, with m ≤ s − 1

2 and 
m < k + 1

2 . Then for n ≥ 2,

inf
fn∈Σk

n

‖f − fn‖Hm(Ω) � ‖f‖Bsn−t log(n)q, (80)

where the exponent t is given by

t = 1
2 + min

(
2(s − m) − 1

2(d + 1) , k − m + 1
2

)

=
{

1
2 + 2(s−m)−1

2(d+1) if s < (d + 1)
(
k − m + 1

2
)

+ m + 1
2

k − m + 1 if s ≥ (d + 1)
(
k − m + 1

2
)

+ m + 1
2

(81)

and q is given by

q =

⎧⎪⎪⎨⎪⎪⎩
0 if s < (d + 1)

(
k − m + 1

2
)

+ m + 1
2

1 if s > (d + 1)
(
k − m + 1

2
)

+ m + 1
2

1 + (k − m + 1
2 ) if s = (d + 1)

(
k − m + 1

2
)

+ m + 1
2

.

Before beginning the proof, we remark that all of the implied constants in the �, �, and � can be seen 
to depend only on s, k, m, d, L and δ (L and δ chosen during the course of the proof), but not on f or n. 
Further, we remark that the suppressed constant may depend exponentially on the dimension, i.e. as Ad for 
some A. Finally, note that the maximal possible rate of s − m + 1, which is achieved for sufficiently large 
s, is exactly the best achievable rate in one dimension. In Theorem 7 we use this fact to show that the rate 
of s − m + 1 cannot be improved upon no matter how large s is. It is an open problem whether such a rate 
can be obtained with less smoothness.

Comparing with other results in the literature, we see for instance that the results in [29] apply to the 
cases k = 1, m = 0 (ReLU) and k = 2, m = 0 (ReLU2). Furthermore, in [51], the general case 0 ≤ m ≤ k is 
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considered. In all of these cases the rate previously obtained was O(n− 1
2 − 1

d ), while the rates in Theorem 3
are O(n− 1

2 − 2k+1
2(d+1) ), which are significantly better for large k and large d. However, the rates in Theorem 3

were obtained without the �1-norm bound on the coefficients as in [29] and [51]. It is open whether the same 
rates can also be obtained with �1-bounded coefficients.

Proof. Choose L > 1. Using Corollary 1, we see that there exists an a ∈ L−1[0, 1]d and coefficients aξ such 
that

f(x) =
∑

ξ∈L−1Zd

aξ(1 + |a + ξ|)−se2πi(a+ξ)·x (82)

and 
∑

|aξ| � ‖f‖Bs . Here the suppressed constant depends potentially exponentially on the dimension, by 
the remarks in the previous section.

We expand e2πi(a+ξ)·x using (73) to get

e2πi(a+ξ)·x =
∞∑

l=1

hl((a + ξ) · x), (83)

which holds in W m,∞(Rd) and thus in Hm(Ω) since Ω is bounded.
Expanding hl using equation (75) and plugging this into equation (82), we obtain (in Hm(Ω))

f(x) =
∑

ξ∈L−1Zd

∞∑
l=1

∞∑
j=−∞

aξαj,l(1 + |a + ξ|)−sNk(2l(a + ξ) · x − j). (84)

Now, since x ∈ Ω, Ω is a bounded set, and Nk is compactly supported, the number of non-zero terms in 
the inner-most sum above is finite. Indexing the values of j for which Nk(2l(a + ξ) · x − j) is non-zero for 
x ∈ Ω as j1, ..., jnξ,l

, we get

f(x) =
∑

ξ∈L−1Zd

∞∑
l=1

nξ,l∑
p=1

aξαjp,l(1 + |a + ξ|)−sψξ,l,p(x), (85)

where

ψξ,l,p(x) = Nk(2l(a + ξ) · x − jp). (86)

A straightforward calculation utilizing the compact support of Nk implies that

‖ψξ,l,p‖Hm(Ω) � 2l
(
m− 1

2
)
(1 + |ξ|)

(
m− 1

2
)
. (87)

Further, note that the number of terms nξ,l satisfies

nξ,l � 2l(1 + |ξ|). (88)

This follows since for x ∈ Ω, y = 2l(a +ξ) ·x takes on values in an interval of length at most 2l|a +ξ|diam(Ω)
and Nk has compact support of size k + 1.

Let δ > 0 to be specified later. We proceed to write

f(x) =
∑

−1 d

∞∑ nξ,l∑
aξ2−l(1+δ)(1 + |ξ|)−1φξ,l,p(x), (89)
ξ∈L Z l=1 p=1
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where

φξ,l,p(x) = 2l(1+δ)(1 + |ξ|)αjp,l(1 + |a + ξ|)−sψξ,l,p(x). (90)

Using (90) and (87) combined with the bound on |αj,l| from Lemma 3, we calculate

‖φξ,l,p‖Hm(Ω) � 2−l(k−m+ 1
2 −δ)(1 + |ξ|)m−s+ 1

2 . (91)

We now observe that by (88) the �1 norm of the coefficients of the φξ,l,p in (89) is bounded, namely

∑
ξ∈L−1Zd

∞∑
l=1

nξ,l∑
p=1

|aξ2−l(1+δ)(1 + |ξ|)−1| =
∑

ξ∈L−1Zd

|aξ|
∞∑

l=1

nξ,l2−l(1+δ)(1 + |ξ|)−1

�
∑

ξ∈L−1Zd

|aξ|
∞∑

l=1

2−lδ

� δ−1‖f‖Bm(Ω).

(92)

We can now apply Theorem 1 in [41] (note that this theorem still applies even though the coefficients in 
(89) are potentially complex) to f to conclude that there exists an

fn =
n∑

i=1
aiφξi,li,pi

(x) (93)

with 
∑n

i=1 |ai| � ‖f‖Bs(Ω) such that

‖f − fn‖Hm(Ω) � δ−1‖f‖Bs(Ω)εn(Φ)n− 1
2 , (94)

where Φ = {φξ,l,p} and εn(Φ) = inf{ε > 0 : Φ is covered by n balls of diameter ε} is the n-covering width 
of Φ.

By choosing δ = k − m + 1
2 > 0 we obtain the result at the endpoint s = m + 1

2 (where the desired rate 
is O(n− 1

2 )) since by (91)

εn(Φ) ≤ ε1(Φ) ≤ sup ‖φξ,l,p‖Hm(Ω) � 1.

For larger s we need to obtain a sharper bound on εn(Φ). We do this by considering the covering number

NΦ(ε) = min{n : there is a covering of Φ by n balls of diameter ε}, (95)

and noting that by definition εn(Φ) = inf{ε > 0 : NΦ(ε) ≤ n}.
Given ε > 0, we cover the set Φ by a single ball of radius ε

2 centered at the origin, and cover each of the 
remaining elements with additional balls. This implies that

NΦ(ε) ≤ 1 +
∣∣∣{φξ,l,p : ‖φξ,l,p‖Hm(Ω) >

ε

2

}∣∣∣ . (96)

We proceed to count the number of φξ,l,p with large norm. This process is messy but relatively straightfor-
ward.

By (91) we must count the indices ξ ∈ L−1Zd, l ∈ Z>0 and s = 1, ..., nξ,l for which

ε � 2−l(k−m+ 1
2 −δ)(1 + |ξ|)m−s+ 1

2 . (97)



18 J.W. Siegel, J. Xu / Appl. Comput. Harmon. Anal. 58 (2022) 1–26
We observe that this condition implies that we must choose ξ so that (1 + |ξ|)m−s+ 1
2 � ε and l so that

2l(k−m+ 1
2 −δ) � ε−1(1 + |ξ|)m−s+ 1

2 . (98)

In addition, for each of these values of ξ and l, we get nξ,l � 2l(1 + |ξ|) different values of p. Combining 
these observations, we see that∣∣∣{φξ,l,p : ‖φξ,l,p‖Hm(Ω) >

ε

2

}∣∣∣ � ∑
ξ∈L−1Zd

|ξ|≤R

(1 + |ξ|)
∑

l∈L(ε,ξ)

2l, (99)

where R � ε
1

m−s+ 1
2 (note that here we require m − s + 1

2 < 0) and L(ε, ξ) consists of indices l which satisfy 
(98). Taking a logarithm, the set L(ε, ξ) can be characterized by

l ≤
(

k − m + 1
2 − δ

)−1 (
− log(ε) +

(
m − s + 1

2

)
log(1 + |ξ|)

)
+ C (100)

for some constant C. Using this bound on l, combined with the fact that 
∑k

l=1 2l � 2k, we get

∑
l∈L(ε,ξ)

2l � ε
−1

k−m+ 1
2 −δ (1 + |ξ|)

m−s+ 1
2

k−m+ 1
2 −δ . (101)

So we get

∣∣∣{φξ,l,p : ‖φξ,l,p‖Hm(Ω) >
ε

2

}∣∣∣ � ε
−1

k−m+ 1
2 −δ

∑
ξ∈L−1Zd

|ξ|≤R

(1 + |ξ|)
1+

m−s+ 1
2

k−m+ 1
2 −δ . (102)

For the final sum, we distinguish between two cases.
First, if m − s + 1

2 > −(d + 1) 
(
k − m + 1

2
)
, then we can choose a fixed δ = δ(s, m, k, d) > 0 small enough 

so that

1 +
m − s + 1

2
k − m + 1

2 − δ
> −d. (103)

In this case, by comparing the sum over the lattice L−1Zd to an integral, the sum in (102) satisfies

∑
ξ∈L−1Zd

|ξ|≤R

(1 + |ξ|)
1+

m−s+ 1
2

k−m+ 1
2 −δ � R

d+1+
m−s+ 1

2
k−m+ 1

2 −δ � ε
d+1

m−s+ 1
2

+ 1
k−m+ 1

2 −δ , (104)

since R � ε
1

m−s+ 1
2 . Combining this with (102) we get

∣∣∣{φξ,l,p : ‖φξ,l,p‖Hm(Ω) >
ε

2

}∣∣∣ � ε
d+1

m−s+ 1
2 . (105)

This implies that for small ε, NΦ(ε) � ε
d+1

m−s+ 1
2 and so

εn(Φ) � n
m−s+ 1

2
d+1 . (106)
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Plugging this into (94), we get

‖f − fn‖Hm(Ω) � δ(s, m, k, d)−1‖f‖Bs(Ω)n
m−s+ 1

2
d+1 n− 1

2 � ‖f‖Bs(Ω)n
− 1

2 − s−m− 1
2

d+1 . (107)

Next, if m − s + 1
2 ≤ −(d + 1) 

(
k − m + 1

2
)
, then for any δ > 0 we get

1 +
m − s + 1

2
k − m + 1

2 − δ
< −d. (108)

In this case, the sum in (102) is summable and we get

∑
ξ∈L−1Zd

|ξ|≤R

(1 + |ξ|)
1+

m−s+ 1
2

k−m+ 1
2 −δ � 1 (109)

if m − s + 1
2 < −(d + 1) 

(
k − m + 1

2
)
, and in the special case where m − s + 1

2 = −(d + 1) 
(
k − m + 1

2
)
, we 

get

∑
ξ∈L−1Zd

|ξ|≤R

(1 + |ξ|)
1+

m−s+ 1
2

k−m+ 1
2 −δ � δ−1. (110)

Combining this with (102) we get

∣∣∣{φξ,l,p : ‖φξ,l,p‖Hm(Ω) >
ε

2

}∣∣∣ � ε
−1

k−m+ 1
2 −δ , (111)

where we need an extra factor of δ−1 in the special case where m − s + 1
2 = −(d + 1) 

(
k − m + 1

2
)
. This 

implies that up to a factor of δ−(k−m+ 1
2 −δ) in this special case, we have

εn(Φ) � n−(k−m+ 1
2 −δ). (112)

Using (94), we get

‖f − fn‖Hm(Ω) � δ−1‖f‖Bs(Ω)n
−(k−m+ 1

2 −δ)n− 1
2 , (113)

where the power of δ is replaced by −1 − (k − m + 1
2 − δ) in the endpoint case. Finally, optimizing over δ, 

we get

‖f − fn‖Hm(Ω) � ‖f‖Bs(Ω)n
−(k−m+1) log(n), (114)

where in the endpoint case the logarithm is taken to the power 1 + (k − m + 1
2).

Combining the results of (114) and (107) with the previously discussed result at s = m + 1
2 , we get

‖f − fn‖Hm(Ω) � ‖f‖Bs(Ω)n
−t log(n)q, (115)

where t = min
(

1 + s−m− 1
2 , k − m + 1

)
and q is given by
2 d+1
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q =

⎧⎪⎪⎨⎪⎪⎩
0 if t < k − m + 1
1 if t < 1

2 + 2(s−m)−1
2(d+1)

1 + (k − m + 1
2 ) otherwise

. (116)

This completes the proof since (86), (90), and (66) imply that φξ,l,p ∈ Σk
k+2. �

In the case where f is highly smooth, i.e. f ∈ Bs(Ω) with s > (d + 1)(k − m − 1
2 ) + m + 1

2 , we obtain, 
up to a logarithmic factor, an approximation rate of O(n−k−1+m) in Hm(Ω). We state this as a separate 
theorem.

Theorem 4. Let Ω = [0, 1]d, k ∈ Z≥0 and m ≥ 0, with m < k + 1
2 . Suppose that f ∈ Bs(Ω) for s sufficiently 

large, specifically

s > (d + 1)
(

k − m + 1
2

)
+ m + 1

2 .

Then for n ≥ 2,

inf
fn∈Σk

n

‖f − fn‖Hm(Ω) � ‖f‖Bsnm−(k+1) log(n). (117)

Further, the special case s = 1
2 , m = 0 shows that the approximation rates obtained in [4] apply to a 

significantly larger class of functions if the �1-coefficient bound on the neural network is dropped.

Theorem 5. Let Ω = [0, 1]d and f ∈ Bs(Ω) for s = 1
2 . Suppose that σ is an arbitrary sigmoidal function. 

Then

inf
fn∈Σσ

n

‖f − fn‖L2(Ω) � ‖f‖Bsn− 1
2 , (118)

where

Σσ
n =

{
n∑

i=1
aiσ(ωi · x + bi) : ωi ∈ Rd, bi ∈ R, ai ∈ C

}
. (119)

This result is obtained for f ∈ B1(Ω) by Barron [4]. Here we show that in fact the condition f ∈ B
1
2 (Ω)

is sufficient.

Proof. By Theorem 3, the result holds if σ = σ0 is the Heaviside function. For general sigmoidal σ, the 
result follows by noting that limt→∞ ‖σ(t(ω · x − b)) − σ0(ω · x − b)‖L2(Ω) → 0 for any b and ω. �
4. Lower bounds for cosine networks

In this section, we derive lower bounds which complement Theorems 1 and 3. We begin with lower bounds 
on the approximation rate of cosine networks on Bs(Ω). In particular, we show that the approximation rate 
of Theorem 1 cannot be substantially improved when m = 0, i.e. when we are approximating in L2(Ω). We 
prove this even when the coefficients are only required to be bounded in �∞, i.e. when approximating from 
the set

Σ∞
n,M =

⎧⎨⎩
n∑

aje2πiθj ·x : θj ∈ Rd, aj ∈ C, |ai| ≤ M

⎫⎬⎭ . (120)

j=1
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We have the following result.

Theorem 6. Let Ω = [0, 1]d and s ≥ 0. Then we have

lim sup
n→∞

[
sup

‖f‖Bs(Ω)≤1
inf

fn∈Σ∞
n,M

‖f − fn‖L2(Ω)

]
n

1
2 + s

d +ε = ∞ (121)

for any M, ε > 0.

Lower bounds for the σk activation function were obtained for k = 0 obtained in [41] and for k ≥ 1 in 
[29]. However, for σk the lower bounds obtained do not match the best known rates. This gap has recently 
been closed in [50]. In contrast, Theorem 1 combined with Theorem 6 gives the optimal approximation rate 
for cosine networks on the spectral Barron space Bs(Ω).

We also remark that a similar lower bound is obtained in section 7.2 of [11]. However, the lower bound here 
is in terms of approximation by dictionary expansions where the size of the dictionary depends polynomially 
upon the number of terms. In this case the correct tool is to find large hypercubes with the given class [18]. 
In contrast, the result we prove applies to the infinite, even non-compact dictionary of Fourier modes and 
the tool used is the metric entropy. As a consequence, we must assume that the coefficients are bounded. 
We are not quite sure how to remove this assumption completely although it can be relaxed to a bound 
which grows polynomially with the number of terms n.

Proof. The argument is a modification of the methods in [29,41]. The main new difficulty is in dealing with 
the non-compactness of the set {e2πiθ·x : θ ∈ Rd} ⊂ L2(Ω).

Suppose to the contrary that for some M, ε > 0, we have

sup
‖f‖Bs(Ω)≤1

inf
fn∈Σn,M

‖f − fn‖L2(Ω) � n− 1
2 − s

d −ε. (122)

For R > 0 consider the set

S(R) = {φω(x) := (1 + |ω|)−se2πiω·x : ω ∈ Zd, |ω|∞ ≤ R}.

In the following proof all of the implied constants are independent of R.
The elements φω ∈ S(R) are orthogonal in L2(Ω) and satisfy ‖φω‖L2(Ω) = (1 + |ω|)−s � R−s. In addition, 

it is clear that ‖φω(x)‖Bs(Ω) ≤ 1.
We now make use of the following combinatorial fact which follows from Berge’s theorem (see [6,28]): 

given a set S of size n, there exist at least 2cn subsets of S whose pairwise symmetric differences are at least 
n
4 , where c > 0 is a universal constant (i.e. independent of n).

We apply this to the set S(R) to see that there are subsets S1, ..., SN ⊂ S(R) with N = 2cRd , such that 
for any i �= j, we have |Si − Sj | ≥ 1

4Rd. Consider the elements φi ∈ Bs(Ω) defined by

φi(x) = 1
Rd

∑
φω∈Si

φω(x). (123)

We clearly have ‖φi(X)‖Bs(Ω) ≤ 1. Moreover, since |Si − Sj | ≥ 1
4Rd, ‖φω‖L2(Ω) � R−s, and the φω are 

orthogonal, we see that for i �= j
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‖φi(x) − φj(x)‖L2(Ω) = 1
Rd

∥∥∥∥∥∥
∑

φω∈Si−Sj

φω(x)

∥∥∥∥∥∥
L2(Ω)

� R−s

Rd

√
|Si − Sj | ≥ R−s− d

2

2 .

(124)

Thus, we have at least N = 2cRd elements φi which satisfy ‖φi(x)‖Bs(Ω) ≤ 1, and such that every pair 
differs by at least δ � R−s− d

2 in L2(Ω). Note that we could also have obtained this from [29], Lemma 1 in 
section 2.2.

By (122) there exist φi,n ∈ Σn,M which satisfy

‖φi,n − φi‖L2(Ω) ≤ δ

6 , (125)

for an n which satisfies

n � δ− 2d
d+2s+2dε � R

d(2s+d)
2s+d+2dε = Rd−t, (126)

where t(s, d, ε) > 0.
Let PR denote the projection onto the space spanned by S(R), i.e. onto the space spanned by the 

frequencies e2πiω·x for ω ∈ Zd, |ω|∞ ≤ R. Consider the projection PR(e2πiθ·x) for θ ∈ Rd. We calculate

‖PR(e2πiθ·x)‖2
L2(Ω) =

∑
ω∈Zd

|ω|∞≤R

∣∣∣∣∣∣∣
∫

[0,1]d

e2πi(θ−ω)xdx

∣∣∣∣∣∣∣
2

≤ 1
(2π)2d

∑
ω∈Zd

|ω|∞≤R

d∏
i=1

1
|θi − ωi|2

.

(127)

Choose K large enough such that ‖PR(e2πiθ·x)‖L2(Ω) ≤ δ
6nM as long as |θ|∞ ≥ K. By (127) and (126), 

this will be guaranteed if

K ≥ R + 6
(2π)d

δ−1MnR
d
2 � Rs+2d−t, (128)

and so we can choose K � Rs+2d−t.
We proceed to truncate the φi,n ∈ Σn,M at frequencies with magnitude K. In particular, if

φi,n =
n∑

j=1
ai,je2πiθi,j ·x, (129)

we set T K
i = {j : |θi,j |∞ ≤ K} and

φK
i,n =

∑
j∈T K

i

ai,je2πiθi,j ·x. (130)

Our choice of K guarantees that

‖PR(φK
i,n) − PR(φi,n)‖L2(Ω) ≤ δ

, (131)
6
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which implies that

‖PR(φK
i,n) − φi‖L2(Ω) ≤ ‖PR(φK

i,n) − PR(φi,n)‖L2(Ω) + ‖PR(φi,n − φi)‖L2(Ω)

≤ δ

6 + δ

6 = δ

3 ,
(132)

since Pr(φi) = φi.
We now conclude that for i �= j, we have

‖φK
i,n − φK

j,n‖L2(Ω) ≥ ‖PR(φK
i,n) − PR(φK

j,n)‖L2(Ω)

≥ ‖φj − φi‖L2(Ω) − ‖PR(φK
j,n) − φj‖L2(Ω) − ‖PR(φK

i,n) − φi‖L2(Ω)

≥ δ − δ

3 − δ

3 = δ

3 .

(133)

However, on the other hand, we calculate that

‖e2πiθ1·x − e2πiθ2·x‖2
L2(Ω) =

∫
[0,1]d

|1 − e2πi(θ1−θ2)·x|2dx � |θ1 − θ2|2. (134)

We now cover the cube CK = {θ : |θ|∞ ≤ K} with N1 frequencies ν1, ..., νN1 such that for every θ ∈ CK , 
there exists an i with

‖e2πiθ·x − e2πiνi·x‖L2(Ω) ≤ δ

18nM
. (135)

By the above calculation, this can be done with

N1 � (KnMδ−1)d � R(2s+ 5
2 d−t)d, (136)

where here we have taken into account the dependence of K, n and δ on R.
Further, we consider the cube

AM = {�a = (a1, ..., an) : |ai| ≤ M},

which we can cover with N2 elements �a1, ..., �aN2 such that for every �a ∈ AM , there is an index i with 
|�a − �ai|1 ≤ δ

18 . We can do this with

N2 � (Mnδ−1)2n � M2Rd−t

R2(s+ 3d
2 −t)Rd−t

, (137)

where the 2n is because the components of �a can be complex, we have expanded δ and n in terms of R, and 
used that fact that if each component differs by δ/18n, then the �1-norm differs by at most δ/18 as well.

Given a

φK
i,n =

∑
j∈T K

i

ai,je2πiθi,j ·x, (138)

we proceed to perturb each of the θi,j to one of the frequencies νi and the coefficients ai,j to one of the �aj . 
By the preceding analysis, we can thus land at one of

N̄ = N2Nn
1 � R(2s+ 5

2 d−t)dRd−t

M2Rd−t

R2(s+ 3d
2 −t)Rd−t

(139)
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elements by perturbing φK
i,n by at most M δ

18M + δ
18 = δ

9 . Since for i �= j, φK
i,n and φK

j,n differ by at least δ
3

from (133), we see that they must all land at distinct elements after this perturbation. This implies that

N = 2cRd ≤ N̄ � R(2s+ 5
2 d−t)dRd−t

M2Rd−t

R2(s+ 3d
2 −t)Rd−t

. (140)

Taking the logarithm and keeping only the dependence on R, we get

Rd � (log(R) + 1)Rd−t, (141)

which yields a contradiction by taking R → ∞, since t > 0. �
Finally, we consider lower bounds for ReLUk notworks. In the following theorem, we show that the 

maximal rate of k − m + 1 obtained in Theorem 3 cannot be improved upon when approximating from Σk
n

regardless of the level of smoothness s. The argument is relatively straightforward and simply reduces to 
the one-dimensional case.

Theorem 7. Let Ω = [0, 1]d, s ≥ 0, k ∈ Z≥0, and 0 ≤ m ≤ s. Then there is a function f ∈ Bs(Ω), such that

inf
fn∈Σk

n

‖f − fn‖Hm(Ω) � nm−(k+1). (142)

Proof. Consider the function

f(x) = e2πix1 ∈ Bs(Ω). (143)

This is a function of only one coordinate, which allows us to extend the lower bound in one dimension 
obtained in [36] to higher dimensions. Specifically, we make the following simple observation,

‖f − fn‖2
Hm(Ω) ≥

∫
Rd−1

‖e2πix1 − fn(x1, x>1)‖2
Hm([0,1],dx1)dx>1. (144)

This holds since derivatives with respect to variables other than x1 will only increase the norm.
Now, for each possible value of x>1, fn(·, x>1) is a one-dimensional piecewise polynomial function with 

at most n breakpoints. Since e2πix1 is not a piecewise polynomial function, the results in [36] imply that

‖e2πix1 − fn(x1, x>1)‖2
Hm([0,1],dx1) � n−2(k−m+1). (145)

So we get

‖f − fn‖2
Hm(Ω) ≥

∫
Rd−1

‖e2πix1 − fn(x1, x>1)‖2
Hm([0,1],dx1)dx>1

� n−2(k−m+1),

(146)

as desired. �
5. Conclusion

We have shown that the approximation rates of neural networks with a cosine activation function or 
powers of a rectified linear unit as an activation function can be significantly improved beyond O(n− 1

2 ) for 
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sufficiently smooth functions. In relation to the finite element method, this shows that a highly adaptive
grid can lead to a significantly improved approximation rate for low degree piecewise polynomial functions.

Further work which remains is understanding how much the approximation rates can be further improved 
when utilizing deeper networks. In particular, we believe that our techniques can be combined with the 
methods in [9,15] to obtain better rates for approximation of higher dimensional functions by deep neural 
networks.
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