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Abstract—Suppose an undirected graph is observed over time.
Its structure (i.e., nodes and edges) remains the same but the
measurements taken at the nodes may vary over time. This paper
proposes a method that simultaneously performs the following
two tasks: (i) it detects change points in the time domain, and
(i) for each time interval between any two consecutive detected
change points, it partitions the nodes into different clusters
of similar measurements. The method begins with recasting
the problem into a model selection problem and employs the
minimum description length principle to construct a selection cri-
terion for which the best fitting model is defined as its minimizer.
A practical algorithm is developed to (approximately) locate this
minimizer. It is shown that the model selection criterion leads
to statistically consistent estimates, while numerical experiments
show that the method enjoys promising empirical properties. To
the best of the authors’ knowledge, the proposed method is one
of the first that performs simultaneous change point detection
and node clustering for time series of graphs.

Index Terms—graph denoising, graph-guided fused lasso,
group fused lasso, minimum description length principle, smooth-
ing proximal gradient descent

I. INTRODUCTION

ONSIDER the following situation. Suppose we would

like to study criminal activities in a certain region
over time. We could first partition the region into different
administrative districts, where each district is represented
by a node in a graph. Two nodes are connected if their
corresponding districts share a common border. For each node
weekly measurements are taken over a time period. These
measurements can be the weekly total numbers of reported
crime incidents in the district, or they can be the numbers of
certain crime incidents such as burglary. With this setup, we
can model the crime measurements as a time-evolving graph,
and see if the crime activities change over time, or if they are
spatially correlated in the sense that adjacent districts have
similar patterns.

This problem can be formalized as follows. Suppose a
time-evolving graph is observed at time ¢ = 1,...,7. The
number of nodes and the node connectivity (i.e., edges)
remain unchanged over time, although the noisy measurements
observed at the nodes may change. We use p to denote the
number of nodes, n; ; to denote the number of measurements
observed in the ith node at time ¢, and x; ; ; to denote the jth
measurement (i.e., 7 = 1,...,n;;) of the ith node at time ¢,
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where ¢ =1,...,pand ¢t =1,...,T. The values of the n;;’s
are typically small, and could even be zero for some ¢,7; i.e.,
no measurement. For all {¢,4, j}, we model the measurements
Z4,;,; as realizations of normal random variables X ; ; that
satisfy

independent 2
Xt,i,j ~ N(ﬂt,ua ),

where f3;; is the true signal value for the ith node at time ¢,
and o2 is the noise variance. The goal is to, given the data
Z¢ 4,5, estimate the signal 5, ;. Of course, an unbiased estimator
for B is Z;Zl Ty4j/ne,i (f ng; > 0), the sample average.
However, this estimator is of high variance if n;; is small,
which is quite common for many real data problems, where
it is typical to have n; ; = 1 for some {¢,7}. We consider the
setting when both p and T are fixed, while all n;;’s go to
infinity at the same linear rate.

To obtain improved estimates for /3, ;, two additional as-
sumptions are imposed. First we assume that the underlying
signal is temporally smooth. Specifically, we assume that there
exists a sequence of M time points 1 <t < ... <ty <T,
called change points, such that all the signal /3, ;’s are the
same between any two consecutive change points. Write
/Gt = (6t,176t,27 ...,,Bt)p)—r, to = 1 and tM+1 =T + 1. This
assumption implies that 3, = B; if t; < s,t < tg4 for all
k=0,...,M.

In addition to temporal smoothness, we also assume the
signal is “spatially” smooth, in the sense that two nodes that
are connected by an edge tend to have more similar values
of f;; than nodes that are not. We formalize this idea by
assuming that, at any time point ¢, the nodes can be partitioned
into different connected subgraphs in such a way that all the
nodes within the same cluster share the same signal value. In
below we shall call these subgraphs clusters. In other words,
if at time ¢ the ¢th and /th nodes are in the same cluster, then
Bt,i = Be,;. Note that the clusters may change at the change
points t1,...,ta.

It is straightforward to estimate the underlying signal 3; ;’s
if the change points and the cluster structure are known; it will
simply be the average of the relevant x; ; ;’s; see (17) below.
In this paper, however, we do not assume the change points
nor the cluster structure are known, and we will estimate them
as well as the 3;;’s. We first recast this problem as a model
selection problem and invoke the minimum description length
(MDL) principle [1], [2] to select a best-fitting model as our
final answer. As a model selection criterion, MDL defines the
best model as the model that compresses the data into the
shortest code length for storage. It has been shown to produce
excellent results in various model selection problems in signal



and image processing; e.g., [3], [4], [5], [6], [7]. In particular,
in the context of image segmentation, it has been shown by [8]
and [9] that MDL produces superior solutions when comparing
to other popular model selection criteria including AIC, BIC
and cross-validation. We believe that similar results will hold
for the current problem and therefore MDL is used here to
select a best-fitting model.

To the best of the authors’ knowledge, the current paper
is one of the first that considers the problem of simultaneous
change point detection and node clustering for time series of
graphs, although various authors have considered other differ-
ent but similar problems. For example, the MDL principle was
used by [10] for offline change point detection and community
detection in time series of dynamic networks. Notice that the
focus of their work is to model the edge behavior of the
networks and no theoretical results are provided. A so-called
Spectral Scan Statistic was derived by [11] to test if the signal
over a given graph is constant, or is piecewise constant over
two subgraphs. Lastly, a commonly studied problem is change
point detection for time-varying Gaussian graphical models.
A popular approach is to impose different kinds of I; type
penalties to encourage sparsity and smoothness across time so
that the entries of the precision matrix are piecewise constant
or slowly varying over time; e.g., [12], [13], [14], [15].

Finally, we note that a general categorization of different
types of changes in dynamic networks is proposed by [16].
The changes that we consider in this paper belongs to a
specific type called “extra information changes,” as the nodes
in the networks contain additional information (i.e., the signal
value). Another major contribution of [16] is the definitions of
different scalar-valued metrics that characterize various crucial
network properties at different time points. Based on these
metrics, an exponentially weighted moving average control
chart was designed and used for online change point detection.
Other recent works for online detection for changes in link or
edge properties in dynamic networks include [17], [18].

II. METHODOLOGY

To make the presentation more digestible, we begin with
deriving in Section II-A the MDL solution for the case when
there is no change point; i.e., the homogeneous case. Then in
Section II-B we will extend to the general case that allows for
change points.

A. Homogeneous Case

This subsection assumes the cluster structure stays the same
across different times. That is, there is no change point and
Bii = B for all {t,i}. The task is to estimate the cluster
structure, which includes the number of clusters as well as the
cluster membership for each node; i.e., which cluster the node
belongs to. Let d be the number of clusters (so 1 < d < p)
and write the cluster membership for the ith node as ¢;; i.e.,
the ¢th node belongs to the c;th cluster, where 1 < ¢; < d.
Let ¢ = {c1,¢2,...,¢p} and P = {1,052, ..., 0p}. For the
homogeneous case the goal is to estimate d, ¢ and P.

As mentioned before, MDL defines the best fitting model
as the one that enables the best compression of the data, or

in other words, the one that produces the shortest code length
of the data. This idea can be formalized as follows. If we
write CL(z) as the code length of z, then the code length
CL(“data”) of the observed data can be decomposed into two
parts, a model F plus the corresponding residuals é:

CL(“data™) = CL(F) + CL(Z|F), M

and the best model is the one that minimizes CL(“data”). Here
F = {d,e,P} and note that the dependence of £ on F is
stressed in the notation of the last term.

To minimize (1) we need a computable expression for
CL(“data”) and we begin by calculating CL(F), which can
be further decomposed into

CL(F) = CL(d) + CL(c) + CL(P). 2)

According to [1], it takes approximately log([) bits to encode
an integer I with upper bound unknown, and approximately
log(I,,) bits with a known upper bound I,. To encode the
number of clusters d, we assume d = O(p), which aligns
with our computational algorithms below. This gives

CL(d) = log(d). (3)

For ¢, it takes log(d) bits to encode each ¢;. Then we have

c) = Z log(

Next we calculate CL(P), and we need the maximum likeli-
hood estimate (MLE) of the f3;’s. If the ith node belongs to
the rth cluster (i.e., ¢; = r), the MLE of ; is

. Zf 12(1 Cq=T Z”tiftqj
Bi = ; &)
Zt:l Zq,cq:r

which is simply the average of all the observations of all the
nodes belonging to the rth cluster at all time. By [1], to encode
an MLE, the code length is %logN if N observations are
used for the estimation. For ;, this number is given by the
denominator of (5), and hence

C(P:Z logZZn“ (6)

t=1i,c;=r

d) = plog(d). “4)

Notice that although there are p of the B;’s, there are only d
distinct values of them, as there are only d < p clusters around.
Therefore the upper limit of the first summation in (6) is d not
D.

Now substitute (3), (4) and (6) into (2) we have

+Z Lo 3 o)

t=114,c;=r

Lastly we calculate the last term CL(E|F) of (1), which,
according to [1], is given by the negative log (base 2)
of the likelihood of the fitted model. With the Gaussianity
assumption X;; ; ~ N(B;,02) for all {t,i,j}, the negative
log-likelihood is

CL(F)=(p+1)log(d

%log(27r) + glog(az) +



where n = ZtT:l >-F  n; is the total number of observa-

tions. The MLE f; for §; is given by (5), while the MLE for
2

o° is
d
1
= — ) SSE,,
n
r=1
where SSE, = Y/ 3, o S (0, — Bi)? is the sum

of squared errors of the rth cluster.
Plugging these MLEs f3; and &2 into (8), we obtain the code
length of the residuals &£

CL(E|F) = glog(Zﬂ - 1og

Z SSE,) g 9)

and from (1), (7) and (9), the overall code length is
= CL(}") + CL(é|f)

+Zflogz Z N

t=1 i,c;=r
+2 (1ZSSE)+
—log(= -
2 gnrzl

Ignoring constant terms we arrive at the following MDL
criterion for the homogeneous case, and the best-fitting model
is defined as its minimizer:

(p+1)log(d +Z log Z Z nei)+

t=11d,c;=r

CL(“data”)

=(p+1)log(d g log(2m)

d
n 1
+—log(— SSE,.
5 los( 7; )

(10)

B. Heterogeneous Case

This subsection considers the heterogeneous case where the
cluster structure and the signal values are allowed to change
at change points. The number M and the locations 7 =
{t1,ta,...,tar} of such change points are unknown and need
to be estimated, and we will continue to use MDL. With M
change points, the time line is partitioned into M +1 intervals,
where the mth interval is [tp,—1,tm) form =1,..., M + 1.
We write the number of clusters in the mth interval as d(™)
and the cluster membership as (™ = {c{™ {™ _ cimh,
i.e., in the mth interval the ¢th node belongs to the cgm)th
cluster. We write C = {c), c®, .. c¢MtDY and P =
{B1,B2,...,87}, and hence the model is F = {T,C,P},
which leads to the code length decomposition:

CL(F) = CL(T) + CL(C) + CL(P). (11)

To encode T, we first need to encode the number of the change
points and then the actual locations of the change points. As
there are M change points, the code length is log(M + 1),
where the additional 1 is used to distinguish M = 0 and
M = 1. The locations of change points 7 can be encoded by
using the length of the time intervals (¢,,, — ¢, —1)’s. Therefore
combining the two we have

12)

M
=log(M + 1) + Z log(tm — tm—1)-

m=1

CL(T)

It is understood that in (12) the last term of CL(7") reduces to
0 when there is no change point (i.e., M = 0), which implies
CL(7) =0 when M = 0.

Once T is encoded, it becomes the homogeneous case for
each time interval. Using similar arguments as before, we have

M+1

> (p+1)log(d™)

m=1

CL(C) = 13)

and

M+1d0™ tm—1

= 5H I DD SR

m=1 r=1 t=tm— 116(”1)

(14)

r

Combining (11) to (14), we have

Z log(t., —1)

m=1

CL(F) =log(M + 1) +

M+1
+ Z (p + 1) log(d™)

m=1

M+1 d(m) tm—1

IIDIED oD I

m=1 r=1 (m) _

5)

tom— l’LC

Similarly, the code length of the residuals £ is
1 Ml dm
DY s 4

m=1 r=1
(16)

CL(E|F) = g log(27) + = 1og

where

tm—1 Ni,i

Z Z thz,] 5tz

t=tm—1 zc(m)

SSE{™ =

with Bt,i being the MLE of 3, ;

tm—1 Ns,
A Zsltmfl Zq,cgm)m' Z]if Ls,q.5
By = 2 S
ZS:tmfl Zq7c{(lm):7“ ns,q

Now adding (15) and (16) together and omitting constant
terms, the MDL criterion for the heterogeneous case is

MDL(T,C) =log(M + 1) Z log(tm — tm—1)
M1
+ Y (p+1)log(d™)
m=1
M41d") ton—1 (18)

535 LI SIS S

m=1 r=1 t tim— 11p(m),r

M+1 dtm

Z Z SSE(™).

mlrl

Note that in the notation of the above MDL criterion, P is
dropped from its argument list. It is because once 7 and C are
specified, P can be uniquely estimated by (17). Note also that
the dependence on M of the MDL criterion is not explicitly

log



shown in its notation, but it is implicitly implied through 7.
Lastly, notice that when there is no change point, MDL(T, C)
reduces to (10).

To sum up, we propose to estimate the change points
T = {t1,ta2,...,tar} and the cluster structures C =
{eW @ .. M+ (and the signal P = {81, B2, ..., Br}
) as the minimizer of MDL(7,C):

{T,C} = argmin %MDL(T, 0). (19)
T,

C

Since in general (19) cannot be minimized in real time, the
proposed method is for offline change point detection. This
is different from online monitoring of change points, where a
carefully designed control chart is typically used.

C. Theoretical Properties

This subsection establishes the statistical consistency of the
MDL solution {7,C} defined by (19). The proofs of the
following results can be found in Appendixes A to E.

We need the following regularity conditions. First, for all
N > 0, it is assumed that there exist an Ny > 0 such that
whenever n > N,

ng; >N forall 1<i<p 1<t<T. (20)
This condition guarantees that the numbers of observations
in all node m;;’s go to infinity when the total number of
observations n goes to infinity. Second, it is assumed that
Nt 4

s

lim for all
n—oo n

=Vt 1<i<p,1<t<T, (21
where the 7, ;’s are some non-negative constants that sum to
one. This condition ensures that the numbers of observations
ny4’s for the nodes grow at the same linear rate.

We also assume the conditions that were listed at the
beginning of Section II for the change points and signal. We
denote the true model as {7°,C%: T° = (49,49, ...,8%,0
and C0 = {c®M) 0@ . OMHEDL " where M) =
{30 5t ™Y We have the following lemma.

Lemma 1. Suppose the total number of clusters Z%ill dm
is known. Under the model assumptions and Conditions (20)
and (21), the MDL criterion (19) gives

T—T%as. and C—C° as.
Lemma 1 is based on the assumption that the total number

of clusters is known, which can be unrealistic for many real
data problems. This assumption can be relaxed.

Theorem 1. Assume the conditions of Lemma 1 with the
exception that the total number of clusters ng;l dm) s
unknown. The MDL criterion (19) gives

and C —C° a.s.

T =T as.

ITII. PRACTICAL MINIMIZATION OF MDL(T,C)

Even for moderate sizes of p and T, direct minimization
of (18) is by no means a trivial task. This section develops
a practical procedure to tackle this task. The idea is to first
construct a function that can be used to generate a set of good
candidate models relatively quick, and then select the final
model from these candidate models as the one that gives the
smallest value of MDL(T,C). We shall call such a function
a candidate model generating function. The idea is similar
to, in the context of variable selection in linear models, first
apply lasso to quickly generate a set of candidate models on
its solution path, and then use a model selection criterion such
as BIC to select the best model from these candidate models.

We need some notation to proceed. Let y;; be the
average of all the observations within the 4th node at

time t; ie. yi,; = Tt; = n} Z;L;l Ty, and write
Y: = (Ye1,Y2,-Ytp) for t = 1,...T, and ¥ =
(Y;,Y,",...,Y,)T; hence Y is a vector of length p x 7.
Let M = (N1 1yeeey Ml py M2 1y N pyeees M1y ooy NTp) |

be the vector of the numbers of observations for the nodes,
and B = (8,8, ,...,B87)" be the vector of the true signal,
where B¢ = (81,52, Btp) for t = 1,...,T. Then the
goal is to retrieve the underlying signal B from its noisy
version Y’

o2

iid.
Yri = Pri+eri, e ~ N(O

)

under the assumptions of temporal and spatial smoothness.

)
N5

A. Construction of A Candidate Model Generating Function

The goal of a candidate model generating (CMG) function
is to quickly generate a set of good candidate models with
small values of MDL(7,C). Thus for the current problem,
a good CMG function should produce models that are both
temporally and spatially smooth, and yet maintain good data
fidelity. One natural way to construct such a function is to
combine three terms together: a penalty term that encourages
temporal smoothness, a second penalty term that encourages
spatial smoothness, and lastly a loss term that measures data
fidelity.

We begin with the temporal smoothness assumption, which
prefers signals close in time to have similar values (except
at the change points); i.e., B¢+1 ~ B;. This suggests the
following penalty term

T-1
0(B) =M Y [1Brs1 — Billz, (22)

t=1

where )\ is a tuning parameter and ||.||2 is the vector /o-norm.
This is in similar spirit as the penalty used in the fused lasso
of [19] and the generalized total variation denoising method
of [20].

For the spatial smoothness assumption, we borrow the
idea from graph-guided-fused-lasso [21], [22] to construct the
penalty term. First, let E be the set of all connected edges in
the graph:

E = {(i, k) : the ith and kth nodes are connected, 1 < i, k < p}.



Recall that the node connectivity of our graph is assumed
constant over time, so E does not change over time. Next,
define a matrix G in such way that if (i,k) € E, then one
row of G is all zeros except the ¢th entry is 1 and the kth
entry is —1. Note that G is of size | E| X p, and is not unique
as its rows can be permuted, but it will not affect the final
results. Here we suggest using the following penalty term for
spatial smoothness:

T
0(B8) = X2 Y _IIGBh, (23)

t=1
where \q is a tuning parameter and ||.||; is the vector {1-norm.

Lastly, we need a data fidelity term and a natural candidate
is the loss

T p
BIY.n) =3 s — B @24
t=1 i=1
Combining (22), (23) and (24), our CMG function is
fBY.n) = UBIY,n)+Q(B)+2(B)
= 1(BY,n)+Q(B), (25)

where Q(3) = Q1(8)+Q2(8). Thus, given a pair of (A1, A2),
one can generate a good candidate model by minimizing (25).

B. Generating Candidate Models with the CMG Function

Although the penalty (8) is not smooth, (25) can still
be approximately minimized in the following manner. First,
using the smoothing proximal gradient method of [23], we
obtain a smooth approximation of 2(3) so that its gradient
with respect to 3 can be derived. Then we apply the fast
iterative shrinkage-thresholding algorithm (FISTA) of [24] to
carry out the minimization. This procedure is summarized
in Algorithm 1, and technical details such as the smooth
approximation of )(3) are referred to Appendixes F to J.

The time complexity of Algorithm 1 can be as low as
O(kmaxT (| E| + p)), as long as sparsity is utilized in those
matrix multiplications involved in the algorithm. Notice that
this algorithm needs to be applied multiple times for different
pairs of (A1, A2). Also notice that a global optimization is
virtually infeasible, as the time complexity for change point
detection is O(T?) if one uses dynamic programming [25],
and the time complexity for node clustering for each interval
is of polynomial rate. Therefore, the use of Algorithm 1 offers
substantial computational advantages.

We note that the output from Algorithm 1 does not produce
exactly the same value for (3, ;’s that belong to the same
time interval and cluster. For example, suppose for a certain
node Algorithm 1 returns 3 = (1.0,1.1,0.9,2.3,2.2,2.3,2.2)
for t = 1,...7, which signifies there is a change point
at t = 4. To circumvent this issue, we conduct a fast
scanning operation that will adjust the values to ,3 =
(1.0,1.0,1.0,2.25,2.25,2.25,2.25). Details of the scanning
operation are summarized as Algorithms 2 and 3 in Ap-
pendix K. Note that the time complexity for this scanning
operation is O(T'p).

Thus, by performing the above steps, we can quickly obtain
a good candidate model {7, C} for a given pair of (A1, A2). As
an optional step, we can generate more good candidate models
by perturbing {'T ¢ }, such as removing a change point in T.

Lastly, we comment on the choice of (A1, A2), for which in
practice depends on the scale of the observations. Specifically,
a large 7" usually requires large values of \;, while A, depends
on the number of edges | E| of the pre-specified graph G. One
may start with choosing a range of values (A" ... Apax)
for A\; and another range (A", ... AI®X) for \,. Then
calculate the MDL(7,C) values of all the candidate models
obtained from every pair of (A1, A2). If the minimum value of
MDL(T,C) occurs with a candidate model that corresponds
to A\ = /\Ilnin or Ay = A"®, one would need to decrease
the value of A\ or increase the value of \I®*; similarly for
Ag. Otherwise, one can deem that the original choices for the
ranges for A\; and Ao are reasonable. Also, after identifying
such suitable ranges for A\; and A5, one can try more choices of
(A1, A2) within these ranges (i.e. higher resolution) to achieve
better results. See also [26] [27] for practical methods for
choosing the initial ranges of values for A; and \o.

Algorithm 1 FISTA for minimizing (25)

Require: Y, n, C derived by (43), (44) and (45), B,
Lipschitz constant L derived by (49) or (50), D derived
by (46), desired accuracy €, A1, A2, kmax

I p=55,0=1

2: for k£ =0,1,... until B converges or k > kyax do
3:  Compute o* ¥ based on Bl by (47) and (48)

4 Vh(wh) « n(wk - X) + CTar

5. Bl w[k L Vh(w[k )

6: 9k+1 — k 3

7.l gl 4 1;}99;c Ojr (BEH1 — BlK]

8: end for

9: return 3 = BF+1]

C. Summary

The minimization for MDL(7,C) defined by (18) can be
summarized by the following steps:

1) Given (A1, \2), apply Algorithm 1 to minimize (25) to
obtain B ~

2) Apply Algorithms 2 and 3 to 3 to obtain a good candidate
model {7,C}.

3) (Optional) Perturb T to generate more {’7' ¢ }’s.

4) Repeat Steps 1 to 3 with different values of (A1, A2) to
obtain more {7,C}’s.

5) Calculate the MDL(T", C) values for all {7",C}’s obtained
from Step 4. Take the one that gives the smallest value
as the minimizer of MDL(T,C).

IV. SIMULATION EXPERIMENTS
A. Setting 1: Regular Grid

In this first experiment the graph structure was a square
image of size 8 x 8. That is, there were p = 64 nodes
arranged as an 8 X 8 two-dimensional grid, and each node



was connected to its 4 neighboring nodes, except for those
nodes at the edges and corners of the grid, where they were
connected to, respectively, 3 and 2 neighboring nodes. We set
T = 100 and had change points at ¢ = 25, 50, 60 and 90.
The nodes were partitioned into two groups and for each time
segment, all the nodes within the same group share the same
true signal f3;; value. The true signal values are reported in
Table I and they are visually displayed in Figure 1. All the
ng,’s were set to 1.

segment interval cluster sizes  values
1 [0, 25) 16, 48 2,1
2 [25, 50) 16, 48 22,1
3 [50, 60) 26, 38 2.1, 1
4 [60, 90) 26, 38 24,1
5 [90, 100) 35, 29 24,1

TABLE I: True signal values used for Experimental Setting 1.

Gaussian noise with variance o2 € {0.12,0.22,0.32,0.42}
was added to the true signal to generate the noisy observations
T4 7, with 100 repetitions for each value of . For each noisy
data set, 25 combined values of A\ € {0.5,1,2,4,8,16} and
A2 € {0.5,1,2,4,8,16} were used in Algorithm 1 to obtain
the MDL solution.

Figure 2 presents the results of this numerical experiment.
The histograms show the locations of all the detected change
points for the 100 repetitions - recall that these change points
are defined as the joint minimizer of (19). As expected, the
larger the noise variance, the more difficult to detect the change
points. This phenomenon is more obvious for those change
points where the changes of the true signal values were small:
t = 25 and 60. To be more specific, the only difference in the
true signal before and after the change point at ¢ = 25 was the
value for the top-left region. As the noise level increases, it
becomes more difficult to detect this change point. A similar
phenomenon was observed for the change point at ¢ = 60.

Apart from reporting the histograms of the detected change
points, we also evaluated the quality of the signal estimates
Bt,i in terms of mean squared error (MSE):

p

— i (Bri — Bei)?-
Zt 12171”“;; v '

We report the MSE results in a similar fashion as [28]. First,
define the negative signal-to-noise ratio (SnR) as

1010g,, HZZW}/{Zi (Bri — B H .

MSE =

t=1 1=1 t=1 i=1

Thus, the negative SnR increases as the noise level increases.
Next, define the denoised negative SnR as
}‘| 7

101og,, [MSE/{ ZZ Bri —

t 14i=1
and hence the smaller the denoised negative SnR is, the better
the estimates (;;’s are. We compared the results obtained
from the proposed method with their corresponding saturated
models: here a saturated model was the model with a separate
parameter [;; fitted for each node. In order to verify the

importance of both the temporal and spatial smoothness as-
sumptions, we also compared the performances of the version
of the proposed method without the temporal smoothness
assumption (i.e., forcing A; = 0) and the version without
the spatial smoothness assumption (i.e., forcing Ay = 0).
The results are also reported in Figure 2. As the noise level
increases, the denoised negative SnRs for both the MDL fitted
model and the saturated model increase. Compared with the
saturated models, the denoised negative SnRs for the MDL
fitted models are smaller, even more so for those cases with
high noise levels. Note also that, from Figure 2(e), both
the versions of no smoothness assumption and no temporal
smoothness gave inferior performances when compared with
the proposed method. Similar results can also be seen in the
next two experiments.

0-25 24

25-50 24
22 22
20 20
18 138
16 16
14 14
12 12

o 2 4 &

10 1a

24

60-90
22
20
15
16
14
12

] 2 4 &

50-60 24
22

20
148
16
14
12

90-100 24
22

20
18
16
14
12

10

Fig. 1: True signal values for Experimental Setting 1.

B. Setting 2: Graph based on California Counties

In this second experiment the graph structure was defined by
the 58 counties in California. Each county was a node, and two
nodes were connected if the two corresponding counties share
a common border. So there were 58 nodes and 136 edges;
see Figure 7(a). We partitioned the nodes into 4 groups, and
the number of time points was 1" = 60 with change points at
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Fig. 2: (a)-(d) Histograms of the detected change points under
different noise levels. (e) Denoised negative SnRs for different
noise levels. Recall that a saturated model is a model with a
separate parameter fitted for each node.

t = 10,20, 35 and 45. For each time segment, all the nodes
within the same group share the same true signal 3;; value;
see Table II and Figure 3. Note that these signal values were
selected so that the overall signal averages were the same for
all the time intervals. Consequently, any univariate change
point detection method will fail when it is applied to the
(univariate) time series of combined signal values for all time
points, as the important graph structure information is ignored.

values
10, 20, 30, 40
10, 31.18, 40, 20
20, 31.18, 31.67, 20
20, 40, 20, 19.47
30, 25.29, 31.67, 20

segment interval cluster sizes
1 [0, 10) 10, 17, 12, 19
2 [10,20) 10, 17, 12, 19
3 [20, 35) 10, 17, 12, 19
4 [35,45) 10, 17, 12, 19
5 [45,50) 10, 17, 12, 19

TABLE II: True signal values used for Experimental Setting 2.

We tested the proposed method with 6 difference noise
variance o2 € {12,22 3% 42 62,82} and 36 combined values
of A\ € {2,4,8,16,32,64} and Xy € {0.5,1,2,4,8,16}. As
before, the number of repetitions was 100. The histograms of
the detected change points are given in Figure 4, as well as the
denoised negative SnRs. Similar empirical conclusions can be
drawn as before: the larger the noise level, the more difficult

to detect the change points.
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Fig. 3: True signal values for Experimental Setting 2.

C. Setting 3: Regular Grid with No Change Points

In this last experiment we tested the performance of the
proposed algorithm when there were no change points. The
graph structure is the same as that in Setting 1. The number
of time points was T = 60 and all n;;’s were set to 1. We
partitioned the nodes into 3 groups, and their true signal values
are displayed in Figure 5.

One hundred Gaussian noisy data sets were generated for
each 02 € {0.12,0.22,0.32,0.4%}. For each simulated data set,
63 combined values of A; € {0,0.5,1,2,4,8,16} and Ay €
{0,0.125,0.25,0.5,1,2,4, 8,16} were used in Algorithm 1 to
obtain the MDL solution.

The proposed method and the version without the spatial
smoothness assumption (i.e., Ao = 0) performed perfectly in
terms of change point detection; i.e. no change point detected.
However, the version without the temporal smoothness as-
sumption (i.e., A\; = 0) detected many false change points
before perturbing 7. The denoised SnRs can be found in
Figure 5. One can see that the proposed method outperformed
the version without spatial smoothness.
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V. REAL DATA APPLICATIONS

A. Violent Crime in Cincinnati, OH

The data set in this subsection concerns reported crime inci-
dents in Cincinnati, OH. It contains dates, times, locations, and
other information about the reported events. We considered
weekly crime rates from December 31, 2018, to December
29, 2019; i.e., T' = 52. The data can be obtained from this

website!.

Each crime event has an FBI Uniform Crime Reporting code
that describes its type. As similar to [29], we used this code
to classify each crime event into violent crime or non-violent
crime: a violent crime can be homicide, rape, aggravated
assault, or robbery, while all the other types of crimes are
non-violent.

The nodes were defined by ZIP Code Tabulation Areas in
Cincinnati, and edges were defined by geographical neighbor-
hoods. There were 31 nodes and 77 edges in the graph; see
Figure 6(a). During the ¢-th week and at the i-th node, the
number of observations n; ; was the total number of reported
crime events, while the j-th measurement z;;; was 1 if the
j-th crime was violent, and 0 otherwise. Thus, the data was in
fact binomial and we modified the likelihood function in the
MDL criterion (18) to reflect this. The justification for this
extension can be found in Appendix L.
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Fig. 6: (a) The graph structure defined by the ZIP Code
Tabulation Areas in Cincinnati, OH. (b) Violent crime rate
for each week from 2018-12-31 to 2019-12-29 in Cincinnati,
OH. Vertical lines denote detected change point locations .

Change points were detected at 2019-05-20, 2019-08-05,
2019-09-23 and 2019-09-30. The weekly overall violent crime
rates, together with these 4 change points, are displayed in
Figure 6(b). [30] studied the relationships between temperature
and different kinds of crimes. The author concluded that higher
temperatures lead to statistically significant increases in all
types of crimes. However, the rate of increase is approximately
constant for violent crimes, while for non-violent crimes, the
rate of increase starts to slow down around 50 °F. Therefore,
the first detected change point (late May) signifies the begin-
ning of summer and hence an increased rate of violent crime.
The second detected change point (early August) was close to
the end of the peak travel season which may explain the drop
in violent crime rates. The last two change points together
actually suggest that the week in between was an outlier. In
fact, that week included the last weekend before Halloween,
and it is known that the violent crime rate (e.g., robbery and
sexual assault) increases shortly before or at Halloween.

B. Temperatures in Counties in California

The data set is the output of PRISM (parameter-elevation
regressions on independent slopes model), a combination of

! https://data.cincinnati-oh.gov/Safety/PDI-Police- Data- Initiative- Crime-Incidents/

k59e-2pvt


https://data.cincinnati-oh.gov/Safety/PDI-Police-Data-Initiative-Crime-Incidents/k59e-2pvf
https://data.cincinnati-oh.gov/Safety/PDI-Police-Data-Initiative-Crime-Incidents/k59e-2pvf

statistical and human-expert methods for climate mapping
[31]. It contains different readings such as temperatures and
precipitation. In this study, we considered mean annual tem-
peratures from 1960 to 2019 in 58 counties in California.
We collected data at the grids of 0.2 x 0.2 degrees of
longitude/latitude from this website?.

The graph structure was defined by the 58 counties in
California, in the same manner as in Section IV-B; see
Figure 7(a). The proposed method was applied and detected
one change point in the year 2012. We plotted the average
temperature of the whole of California in Figure 7(b), together
with the detected change point. It seems that the mean annual
temperatures after the change points are higher than those
before the change point, hence supporting a warming trend
in California [32].
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Fig. 7: (a) The graph structure defined by the counties in
California. (b) Mean annual temperatures (°C) of California
in 1960-2019. The vertical line indicates the detected change
point at 2012.
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VI. CONCLUDING REMARKS

This paper proposed a method for simultaneous change
point detection and node clustering for time-evolving graphs.
The method is composed of two major components: (i) an
MDL criterion for which the best fitting model is defined as
its minimizer, and (ii) a practical algorithm for finding this
minimizer. It is shown that the MDL criterion yields statisti-
cally consistent estimates, while simulation results suggest that
the method also enjoys highly desirable empirical properties.

Future work includes extending the piecewise constant
assumption to piecewise linear or even quadratic fitting, for ac-
commodating more signal trends. Another possible extension
is to relax the iid noise assumption. For example, different
time intervals can have different noise levels, or the noise
can be temporally and/or spatially correlated. One could also
allow for outliers in the observations, or place different weights
on the nodes. Lastly, if the Gaussian noise assumption is
violated, say verified by performing diagnostic checking with
the residuals, then other noise assumptions could be used in
place. A good example was given in Section V-A, where a
binomial distribution was used to model the crime incident
data. In general, it should be relatively straightforward to
derive a tailored MDL criterion for any of these extensions.

Zhttp://www.prism.oregonstate.edu/explorer/map.php

The major challenge is then, how to practically minimize the
criterion.

APPENDIX

A. Proof of Lemma 1

Let B be a probability 1 set. For each w € B, suppose on
the contrary 7 - T° or C - C°. As the numbers of time
points and nodes are finite, the possible values for 7 and C
are finite. Therefore, there exists a subsequence {ny} such that
T — T* and C — C* for some T* and C* as k increases.

To simplify the notation for the set of indices in the
same cluster, Z{i\l<z<p oy is written as Zi,cg’"):r
in below. Similarly, G
Zz,ci(m):r,c?( )

It is convenient to define the set R*(m,r) that collects all
the time and node indices belonging to the m-th interval and
r-th cluster:

\1<z§p,cj(m):r,c§’(s):l} 1S written as

m? ’L

R*(m,r)={(t,i)|t;,_ +1 <t <t (26)

Therefore if during the interval {t,_; + 1,< X} the ith
node belongs to the rth cluster (i.e., r), then its
signal estimate ,5’:‘ (m) i given by the sample mean of all the
observations z; ;’s such that (¢,i7) € R*(m,r). We denote

this sample mean as S(R*(m,r)), and we have

*(M
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tr —1 Nt 4

. N Zt e Ez M —p Zgil Lt,i,j
B = (R (my 1) = =S .
t=t* Zi,cj(""):r T i

m—1

27
To simplify notations, we replace nj, by n. For large enough

log (M+1

Z log(tr, 1)
M+1

1
1 (m)
+ mE 1(23 + 1) log(d'™)

M+1 d“") th,—1

+ ZZ log( Z Nei)

mlrl fnLllCm)T'

M+1 atm

Z Z SSE:(m))
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= log (28)

In the above ¢, is of order O(log(n)/n) and

t —1 Nt,i

PORED DD DEHTE AL

t=t> *(m) _,. j=1

SSE:(™) — (29)

m— l'I('

s (T*,C*) # (T7°,C°), for each R*(m,r), there are two
possible cases, to be examined below.
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1) Case I: If R*(m,r) C R°(s,1), that is to say, R*(m, 1)
is totally within a true R(s,l) = {(t,i)[t0°_; +1 < t <

12,2~ 11, then v(ti) € R*(m,r) C R(s,1). w15 ~
N (5((”) 0?) i.id. (ﬁ( denotes the common mean shared by

all the nodes in Ro(s l)) Then from (27) and the strong law
of large number, 7™ = B(R*(m,r)) — ﬁo(l a.s. Also,

from (29)
1 1 tr —1 Ng,i
SssEr = S ey - B
t=th, 1 4ot () —p 5=1
tr —1
— Z Z %,1»02 a.s., 30)
t=t* *(m) _

m— 116

where 7, ; is defined in (20).
2) Case 2: If R*(m,r) C U(S,Z)GSRO(S,Z) and R*(m,r)N
(s,1) # 0,Y(s,l) € S, which is that same as saying
R*(m,r) has nontrivial intersection with more than one true
O(s,1), then

B = B(R*(m, 1))
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Here the strict inequalities hold for at least one (m,r) be-
cause (7*,C*) # (T°,C°) and the total number of clusters
Z%Ll d™) is known.

Thus, combining (28), (30) and (31), for 1arge enough
n, LIMDL(T,C) = ¢, + Llog(L "M+ 524" | SSE*(m))

+ 3 log(0?) = %MDL(’TO CO) 1MDL(’T C), which is
a contradiction. This comes to the conclusion that (7, (f) —
(7°,C% a.s. when the total number of clusters Zmill dm)
is known.

B. Lemma 2 and Its Proof

Lemma 2. Assume the setting of Lemma 1 with the exception
that the total number of clusters Zn]\fill d™) is unknown.
If the change points and the cluster structures are estimated

by (19), then

1) The number of change points cannot be underestimated;
ie, M > MP° for large enough n.

2) The true change points T are a subset of the estimated
T: ie., the true change points can be identified for large
enough n.

3) For large enough n and each 1 < m < M with its
corresponding s such that ts_1 +1 <t,,_1+1<t, <
ts, there exists a true R°(s,l) such that

R(m, r) C R%(s,1)

for any of the fitted R(m, ). (Here R(m,r) and R°(s,1)
are defined in the similar manner as (26).) In other words,
the cluster structure cannot be underestimated.

The proof of Lemma 2 follows the proof of Lemma 1. If
Case 2 applies, there will be a contradiction. This finishes the
proof.

C. Lemma 3 and Its Proof

Lemma 3. For k independent U ~ N(u, nz) t U =
1 Z 1anZ, where n = Z _, ni. We have E _ UZ
U)2 ~a?Xi_y

Proof: Let V;, = \/nTUZ ~  N(ynip,o?) and
V = (Vi,..,Vi)'. Define an orthonormal matrix A =
(al,.. ar)" with alT = (M Yk Therefore, U =

VU /n

1V ~ N, & - ) By the property of orthonormal ma-
trlces E(a; V) =a] (01, ....y/nx)" = af V/na; = 0, for
i=2,..,k Hence W = AV ~ N(p(v/n,0,...,0)T, 021}).
By the definition of x? distribution, 25:2 W2~ o? x%ﬂ and

SE W2=WTW = (AV)TAV = VTV = z
Then, Zf 1nl(U U)? Zf U2 —nU? =% 1V2
(a] V)? ZZ o, W2 ~ a%x3_,, which completes the proof.

D. Lemma 4 and Its Proof

Lemma 4. For large enough n, if (T,C) # (T°,CO), then the
difference A between the penalty terms in MDL(T ,C) and that
in MDL(T?,C°) is positive and of order O(logn).



Proof: Let B be a probability 1 set. For each w € B, suppose
on the contrary 7 - T° or C - C°. For large enough n, The
penalty term of the MDL for the fitted model is

M* M*+1
log(M* +1)+ Y log(ts, —t5, 1)+ > (p+1)log(d"™)
m=1 m=1
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DI I z > ).

m=1 r=1 *(m)__
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(32)
and the penalty term of the MDL for the true model is
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+ZZ log
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Define A as the difference between (32) and (33).
As M° < M* < T, d°™ < p. Vm and d*(™) < p, Vm,
the first part of A

-
[log(M" +1)+ > log(t;, = th,_1)
m=1
M*+1
+ Y o+ 1)1og(d*(m))} - {log(MO +1) (34)
m=1
MO4+1
- Z log(t5, —19,-1) + > (p+1)log(d"™)]
m=1
is finite.

By Lemma 2 with large enough n, for each of the fitted
R(m,r) = R*(m, r), there must exist a true R°(s, [), such that
R*(m,r) C R%(s,1). Without loss of generality, we assume
that there exists a true set R%(s,l) = UgpyesR*(m,r),
which means that this set is over segmented. And for all the
other true sets, we have RY(s’,l’) = R*(m/,r'); that is, the
fitted model is the same as the true model in all the other sets.

Therefore, the second part of A can be written in the
following format:

M* 41 d*(m> t,—1
E E log E n;)
m=1 r=1 t=tr e,
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- E E log E Nei)
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Here we have
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E E E N = E E ngg.  (36)
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As n is large enough, combining (36) with the assump-
tion (21), it can be seen that the second part of A defined
by (35) is positive and of order O(log(n)). As in A, the other
part (34) is finite, the second part dominates A, which finishes
the proof.

E. Proof of Theorem 1

By Lemma 4, 1A is positive and of order O(log(n)/n).
The difference between the negative log-likelihood terms in
IMDL(77°,C% — LMDL(T*,C*) is

M*+1 g+ (m)

Z > SSE;™).

m=1 r=1

Afo—i-l d()(rn)

Z > SSE(™)

m=1 r=1

log log

By Lemma 2, this difference is positive. To prove the the-
orem, it is sufficient to show that the difference is of order
o(log(n)/n). We begin with calculating
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Without loss of generality, we use the same idea in the proof
of Lemma 4. Let
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Then the numerator of (37) can be written as
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By (40), (41) and Lemma 3, we have

tr —1

S Y S ) BR ) - BR(s,1)))°

’chT

(m r)eS t=t}

~o® X|S|—1~

m—1

As |S| < Tp, we can conclude that (39) is of order O(

In add(iti)on, the denominator of
Zf\n/fz'fl Zle SSE*(™) satisfies

M*+1d*(™)

% Z Z SSE:("L) -2 a.s.

1).

(37),

Furthermore, we can show that the numerator and the denom-

inator of (37) are independent. That is to say,

M°+1 dom) M +1d*m)
0<= log Z Z SSE,. m) - flog
m=1 r=1 m=1 r=1
:oaog(n)/n).

(42)

Then for large enough n, combining Lemma 4 and (42) gives

1 1 SN
gMDL(7*),C°) ~ ~MDL(7’,C)
1 MO41d°0m™
- 7A + 5 log(~ Z > SSE(™)

m=1 r=1

M +1d*0m™

Z > ssg;tm

m=1 r=1

1
— flog

which is a contradiction. This finishes the proof.

F. An Alternative Expression for Q1(-) in (22)

Let a@ = (011T,012T,...,O¢;71)T and Q; =
{amlllaillz < 1,t = 1,. — 1}. Notice that for any
Vector v, ||v||2 = max ozT'v Where « is a vector that has

llexll2<
the same dimension as v. Then Q1 (B) can be written as

T-1

QB = MY B —Billa=A Z ol (Bra
t=1
= A T - = C
afﬁ%xgl ;at (Bit+1 ﬂt) max a(l 18,
where the matrix C; € R(T~DPxTP ig defined as
I 1
I 1
Ci=X\ 43)

-I I

with I = I, being the p-dimensional identity matrix.

Z > SsE;™)

—B)



G. An Alternative Expression for Qa(-) in (23)

Let a(y) € RT1F! and Qs = {al|al/« < 1}, and notice

that ||v||; = max a'v. Then Q3(B3) can be written as
alleo<1

T
D(B) = %2 3_IGBI = |C28]1 = max alyC:B,

t=1
where
G
Cy =X (44)
G
H. A Smooth Approximation of Q(-) = Q1(-) + Qa(+)
Let & = (v}, )" and

C=(Cl.Cy)" (45)

The penalty term (3) can be written as

Q(B) =

max

T T T
aC18+ max o Co3 =maxa C
a1 €EQ M p a2)€Q2 ) B acQ B,

where Q = {a = (o}, ) ") € Qi and ay) € Qo).
By [33], The smooth approximation of 2(3) can be con-
structed as g,(8) = max (a'CB — pd(ar)), where p is a

positive smoothness parameter and d(a) = 5| x/|3. Therefore,
the original penalty term Q(3) can be viewed as go(3).
Let D = maéc d(a), then by [33], go(B) — uD < g.(B
[e1S

)
go(B), which means that g, (3) is an approximation of go(3)
with a maximum gap of uD. [23] suggested that u = 55
achieves the best convergence rate for the given desired
accuracy €. For the current problem

1 1
D = d = - 2 — 2
mex d(a) = max Sllamllz+ max Slleel

1 1
= (T -1+ 3TI|E|. (46)

Also, by Theorem 1 in [23], for > 0, g,,(3) is convex and
continuously-differentiable with respect to 3, with gradient

VQM(/B) = CTQ*)

argmax o' CB — ud(a). Here Vg, (8) is
acQ
Lipschitz continuous with Lipschitz constant L, = 1| C|?,

where ||.|| is the matrix spectral norm. (||C/|| = Hnﬁa><<1|(bv||2)-
vi[2>

As a* = ((a?l))T, (afz))T)T, by [23], we have

where o =

* * T
= (a(l)J, veny a(1)7(T_1))

A

i(ﬁtﬂ —B), t=1,...,T—1,
where S is the projection operator that projects a vector onto
l> unit ball:

) w
a?l),t = S1(

In addition,
fyy = (y) 1 ) 1)

i A (48)
) = sa(fGﬁt),

Q

t=1,...,T,

where S, is the projection operator defined as
r ze[-1,1]
So(z) =4 -1 ax<-—-1
1 x> 1.
And for any vector u, the projection Sp(w) is defined as

applying S2 element-wise. So the operator can be viewed as
the projection operator that projects a vector onto /. unit ball.

1. Smoothing Proximal Gradient Descent
By replacing the penalty term Q(3) with g, (3), we obtain
the following optimization problem

min h(8) = (81X, n) +g,(8).

The gradient of h(3) is VA(B) = n(B— X )+ C T a*, which
is Lipschitz continuous with the Lipschitz constant

1
L:nmax+Lu :nmax+;||c||2a (49)

where nyax 1s the largest element of vector n.

J. Computation of the Lipschiz Constant

To use the smoothing proximal gradient descent algorithm,
one needs to compute the Lipschiz constant L (49). However,
it is difficulty to calculate the spectral norm ||C|| when the
dimension of C'is high. Therefore, following [23], we replace
it with an upper bound. We begin by calculating

ierr = (S| s
o CQ CQ’U

= maX1\|C1’U||§ +[Cav|3

2

= max
lvll2<1 2

lvll2<

< max [|C1v|% + max ||Cyv]3.
loflz<1 llvl2<1

T T

— (0T T _ T
Letv = (v, ,vy,...,07) ,Where vy = (Vs,1,04.2, ..., Ve p) ',
t=1,...,T. Now calculate

T-1
ICyolf3 A v — w3
t=1
T-1
= A ([verll3 — 20041 v + [|oe]13)
t=1
T-1

< A Z 2(|lvesa |5 + [lvel3)
t=1
T

< AT Al = 4xF w3,
=1

Therefore, Hnﬁax |C1v]|3 < 423, Next calculate
v le

T T
ICov[13 = A3 ) _lIGwell3 < A3 ) diflwe]l3 = Asdi|oll3,
t=1 t=1
where d; is the largest (non-negative) singular value of G, or
di = ||G||. So max ||Cav]||3 = \3d3.
lvll2<1

Combining the above, we have

1 1
L = npax + ;HCHQ < Nmax + ;(4%{ + M2G)?).  (50)



K. Processing Output from Algorithm 1

As mentioned in Section III-B, the output from Algorithm 1
does not produce exactly the same signal values 3:;’s for
nodes belonging to the same time interval and cluster. To
circumvent this issue, we apply Algorithm 2 to the output
from Algorithm 1. Briefly, Algorithm 2 compares the fitted
signal values (from Algorithm 1) between any two time points
with a pre-set threshold to determine if a change point exists,
and if yes, sets all the relevant fitted signal values to the
same value. It employs Algorithm 3 recursively to compare
connected nodes, in a depth-first manner. Nodes with very
similar fitted signal values are assigned to the same cluster.

Algorithm 2 To convert output from Algorithm 1 into a final
fitted model

Require: fitted coefficients 3, threshold ¢, edges of the graph
FE, tolerance vy

1T« 0,C«0

2: ¢1 + y4/p(2€)?

3: fort=1,2,...,T—1do

4 if |Bes1 — Bil| > c1 then

5: Add tto T

6: end if

7: end for

g form=1,...,]7|+1do

9:  tm < mth element in 7T, (tlTHl «~T+1)

10:  ty—1 < (m — 1)th element in T, (to < 1)

ez 7/ ( k—tk 1 )(2¢€)?

—
—_

12: [+ ( 1,-1,. E R‘D

13: ¢+ 0

140 fori=1,...,pdo

15: if [; = —1 then

16: Apply Algorithm 3 with 4, 3, ¢, E, I, ¢ and

(tm—l ) tm)

17: c+—c+1

18: end if

19:  end for

20 AddltoC

21: end for

22: return fitted change points T, set of fitted membership
vectors C

L. Justification for binomial log likelihood

Recall that in Section V-A the crime data set was modeled
with a binomial distribution and we modified the MDL cri-
terion by replacing the Gaussian likelihood with a binomial
likelihood. Here we provide further details.

Suppose the observations are binomial counts; i.e. y;; ~
Binomial(ny;, Bt,;), where ng; is known, 5 ; € [e0, 1 — €]
for some positive €p, and 3, ; satisfies both the temporally and
spatially smoothness assumptions.

An MDL criterion for binomial data can be derived in the
same manner as in Section II. Notice that y; ; can be viewed
as the summation of n; ; iid Bernoulli trails x; ; ;, and that the
asymptotic properties hold when n; ; satisfies (20) and (21).

Algorithm 3 Use a depth-first search strategy to compare
connected nodes, and nodes with similar fitted signal values
to the coefficients are labelled the same.

Require: current index 4, fitted coefficients B, threshold cs,
edges of the graph E, current membership vector [,,
current label ¢, time interval (¢,,,—1, t,,)

I: l; +c ~

2 ﬁ(tm 1Lt (ﬁtm 1,“5tm 141,05 - -,,Bfmfl,i)-r

3: 5(tm71>tm 1 4 (Benrgs Beor 41 Br—15) "

4. for j=1,...,pdo ~

5: if (Z,]) € Fand!l;, = —-1and ”6(tm71,tm),i —
ﬁ(tmilim)’j”Q < co then

6: Apply Algorithm 3 with 7, B, ca, E, I, ¢, (tm—1,tm)

7:  end if

8: end for

9: return updated membership vector [

When {t¢,i} belongs to the rth cluster in the mth time
interval, the MLE of B ; is

tim—1
,6) ZSzt?nfl Zq,c
[T ———
7 ZSgtm—l Zq,cém):r

Ignoring constant terms, the negative log-likelihood is

T
- Z Z Yt,i log(Bt,i) — Z(nt,i — yr,i) log(1
t=1 i=1

After plugging in the MLE for f3,,, the code length of
the residuals CL(E|F) can be obtained, which leads to the
following MDL criterion for binomial data

CON Ys.q

Ns,q

— Bri)-

M
MDL(T,C) =log(M + 1) + Y _ log(t —t

m=1

m—l)

M1
+ Z (p + 1) log(d™)

m=1
M+1 d('”) tm—1

IOED I o

m=1 r=1 ttmlzc(m)

p
Zyt'LlOg ﬂtz

7

619

v
)l

— Bra)-

M- I
M@

(nt,i —ye,i) log(1

&
Il
-
Il
-

9

For simplicity, we re-express the above MDL criterion as

MDL(T,C) =0(log(n))
M+1d™ -1
- Z Z[( Z Z Nt.q
m=1 r=1 t:t""_lz,c(.m)fr (52)
m—1
( i:tm_l Zz‘,cg’”):r yt,i)

)

o(—==T
( t=tm,m_1 ngm)zr nt,i)

where O(log(n)) is a term with order log(n) and o(z) =
xlog(z) + (1 — z)log(1l — z) for z € (0,1).



To establish the theoretical properties of (52), we will show
that Lemma 1 and Theorem 1 are also true under the binomial
setting. In addition, Lemma 2 and Lemma 4 also hold for (52)
and their proofs are exactly the same.

Proof for Lemma 1:

We follow the same arguments as that in Appendix A.

1 N
EMDL(T,C)
M+1d™ Zt —1 Z n
t=t*, ic] *(m) _,. Tt q ~ .
=cn— Y Y = Jo(B(R*(m,r)))]
m=1 r=1
(53)
where
-1
. Zi t* ZZ er(m) _p Yt
B(R*(m,r)) = ——5 -1 )
o Zi’cf(m):r Ny,

Similarly we will discuss two cases for each R*(m, 7).
If R*(m,r) C R%(s,1), then by the strong law of large num-
ber, we have B(R*(m,r)) — 5?5()”. In addition, with (21) we

tr —1 tr —1
have % Zt:t;A Zi,c:(m):r Nngq — Zt:tfn—l Zi,c:(m):r Vei-
Therefore,
tr—1
tmt* i Zl c*(7n) R N
( - Jo(B(R*(m,7)))
-1 (54)
l
(> Z )7 (6())
t=ty, _ 1zc*(m>

On the other hand, if R*(m,r) C U nesR%(s,1) and
R*(m,r) N R°(s,1) # 0,Y(s,1) € S, we can show that

B(R*(m,r)) —
min {¢* 9} — 1 (1)
Z(S,Z)GS Zt max {t 0 .3 Ez c;=r,cd=l M, Zﬁ @

m— 17

min {¢%,,t0} -1 )
Z(S,Z)ES Et max {t5,_,,t%_,} Zi,cj:r,c?:l Tt

a.s.

Then
?nt:nl ) Zivc;ﬁ(m)zr nt7i N "
( - Jo(B(R"(m,7)))
min {t7, 9} —1

%,i)

PP 2

(s,1)€S t=max {t}, _,,t°_;}i,ci=r,c?=l

min {t*, ,t9}— 1 0(l)
Z(SJ)GS Zt max {t;‘” 150 1} Zz cr=r,c? 01 Vt, Zﬁ
g

min {t%,,t0} -1 a.S.
Z(SJ)ES Et max {tm 1 t‘; N Zi,cj:r,c?:l Vt,i
min {tm,to}—l
0(l
< Z ( Z Z ’Yt,i)a(ﬂ(s()))~
(s,1)€8 t=max {t},_,,t%  }i,ci=r,cd=I
(55)

The last inequality was obtained because of the convexity of
o(.), together with Jensen’s inequality

(Zam) Yoo (x;)
ZOQ o Zaz

for any positive weights «;.

Same as the argument in Appendix A, there would be a
contradiction if Lemma 1 under the binomial setting does not
hold. This finishes the proof.

Proof for Theorem 1:

By Lemma 2 with large enough n, without loss of gen-
erality, we assume that there is only one real cluster that
is composed of multiple fitted clusters; ie. RY(s,l) =
U(m,ryes*(m,r). And all the other real clusters are not
overfitted. Then the difference between the negative log-
likelihood terms in 2MDL(7?,C°%) — LMDL(T*,C*) is

_ ll(3(30(5 1); {yeil (t,9) € R°(s,1)})

. ) . (56)
+ Z B(R*(m, 7)); {ye,l(t,4) € B (m,r)}),
(m, r)ES
where
1B; {yeal(t, 1) € R(s,1)})
= D yilog(B) + (nus — i) log(1— ) G7)
(t,1)e€R(s,l)
is the log-likelihood function.
By the strong law of large number we have 3(R*(m,r)) —

800 a.s.5(m,r) € S and B(R(s,1)) —+ 50 a.s. We also
have

V(B(R(5,0)); {ye.il(t,1) € RO(s,D)}) =
U(B(R(m,7)); {ye.il (£,7) € R*(m,7)}) =0
as B(R%(s,1)) and SB(R*(m,r)) are MLEs. The Taylor
expansion of 1(B(R(s,1); {ye.4(t,i) € R°(s,1)}) around
B(RY(s,1)) gives
HB(R(5,); {yral(t, 1) € R(s,1)})
:l(ﬁ?s()l)§ {yt,i (tvi) € RO(S’Z)})

(58)

1 "(na 0 - 0 (59)
— SV B (s, D): {ynil(t.1) € B(s,1)})
<ﬁ°” B(R(s,1)))?
and
UB(R" (m,1)): {yral(t.) € R (m,7)})
=10 Lyl (t:7) € R* (m,1)})
(60)

S (BOR*(m,r))): el ,9) € R (m,r)})
<5°“ — B(R*(m,m)))?,

where B(R°(s,1)) is between B(R°(s,1)) and 5?8()1), while
B(R*(m,r)) is between 3(R*(m,r)) and ﬁ(sl)

Since  B(R*(m,r)) — Bo(l) = O(ﬁ) and
B(RO(s,1)) — 60(” = O(ﬁ) by the central limit

theorem, and 1 l"( B(RO(s,1)); {eil(t,i) € RO(s,1)}) and
%l”(ﬁ(R*(m r))) |(t,3) € R*(m,r)}) are stochastically
bounded, (56) is of 0(1og( )/n), which finishes the proof.




[1]
[2]
[3]

[4]
[5]

[6]

[7]

[8]

[9]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

(171

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

REFERENCES
J. Rissanen, Stochastic Complexity in Statistical Inquiry. World
Scientific, Singapore, 1989.
——, Information and Complexity in Statistical Modeling. — Springer

Science & Business Media, 2007.

T. C. M. Lee, “Segmenting images corrupted by correlated noise,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 20, pp.
481-492, 1998.

T. Roos, P. Myllymaki, and J. Rissanen, “MDL denoising revisited,”
IEEE Transactions on Signal Processing, vol. 57, pp. 3347-3360, 2009.
D. FE. Schmidt and E. Makalic, “The consistency of MDL for linear
regression models with increasing signal-to-noise ratio,” IEEE Transac-
tions on Signal Processing, vol. 60, pp. 1508-1510, 2011.

S. Kallummil and S. Kalyani, “High SNR consistent linear model order
selection and subset selection,” IEEE Transactions on Signal Processing,
vol. 64, pp. 4307-4322, 2016.

R. C. Y. Cheung, A. Aue, and T. C. M. Lee, “Consistent estimation for
partition-wise regression and classification models,” IEEE Transactions
on Signal Processing, vol. 65, pp. 3662-3674, 2017.

T. C. M. Lee, “A minimum description length-based image segmentation
procedure, and its comparison with a cross-validation-based segmenta-
tion procedure,” Journal of the American Statistical Association, vol. 95,
no. 449, pp. 259-270, 2000.

A. Aue and T. C. M. Lee, “On image segmentation using information
theoretic criteria,” The Annals of Statistics, vol. 39, no. 6, p. 2912-2935,
Dec 2011.

R. C. Y. Cheung, A. Aue, S. Hwang, and T. C. M. Lee, “Simultaneous
detection of multiple change points and community structures in time
series of networks,” IEEE Transactions on Signal and Information
Processing over Networks, vol. 6, pp. 580-591, 2020.

J. Sharpnack, A. Singh, and A. Rinaldo, “Changepoint detection over
graphs with the spectral scan statistic,” in International Conference on
Artificial Intelligence and Statistics, vol. 16, 2013, pp. 545-553.

M. Kolar and E. P. Xing, “Estimating networks with jumps,” Electronic
Journal of Statistics, vol. 6, pp. 2069-2106, 2012.

A. J. Gibberd and J. D. B. Nelson, “Regularized estimation of piecewise
constant Gaussian graphical models: The group-fused graphical lasso,”
Journal of Computational and Graphical Statistics, vol. 26, no. 3, pp.
623-634, 2017.

D. Hallac, Y. Park, S. Boyd, and J. Leskovec, “Network inference via the
time-varying graphical lasso,” in Proceedings of the 23rd ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining,
2017, p. 205-213.

J. Yang and J. Peng, “Estimating time-varying graphical models,”
Journal of Computational and Graphical Statistics, vol. 29, no. 1, pp.
191-202, 2020.

J. Flossdorf and C. Jentsch, “Change detection in dynamic networks
using network characteristics,” IEEE Transactions on Signal and Infor-
mation Processing over Networks, vol. 7, pp. 451-464, 2021.

E. M. Farahani, R. B. Kazemzadeh, R. Noorossana, and G. Rahimian,
“A statistical approach to social network monitoring,” Communications
in Statistics - Theory and Methods, vol. 46, no. 22, pp. 11272-11288,
2017.

J. D. Wilson, N. T. Stevens, and W. H. Woodall, “Modeling and detecting
change in temporal networks via the degree corrected stochastic block
model,” Quality and Reliability Engineering International, vol. 35, no. 5,
pp. 1363-1378, 2019.

R. Tibshirani, M. Saunders, S. Rosset, J. Zhu, and K. Knight, “Sparsity
and smoothness via the fused lasso,” Journal of the Royal Statistical
Society Series B, vol. 67, pp. 91-108, 02 2005.

K. Bleakley and J.-P. Vert, “The group fused lasso for multiple change-
point detection,” pp. arXiv:1106.4199 [g-bio.QM], 2011.

X. Chen, S. Kim, Q. Lin, J. G. Carbonell, and E. P. Xing, “Graph-
structured multi-task regression and an efficient optimization method
for general fused lasso,” p. arXiv:1005.3579 [stat. ML], 2010.

S. Kim, K.-A. Sohn, and E. P. Xing, “A multivariate regression approach
to association analysis of a quantitative trait network,” Bioinformatics,
vol. 25, no. 12, pp. 1204-i212, 05 2009.

X. Chen, Q. Lin, S. Kim, J. G. Carbonell, and E. P. Xing, “Smoothing
proximal gradient method for general structured sparse regression,” The
Annals of Applied Statistics, vol. 6, no. 2, pp. 719-752, 2012.

A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding algo-
rithm for linear inverse problems,” SIAM Journal on Imaging Sciences,
vol. 2, no. 1, pp. 183-202, 2009.

C. Truong, L. Oudre, and N. Vayatis, “Selective review of offline change
point detection methods,” Signal Processing, vol. 167, p. 107299, 2020.

[26]

[27]

[28]

[29]

(30]

[31]

[32]

[33]

L. Meier, S. V. D. Geer, and P. Biihlmann, “The group lasso for logistic
regression,” Journal of the Royal Statistical Society Series B, vol. 70,
no. 1, pp. 53-71, February 2008.

J. H. Friedman, T. Hastie, and R. Tibshirani, “Regularization paths for
generalized linear models via coordinate descent,” Journal of Statistical
Software, vol. 33, no. 1, p. 1-22, 2010.

Y.-X. Wang, J. Sharpnack, A. J. Smola, and R. J. Tibshirani, “Trend
filtering on graphs,” Journal of Machine Learning Research, vol. 17,
no. 105, pp. 1-41, 2016.

M. A. Taddy, “Autoregressive mixture models for dynamic spatial
poisson processes: Application to tracking intensity of violent crime,”
Journal of the American Statistical Association, vol. 105, no. 492, pp.
1403-1417, 2010.

M. Ranson, “Crime, weather, and climate change,” Journal of Environ-
mental Economics and Management, vol. 67, no. 3, pp. 274-302, 2014.
C. Daly, R. P. Neilson, and D. L. Phillips, “A statistical-topographic
model for mapping climatological precipitation over mountainous ter-
rain,” Journal of Applied Meteorology, vol. 33, pp. 140-158, 1994.

M. Anderson, “Hydroclimate report water year 2015,” Office of the State
Climatologist, 2016.

Y. Nesterov, “Smooth minimization of non-smooth functions,” Mathe-
matical Programming, vol. 103, pp. 127-152, 05 2005.

Cong Xu received the B.A. degree in Economics
and the B.S. degree in Mathematics and Applied
Mathematics in 2016 from Peking University, Bei-
jing, China, and the Ph.D. in Statistics in 2021
from the University of California, Davis, USA. His
research interests include change point detection,
network analysis, and statistical applications in other
disciplines.

Thomas C. M. Lee received the B.App.Sc. (Math)
degree in 1992, and the B.Sc. (Hons) (Math) degree
with University Medal in 1993, all from the Uni-
versity of Technology, Sydney, Australia. In 1997
he completed a Ph.D. degree jointly at Macquarie
University and CSIRO Mathematical and Informa-
tion Sciences, Sydney, Australia.

Currently, he is Professor of Statistics and Asso-
ciate Dean of the Faculty in Mathematical and Phys-
ical Sciences at the University of California, Davis.
He is an elected Fellow of the American Association

for the Advancement of Science (AAAS), the American Statistical Association
(ASA), and the Institute of Mathematical Statistics (IMS). From 2013 to
2015, he served as the Editor-in-Chief for the Journal of Computational and
Graphical Statistics, and from 2015 to 2018, he served as the Chair of the
Department of Statistics at UC Davis. His research interests include inference
methods, image and signal processing, and statistical applications in other
scientific disciplines.



	Introduction
	Methodology
	Homogeneous Case
	Heterogeneous Case
	Theoretical Properties

	Practical Minimization of Lg
	Construction of A Candidate Model Generating Function
	Generating Candidate Models with the CMG Function
	Summary

	Simulation Experiments
	Setting 1: Regular Grid
	Setting 2: Graph based on California Counties
	Setting 3: Regular Grid with No Change Points

	Real Data Applications
	Violent Crime in Cincinnati, OH
	Temperatures in Counties in California

	Concluding Remarks
	Appendix
	Proof of Lemma 1
	Case 1
	Case 2

	Lemma 2 and Its Proof
	Lemma 3 and Its Proof
	Lemma 4 and Its Proof
	Proof of Theorem 1
	An Alternative Expression for Lg in (22)
	An Alternative Expression for Lg in (23)
	A Smooth Approximation of Lg
	Smoothing Proximal Gradient Descent
	Computation of the Lipschiz Constant
	Processing Output from Algorithm 1
	Justification for binomial log likelihood

	References
	Biographies
	Cong Xu
	Thomas C. M. Lee


