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Banach spaces. Numerical experiments using model 1D convection-dominated diffusion
problem are performed and compared with Hilbert setting. It is shown that Banach-
based method gives solutions less susceptible to Gibbs phenomenon. h-adaptivity is
implemented with the help of the error representation function as error indicator.
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1. Introduction

The Discontinuous Petrov–Galerkin (DPG) Method can be applied to any well-posed variational problem [1], and it is
best combined with broken test spaces [2] for most efficiency. The DPG method can be interpreted as a minimum-residual
method with the residual measured in a dual norm. Consider the abstract problem{

Find u ∈ U :

Bu = l in V ′
(1.1)

where U,V are trial and test spaces (Banach spaces in general), B : U → V ′ is a bounded linear operator dictated by the
problem and the variational formulation we choose. For a well-posed variational problem, B is bounded below as well.

Given a discrete trial space Uh ⊂ U , the ideal DPG method (test space is not discretized yet) solves the minimum
residual problem{

Find uh ∈ Uh :

∥Buh − l∥V ′ is minimized.
(1.2)

In Hilbert space setting, both U and V are Hilbert spaces, and we can make use of Riesz operator RV : V → V ′, defined by

⟨RVv, δv⟩V ′,V = (v, δv)V ∀δv ∈ V.

By Riesz representation theorem,

∥Buh − l∥V ′ = ∥R−1
V (Buh − l)∥V .

Consequently, the minimum residual problem (1.2) can be reformulated as{
Find uh ∈ Uh :

∥R−1
V (Buh − l)∥2

V is minimized.
(1.3)
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The optimality condition translates into(
R−1
V (Buh − l), R−1

V Bwh
)
V = 0 ∀wh ∈ Uh. (1.4)

Let ψ ∈ V be the Riesz representation of the residual, the so called error representation function, i.e.

ψ = R−1
V (l − Buh). (1.5)

The optimality condition (1.4) now reads as(
ψ, R−1

V Bwh
)
V = ⟨Bwh, ψ⟩V ′,V = 0 ∀wh ∈ Uh. (1.6)

Finally, we can reformulate the minimum residual problem (1.3) as a mixed problem⎧⎪⎨⎪⎩
Find ψ ∈ V, uh ∈ Uh :

(ψ, v)V + ⟨Buh, v⟩ = l(v) ∀v ∈ V

⟨Bwh, ψ⟩ = 0 ∀wh ∈ Uh

(1.7)

where we have omitted subscripts of the duality pairing for simplicity.
The goal of this paper is to replace Hilbert spaces with Banach spaces, focusing on Sobolev spaces W 1,p(Ω), p ≥ 2

for test spaces. Using the Banach analog of Riesz operator, we will introduce error representation function and derive a
mixed problem similar to (1.7). The key difference is that ‘‘Riesz operator’’ for Banach space is no longer linear; hence
the need to solve a nonlinear system of equations. Newton’s method with line search is applied. The theory is illustrated
with numerical experiments for a 1D convection–diffusion model problem using both classical and ultraweak variational
formulations. The experiments include h-adaptivity driven by the error representation function ψ .

Related work. Guermond was the first to approximate first-order PDEs in Lp. In [3], He generalizes least-squares methods
to residual minimization in Lp, and applies the method to solve transport and convection–diffusion equation. Houston,
Muga, Roggendorf, and van der Zee [4] prove the inf–sup condition for the convection–diffusion–reaction problem in a
non-Hilbert Sobolev space setting. Recently, Houston, Roggendorf, and van der Zee [5] develop a nonlinear Petrov–Galerkin
method for the convection–diffusion–reaction equation in the W 1,p′

0 (Ω) − W 1,p
0 (Ω) setting, where 1/p + 1/p′

= 1. They
show that as p′

→ 1, the Gibbs phenomenon can be eliminated entirely on certain meshes for certain problems. In the
development of the theory for DPG in Banach spaces, we follow closely the work of Muga and van der Zee [6].

2. Theory: From Hilbert to Banach

2.1. Convection–diffusion problem and variational formulations

To stay focused, we will consider a model convection–diffusion problem. Given a domain Ω ⊂ RN , we want to solve

− ∇ · (ϵ∇u − βu) = f in Ω (2.8)

where ϵ is the diffusion coefficient, β denotes an incompressible advection field, and f is a source term. We assume a
flux boundary condition on the inflow boundary,

−ϵ
∂u
∂n

+ βnu = βnu0 on Γin (2.9)

where βn = β · n and

Γin = {x ∈ Γ : βn < 0}.

On the remaining, outflow part Γout of the boundary, homogeneous Dirichlet boundary condition u = 0 is imposed. As
usual, n denotes the outward normal unit vector on Γ = ∂Ω .

Classical variational formulation. The standard variational formulation in Hilbert setting [7] is⎧⎨⎩
Find u ∈ U :∫
Ω

ϵ∇u · ∇v − uβ · ∇v =

∫
Ω

f v −

∫
Γin

βnu0v ∀v ∈ V
(2.10)

where

U = V = H1
Γout

(Ω) := {u ∈ H1(Ω) : u = 0 on Γout}.

Our goal is to replace the Hilbert trial and test spaces by Banach spaces:

U = W 1,p′

Γout
(Ω) := {u ∈ W 1,p′

(Ω) : u = 0 on Γout}

V = W 1,p
Γout

(Ω)
(2.11)

where p ≥ 2, 1/p + 1/p′
= 1. For the proof of well-posedness of problem (2.10) and (2.11), we refer the readers to the

work of Houston et al. [4]
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Ultraweak variational formulation. By introducing total flux σ = ϵ∇u − βu, we can rewrite the convection–diffusion
problem as a first-order system:⎧⎪⎨⎪⎩

ϵ−1σ − ∇u + ϵ−1βu = 0 in Ω
−∇ · σ = f in Ω
−σ · n = βnu0 on Γin

u = 0 on Γout.

(2.12)

Eq. (2.8) can be split into a system of first order equations in more than one way. In particular, Broersen and Stevenson [8]
proposed to ‘split ϵ in half’ by introducing a ‘scaled’ flux σ := ϵ1/2∇u as the new variable. The split is indeed beneficial
for problems with small values of ϵ. In the presented work, we choose for the extra variable the total flux; the choice
being dictated by the inflow boundary condition (BC) (2.9). Since, at present, we are concerned only with moderately
small values of ϵ, the Broersen–Stevenson split benefiting conditioning for small ϵ, is a secondary issue.

We can now multiply the first equation with a vector-valued test function τ , the second equation with a scalar-valued
function v, and integrate over Ω:{

(ϵ−1σ , τ ) − (∇u, τ ) + (ϵ−1βu, τ ) = 0
−(∇ · σ , v) = (f , v)

where (·, ·) denotes standard L2(Ω) inner product,

(u, v) =

∫
Ω

uv dx.

For vector-valued functions, we take their inner product and then integrate over Ω . Integrating by parts, and making use
of boundary conditions, we finally obtain the ultraweak formulation [7]⎧⎪⎪⎪⎨⎪⎪⎪⎩

Find σ ∈ (L2(Ω))N , u ∈ L2(Ω) :(
σ , ϵ−1τ

)
+
(
u,∇ · τ + ϵ−1β · τ

)
= 0 ∀τ ∈ HΓin (div,Ω)

(σ ,∇v) = (f , v)−

∫
Γin

βnu0v ∀v ∈ H1
Γout

(Ω)

(2.13)

where

HΓin (div,Ω) := {τ ∈ H(div,Ω) : τ · n = 0 on Γin}.

Consequently,

U = (L2(Ω))N × L2(Ω)

V = HΓin (div,Ω) × H1
Γout

(Ω).
(2.14)

In the Banach setting, we have

U = (Lp
′

(Ω))N × Lp
′

(Ω)

V = W p
Γin

(div,Ω) × W 1,p
Γout

(Ω)
(2.15)

where p ≥ 2, 1/p + 1/p′
= 1, and

W p
Γin

(div,Ω) := {τ ∈ (Lp(Ω))N : div τ ∈ Lp(Ω), τ · n = 0 on Γin}.

This motivates our study of the analog of Riesz operator for W 1,p(Ω) and W p(div,Ω)×W 1,p(Ω), which is presented next.

2.2. Representation operator

The DPG method minimizes the error in dual norm. The introduction of Riesz operator is the key to computation of the
dual norm. In Banach spaces, we need a similar representation operator that achieves this goal. Consider the test space
with norm

∥v∥
p
V : = ∥v∥

p
Lp(Ω) + ∥∇v∥

p
(Lp(Ω))N

=

∑
|α|≤1

∥Dαv∥p
Lp(Ω)

(2.16)

for the classical variational formulation and

∥(τ , v)∥p
V := ∥τ∥

p
(Lp(Ω))N

+ ∥div τ∥p
Lp(Ω) + ∥v∥

p
Lp(Ω) + ∥∇v∥

p
(Lp(Ω))N

(2.17)

for the ultraweak formulation. We shall restrict our attention to p ∈ [2,∞).
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Let l ∈ V ′. When V is Hilbert, the Riesz representation of l, R−1
V l, minimizes the total ‘‘potential energy’’:

R−1
V l = argmin

v∈V

1
2
∥v∥2

V − l(v). (2.18)

Analogously, the ‘‘Banach version’’ of the Riesz representation of l, can be defined by considering the p-analog of the
energy,

R−1
V l := argmin

v∈V

1
p
∥v∥

p
V − l(v). (2.19)

Equivalently,

⟨RV (v), δv⟩ := ⟨∂ J(v), δv⟩ = l(δv) ∀δv ∈ V (2.20)

where J : V → R is defined by

J(v) :=
1
p
∥v∥

p
V . (2.21)

The ‘‘Banach version’’ of Riesz map RV : V → V ′ is given by the Gâteaux derivative of J , RV = ∂ J . We can compute the
Gâteaux derivative explicitly,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⟨RV (v), δv⟩ =

∑
|α|≤1

∫
Ω

|Dαv|p−2DαvDαδv for the classical variational formulation

⟨RV ((τ , v)), (δτ , δv)⟩ =

N∑
i=1

∫
Ω

|τi|
p−2τiδτi +

∫
Ω

|div τ |p−2div τ div δτ +

∑
|α|≤1

∫
Ω

|Dαv|p−2DαvDαδv

for the ultraweak variational formulation.

(2.22)

Theorem 1 (Representation Theorem for the Dual Space). RV : V → V ′ is well defined, and it is bijective. Moreover, we have

∥RV (v)∥V ′ = ∥v∥
p−1
V .

The proof is relegated to Appendix A. We point out that the presented representation theory is embodied within
classical duality-mapping theory involving duality maps with weight functions. Our definition coincides with Definition
2.1 in [5] where the weight function is chosen to be ϕ(t) = tp−1.

2.3. Minimization of residual in banach spaces

We first invoke the best approximation theorem in Banach spaces (see Theorem 2.A in [6], or Section 10.2 in [9]).

Theorem 2 (Best Approximation). Let Y be a Banach space, and y ∈ Y .

• Suppose M ⊂ Y is a finite-dimensional subspace, then there exists a best approximation y0 ∈ M such that

∥y − y0∥ = inf
z∈M

∥y − z∥.

• Suppose M ⊂ Y is a convex subset of Y , and Y is strictly convex. If there exists a best approximation y0 to y, then y0 must
be unique.

This theorem is classical. We include a proof for both completeness and readers’ convenience.

Proof. Suppose first M ⊂ Y is a finite-dimensional subspace. Then

d := inf
z∈M

∥y − z∥ ≤ ∥y − 0∥ = ∥y∥.

By definition of the infimum, there exists a sequence {zj} in M such that ∥y − zj∥ → d. Note that

∥zj∥ = ∥y − y + zj∥ ≤ ∥y∥ + ∥y − zj∥.

Therefore, {zj} is a bounded sequence in M . By Bolzano–Weierstrass theorem, there exists a subsequence, denoted with
the same symbol, such that zj → y0 for some y0 ∈ M . Continuity of norm implies

∥y − y0∥ = d = inf
z∈M

∥y − z∥.
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Now let M ⊂ Y be a convex subset of Y , and Y is strictly convex. Let y0, y1 be distinct best approximations to y, such that
∥y − y0∥ = ∥y − y1∥ = d, and y0 ̸= y1. Consider now the convex combination u = αy0 + (1 − α)y1, for any α ∈ (0, 1).
Due to convexity of M , we know that u is also in M . The strict convexity of Y leads to the inequality

∥y − u∥ = ∥α(y − y0) + (1 − α)(y − y1)∥
< α∥y − y0∥ + (1 − α)∥y − y1∥
= αd + (1 − α)d
= d

which implies u is a better approximation to y in M , a contradiction. □

Consider the minimum residual problem (1.2) where V = W 1,p(Ω). Now Y = V ′ is Banach, and M = BUh ⊂ Y is a
finite-dimensional subspace. Therefore there exists a solution to problem (1.2). Moreover, as shown in (2.22), the norm
in V is Gâteaux differentiable, and we have a classical result that V is reflexive. The reflexivity of space V combined with
Gâteaux differentiability of norm imply the strict convexity of dual space V ′ (see [10], Corollary 5.4.18 and Proposition
5.4.7). Therefore the best approximation to l in BUh is unique. The uniqueness of solution uh to problem (1.2) follows from
the injectivity of B. Next we derive a necessary condition for Buh to be the best approximation to l.

Introduce error representation function

ψ = R−1
V (l − Buh). (2.23)

For an arbitrary wh ∈ Uh, let

ϕ = R−1
V (l − Bwh) (2.24)

be the representation function of the residual. For our problem, B : U → V ′ is induced by a bilinear form b on U × V

⟨Bu, v⟩ = b(u, v). (2.25)

We seek to minimize ∥ϕ∥
p−1
V = ∥Bwh − l∥V ′ , or equivalently, minimize J(ϕ) =

1
p∥ϕ∥

p
V under the constraint

⟨RV (ϕ), v⟩ + b(wh, v) = l(v) ∀v ∈ V. (2.26)

It can be shown that J(ϕ) is strictly convex in ϕ.
Consider the functional I : V × Uh → R, defined by

I(ϕ,wh) = J(ϕ) + b(wh, ϕ) − l(ϕ). (2.27)

We shall study the sup–inf and inf–sup problems:

sup
wh∈Uh

inf
ϕ∈V

I(ϕ,wh) and inf
ϕ∈V

sup
wh∈Uh

I(ϕ,wh).

Let us look at the sup-inf problem first. For a given wh ∈ Uh, I(ϕ,wh) is the sum of a strictly convex functional and a
linear functional in ϕ; hence it is strictly convex in ϕ. Then infϕ∈V I(ϕ,wh) is achieved for the unique ϕ∗(wh) that satisfies
(2.26), i.e., vanishing of Gâteaux derivative. Take the test function v = ϕ∗ in (2.26), we get

b(wh, ϕ
∗) − l(ϕ∗) = −⟨RV (ϕ∗), ϕ∗

⟩. (2.28)

From the expression for RV (ϕ), (2.22), we have

⟨RV (ϕ∗), ϕ∗
⟩ = ∥ϕ∗

∥
p
V = pJ(ϕ∗). (2.29)

Thus

sup
wh∈Uh

inf
ϕ∈V

I(ϕ,wh) = sup
wh∈Uh

(1 − p)J(ϕ∗(wh)) (2.30)

where ϕ∗ is related to wh by (2.26). Since we assume p ≥ 2, we have 1 − p < 0, and minimization of J(ϕ) is equivalent
to maximization of (1 − p)J(ϕ). Therefore, our residual minimization problem can be recast as the sup-inf problem

sup
wh∈Uh

inf
ϕ∈V

I(ϕ,wh).

Next we examine the inf-sup problem. For any given ϕ ∈ V , I(ϕ,wh) is affine in wh. Its supremum is +∞ unless
b(δuh, ϕ) = 0 ∀δuh ∈ Uh. Thus

inf
ϕ∈V

sup
wh∈Uh

I(ϕ,wh) = inf
ϕ∈(BUh)⊥

J(ϕ) − l(ϕ) (2.31)

where

(BUh)⊥ := {v ∈ V | ⟨Bδuh, v⟩ = 0 ∀δuh ∈ Uh}

is the common definition of orthogonal complement. The inf-sup problem is now turned into a standard convex
minimization problem, and we invoke a classical result from convex analysis (see Proposition 1.2 in Chapter 2, [11]).
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Lemma 1 (Existence and Uniqueness of Solutions). Let V be a reflexive Banach space, and C a non-empty closed convex subset
of V . Assume F : C → R is convex, lower semi-continuous and proper. Moreover, the function F is coercive over C, i.e.

lim F (u) = +∞ for u ∈ C, ∥u∥ → ∞.

Then the problem infu∈C F (u) has at least one solution. It has a unique solution if the function F is strictly convex over C.

For our problem (2.31), V = V is reflexive Banach space, and C = (BUh)⊥ ⊂ V is non-empty, closed, and convex.
F (ϕ) = J(ϕ) − l(ϕ) is strictly convex, continuous (thus lower semi-continuous), and proper. By ‘‘proper’’ we mean it
nowhere takes the value −∞ and is not identically equal to +∞. F is also coercive, since J(ϕ) =

1
p∥ϕ∥

p while l(ϕ) grows
only linearly in ∥ϕ∥. Therefore problem (2.31) has a unique solution. To characterize the unique solution, we invoke
another standard result from convex analysis (Proposition 2.1 in Chapter 2, [11]).

Lemma 2 (Characterization of Solutions). We assume that the function F satisfies the condition in Lemma 1, and is Gâteaux
differentiable with continuous derivative F ′. Then if u ∈ C, u is a solution of infu∈C F (u) if and only if

⟨F ′(u), v − u⟩ ≥ 0 ∀v ∈ C.

Denote the unique solution of (2.31) by ψ∗. Then the lemma requires

⟨F ′(ψ∗), ϕ − ψ∗
⟩ ≥ 0 ∀ϕ ∈ (BUh)⊥. (2.32)

Let v = ϕ − ψ∗. Then v can take any value in (BUh)⊥. The optimality condition (2.32) is true if and only if

⟨F ′(ψ∗), v⟩ = 0 ∀v ∈ (BUh)⊥. (2.33)

This is equivalent to F ′(ψ∗) ∈ ((BUh)⊥)⊥ = BUh. The last equality is true since BUh is finite dimensional, thus closed.
Therefore, there exists u∗

h ∈ Uh, such that

F ′(ψ∗) + Bu∗

h = 0 in V ′. (2.34)

Plugging in the expression for F , and applying the functional on test function v ∈ V , we get

⟨RV (ψ∗), v⟩ + b(u∗

h, v) = l(v) ∀v ∈ V. (2.35)

Moreover, ψ∗ need to satisfy the orthogonality condition

b(δuh, ψ
∗) = 0 ∀δuh ∈ Uh (2.36)

which is equivalent to ψ∗
∈ (BUh)⊥. In summary, the unique solution ψ∗ to the inf-sup problem (2.31) can be obtained

by solving the mixed system⎧⎪⎨⎪⎩
Find ψ∗

∈ V, u∗

h ∈ Uh :

⟨RV (ψ∗), v⟩ + b(u∗

h, v) = l(v) ∀v ∈ V

b(δuh, ψ
∗) = 0 ∀δuh ∈ Uh.

(2.37)

On the other hand, the mixed problem admits a unique solution in ψ∗, and Bu∗

h = l−RV (ψ∗) is also uniquely determined.
Since B is an injection, u∗

h is also unique.
Finally we prove the equivalence of the sup–inf and inf–sup problem. It suffices to prove the existence of a saddle point

(see Theorem 7.16-1, [12]). Let (ψ∗, u∗

h) solves the mixed problem (2.37). We claim that it is a saddle point of I(ϕ,wh),
i.e.,

sup
wh∈Uh

I(ψ∗, wh) = I(ψ∗, u∗

h) = inf
ϕ∈V

I(ϕ, u∗

h). (2.38)

By direct calculation,

I(ψ∗, wh) − I(ψ∗, u∗

h) = b(wh − u∗

h, ψ
∗) = 0.

Thus the first equality in (2.38) holds. On the other hand,

I(ψ∗, u∗

h) = inf
ϕ∈V

I(ϕ, u∗

h)

because ψ∗ makes the Gâteaux derivative of a convex functional vanish. We have proved that (ψ∗, u∗

h) is indeed a saddle
point of I . Therefore,

sup
wh∈Uh

inf
ϕ∈V

I(ϕ,wh) = I(ψ∗, u∗

h) = inf
ϕ∈V

sup
wh∈Uh

I(ϕ,wh). (2.39)

We have managed to show that the minimum residual problem (1.2) is equivalent to the convex optimization problem
(2.31), or the mixed problem (2.37). Moreover, the unique solution to the mixed system (2.37), (ψ∗, u∗

h), coincides with
the solution uh to the residual minimization problem (1.2) and its error representation function ψ defined in (2.23). We
will utilize this fact in our numerical computations.
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3. Numerical algorithms and results

3.1. Discretization with broken test spaces

In our analysis above, we have only considered discrete trial space Uh; the test space V is not yet discretized. We will
use the standard technique in DPG to discretize V: broken test spaces [1,2]. To stay focused, we consider the convection–
diffusion problem (2.8). Suppose we discretize the domain Ω with a mesh Ωh. The collection of element boundaries ∂K
for all K ∈ Ωh, is denoted by ∂Ωh. The broken Sobolev space is defined by

H1(Ωh) =
{
u ∈ L2(Ω) | u|K∈ H1(K ), K ∈ Ωh

}
. (3.40)

Testing (2.8) with discontinuous test functions v ∈ H1(Ωh) and integrating by parts elementwise, we obtain the
corresponding DPG formulation{

Find u ∈ H1
Γout

(Ω), t ∈ H−1/2(∂Ωh), t = βnu0 on Γin :

(ϵ∇u,∇v)h − (u, β · ∇v)h + ⟨t, v⟩ = (f , v)Ω ∀v ∈ H1(Ωh)
(3.41)

where (·, ·)h denotes L2 inner product for broken spaces, i.e.

(f , g)h =

∑
K∈Ωh

∫
K
fg dx (3.42)

(·, ·)Ω represents L2(Ω) inner product, and ⟨·, ·⟩ stands for the duality pairing of the extra unknown-flux t with broken
test functions. Flux t can be identified with the normal trace of a σ ∈ H(div,Ω) to element boundaries.

⟨t, v⟩ =

∑
K∈Ωh

⟨σ |K ·nK , v|K ⟩∂K . (3.43)

When we replace Hilbert spaces with Banach spaces (2.11), V = W 1,p(Ωh), and the space for flux becomes the trace of
W p′

(div,Ω) to element boundaries, see Appendix B. In 1D, the flux is just numbers at vertex nodes. By introducing broken
test functions, we are effectively replacing our original bilinear form with a new one, b : U × V → R,

b ((u, t), v) = (ϵ∇u,∇v)h − (u, β · ∇v)h + ⟨t, v⟩. (3.44)

The trial space U = U0 × Û , where U0 denotes the original trial space when we have continuous test functions, and Û
denotes the flux space. For ultraweak formulation, we can get

b((σ , u, σ̂n, û), (τ , v)) =
(
σ , ϵ−1τ + ∇v

)
h +

(
u,∇ · τ + ϵ−1β · τ

)
h − ⟨τ · n, û⟩ − ⟨σ̂n, v⟩ (3.45)

where

τ ∈ W p(div,Ωh), v ∈ W 1,p(Ωh),

σ ∈ (Lp
′

(Ω))N , u ∈ Lp
′

(Ω),

σ̂n ∈ W−
1
p′
,p′

(Γh), û ∈ W 1− 1
p′
,p′

(Γh)

(3.46)

(See Appendix B for details). This will give us the operator B : U → V ′ through (2.25). However, now the test space V is
broken, so we need to study how the residual minimization problem is affected.

It suffices to consider V = V1 × V2, because the result easily generalizes to finite product V = W 1,p(Ωh) =∏
K∈Ωh

W 1,p(K ). Suppose V1 = W 1,p(Ω1), V2 = W 1,p(Ω2), ∥(v1, v2)∥V := (∥v1∥
p
V1

+ ∥v2∥
p
V2

)1/p. We define the
representation operator on V , RV : V → V ′, by

⟨RV (v1, v2), (δv1, δv2)⟩ = ⟨RV1 (v1), δv1⟩ + ⟨RV2 (v2), δv2⟩ (3.47)

where RV1 , RV2 is given by (2.22), with Ω replaced by Ω1, Ω2, respectively. Then we claim the following result.

Theorem 3 (Representation Theorem for Product Space). RV defined in (3.47) is well defined and bijective. Moreover,

∥RV (v1, v2)∥V ′ = ∥(v1, v2)∥
p−1
V .

Proof. By Theorem 1, RV1 , RV2 are both bijective, ∥RV1 (v1)∥V ′
1

= ∥v1∥
p−1, and ∥RV2 (v2)∥V ′

2
= ∥v2∥

p−1. Note the
isomorphism i : V ′

→ V ′

1 × V ′

2, given by i(l) = (l1, l2), where l1 ∈ V ′

1, l2 ∈ V ′

2 are defined as

l1(v1) := l((v1, 0)), l2(v2) := l((0, v2)).
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Now i(RV (v1, v2)) = (RV1 (v1), RV2 (v2)). The bijectivity of RV (v1, v2) follows from that of RV1 (v1), RV2 (v2). Moreover,

|⟨RV (v1, v2), (δv1, δv2)⟩| ≤ ∥RV1 (v1)∥V ′
1
∥δv1∥V1 + ∥RV2 (v2)∥V ′

2
∥δv2∥V2

= ∥v1∥
p−1
V1

∥δv1∥V1 + ∥v2∥
p−1
V2

∥δv2∥V2

≤
(
∥v1∥

p
V1

+ ∥v2∥
p
V2

)(p−1)/p (
∥δv1∥

p
V1

+ ∥δv2∥
p
V2

)1/p
= ∥(v1, v2)∥

p−1
V ∥(δv1, δv2)∥V .

The equality is achieved when δv1 = v1, δv2 = v2. Therefore,

∥RV (v1, v2)∥V ′ = ∥(v1, v2)∥
p−1
V . □

With the theorem proven, we are now in a position to analyze the minimum residual problem (1.2) where V =

V1 ×V2 = W 1,p(Ω1)×W 1,p(Ω2). Since V is the product of two reflexive Banach spaces, it is a reflexive Banach space. Our
argument in Section 2.3 still holds. The minimum residual problem is equivalent to the convex optimization problem
(2.31), or mixed system (2.37). Finally we discretize V = W 1,p(Ωh) with piecewise polynomials, which are globally
discontinuous.

3.2. Newton’s method with line search

After discretization, we seek to solve the convex optimization problem subject to linear constraints (see (2.31)):

minimize f (ψh)
subject to b(δuh, ψh) = 0 ∀δuh ∈ Uh

(3.48)

where f (ψh) = J(ψh) − l(ψh), and the domain is Vh ⊂ V .
Following standard practice in numerical optimization, we use Newton’s method to solve the problem (see Section

10.2 in [13]). Define the stiffness matrix Bij := b(ej, gi), where ej is the jth basis function for Uh, and gi is the ith basis
function for Vh. Then the linear constraint can be written as

Bψh = 0 (3.49)

where ψh is the coefficient vector of ψh under the basis {g1, g2, . . . , gn}. For the Newton iteration, We can always start
with a feasible ψh. In practice, we start with ψh = 0. The Newton step ∆ψnt at feasible ψh is characterized by[

∇
2f (ψh) B
BT 0

][
∆ψnt

uh

]
=

[
−∇f (ψh)

0

]
. (3.50)

This is similar to what we obtain for DPG in Hilbert space [1]. With the broken test spaces, the Newton step of
representation function ∆ψnt can be condensed out element-wise. We assemble and solve the linear system for uh; then
we compute ∆ψnt locally. After obtaining ∆ψnt , we do a backtracking line search to ensure the Armijo sufficient decrease
condition (see Section 9.2 in [13]):

f (ψh + t∆ψnt ) ≤ f (ψh) + αt∇f (ψh)T∆ψnt (3.51)

where α is some constant in (0, 1). In our computations, we choose α = 10−4.
The Newton decrement is defined as

λ(ψh) = (∆ψT
nt∇

2f (ψh)∆ψnt )
1/2 (3.52)

and serves as an error indicator for Newton’s method. We stop the Newton iteration when λ is small enough. The tolerance
is set to 10−5 in our numerical experiments.

3.3. Numerical results for 1D problem

As an illustration, we solve the 1D convection-dominated diffusion problem:{
−ϵu′′

+ u′
= 0 in (0, 1)

−ϵu′
+ u = 1 at x = 0

u = 0 at x = 1.
(3.53)

We set ϵ = 10−2, and use a uniform mesh consisting of 5 elements. The choice of polynomial degree and our terminology
follow the logic of the 1D polynomial exact sequence,

H1(0, 1)
∂

−→ L2(0, 1)
∪ ∪

Pr (0, 1)
∂

−→ Pr−1(0, 1) .
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Fig. 1. Solution of classical variational formulation for different p. The black line represents numerical solution, and the red line stands for the exact
one.

By the order of elements, displayed in the following figures, we mean always the order r of H1-conforming element. The
order of the corresponding L2-conforming element is then r−1. The choice implies that the best H1- and L2-approximation
errors, converge with the same rate.

We begin with the classical variational formulation. Second-order elements are used for the trial space Uh, and fourth
order elements for the test space Vh. Fig. 1 shows the solution for different choices of p. For p = 2, our method coincides
with the DPG method in Hilbert spaces. In this case, the numerical solution exhibits a clear overshoot near the boundary
layer at x = 1. This is known as Gibbs phenomenon, which occurs when we approximate discontinuous/boundary-layer
problems with continuous functions. As we increase p (in the W 1,p norm for the test space), oscillation is localized to the
last element. It can also be seen that the solution does not change much if we further increase p over 4.

For the ultraweak formulation, we use quadratic elements for the trial space as well. This means that Uh ⊂ Lp
′

(Ω) is
discretized with piecewise linear polynomials, in accordance with the exact sequence logic. For test space Vh, we continue
using 4th order elements. Fig. 2 illustrates behavior of the solution as we increase p. The oscillation is again localized. We
do not go for higher p like p = 8 for two reasons. First, the solution does not change much when we increase p over 4.
Second, while increasing p, we need more integration points for element integration and the condition number of Gram
matrix grows fast; actually the ill-conditioning becomes so bad that the iteration for p = 8 does not converge.

We implement h-adaptivity based on ψ . The following greedy algorithm is used:

• Solve the problem on the current mesh.
• Compute element residual ∥ψ∥

p, and mark all elements that have residual larger than 1
4∥ψ∥

p
max.

• Refine each marked element; continue.

Solution of the problem using h-adaptivity is shown in Fig. 3. ϵ and polynomial orders are unchanged, and p is set to 4.
We start with a mesh consisting of 5 uniformly-spaced elements. The element containing the boundary layer is refined
in each iteration step. This verifies that the largest error comes from elements near the boundary layer, as we observe in
Figs. 1 and 2. After 4 refinements, the numerical solution and the exact one is almost indistinguishable.

4. Conclusion

We have presented a generalization of the DPG method to the case of reflexive Banach test spaces W 1,p(Ω) with p ≥ 2.
Our generalization is based on minimum residual method. The relation between the residual minimization problem and
the mixed problem is explored, with the introduction of a Lagrangian I(ϕ,wh).



J. Li and L. Demkowicz / Computers and Mathematics with Applications 95 (2021) 172–185 181

Fig. 2. Solution of ultraweak formulation for different p. The black line represents numerical solution, and the red line stands for the exact one.

Fig. 3. h-adaptivity result after 4 refinements. Starting mesh consists of 5 elements and is uniformly spaced. p = 4. The black line represents
numerical solution, and the red line stands for the exact one.

With broken test spaces and Newton’s method, we get a linear system similar to what we have for DPG in Hilbert space.
Error representation function can be condensed out elementwise, and we solve for uh first; then ψ is computed in each
element. We have performed numerical experiments by solving 1D convection-dominated diffusion. It is demonstrated
that the DPG method in Banach space localizes the oscillations. h-adaptivity based on the error representation function
works well. Future work is to apply our method to 2D and 3D problems. In the meanwhile, new theory regarding traces
of Banach spaces may need to be developed.
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Appendix A. Proof of representation theorem for Banach space

In the appendix, we present an elementary proof of Theorem 1. First consider V = W 1,p(Ω). From the expression of
RV , (2.22), we have

|

∑
|α|≤1

∫
Ω

|Dαv|p−2DαvDαδv| ≤

∑
|α|≤1

∫
Ω

|Dαv|p−1
|Dαδv|

≤

∑
|α|≤1

(∫
Ω

|Dαv|p
) p−1

p
(∫

Ω

|Dαδv|p
)1/p

=

∑
|α|≤1

∥Dαv∥p−1
Lp(Ω)∥D

αδv∥Lp(Ω)

≤

⎛⎝∑
|α|≤1

∥Dαv∥p
Lp(Ω)

⎞⎠
p−1
p
⎛⎝∑

|α|≤1

∥Dαδv∥p
Lp(Ω)

⎞⎠1/p

= ∥v∥
p−1
V ∥δv∥V .

(A.54)

Equality is achieved for δv = v. Therefore RV (v) ∈ V ′, and

∥RV (v)∥V ′ = ∥v∥
p−1
V . (A.55)

It remains for us to prove RV : V → V ′ is one to one and onto. Note that RV is the Gâteaux derivative of J : V → R, and
J is strictly convex. Thus RV is strictly monotonic, i.e.

⟨RV (u) − RV (v), u − v⟩ > 0 for u ̸= v. (A.56)

For u ̸= v, we have RV (u) − RV (v) ̸= 0, hence the injectivity of RV . Finally, to prove that RV is surjective, consider the
variational problem: given l ∈ V ′,{

Find v ∈ V :

⟨RV (v), δv⟩ = l(δv) ∀δv ∈ V.
(A.57)

Due to the strict convexity of J , the variational problem (A.57) is equivalent to the minimization problem

v = argmin
w∈V

J(w) − l(w) (A.58)

which has a unique solution by Lemma 1. The arguments for V = W p(div,Ω) × W 1,p(Ω) are identical.

Appendix B. Traces for Lp Banach spaces

Much of the DPG theory in L2 Hilbert setting extends seamlessly to the Lp Banach setting for p ∈ (1,∞). In this
Appendix, we sketch the necessary theory for traces in multi-space dimensions, functional setting for the formulations
with broken test spaces, and prove the well-posedness of the ‘‘broken’’ variational formulations. The critical result reported
here is the Banach version of the duality lemma in [2].

We begin by recalling the Trace Theorem for spaces W 1,p(Ω) due to Gagliardo [14], see also [15].

Theorem 4. Let Ω ⊂ RN be a Lipschitz domain, N = 1, 2, 3, . . ., Γ = ∂Ω be its boundary, and let p ∈ [1,∞). There exists
a unique continuous and surjective trace operator

W 1,p(Ω) ∋ V → v := γV ∈ W 1− 1
p ,p(Γ ) .

We shall stick with the reflexive spaces only, i.e. p ∈ (1,∞). We can use the surjectivity of the trace operator to replace
the intrinsic norm on W 1− 1

p ,p(Γ ) with the minimum extension norm,

∥v∥
W1− 1

p ,p(Γ )
:= inf

V∈W1,p(Ω)
γV=v

∥V∥W1,p(Ω) . (B.59)

We define now,

W p(div,Ω) := {σ ∈ (Lp(Ω))N : div σ ∈ Lp(Ω)}

W−
1
p ,p(Γ ) := (W 1− 1

p′
,p′

(Γ ))′
(B.60)
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where p′ is the conjugate index to p: 1/p + 1/p′
= 1, and where space W−

1
p ,p(Γ ) is equipped with the standard dual

norm. The integration by parts identity allows us to introduce the normal trace operator. Let σ ∈ W p(div,Ω). Define a
functional σn ∈ (W 1− 1

p′
,p′

(Γ ))′ by

⟨σn, v⟩ =

∫
Ω

div σ V +

∫
Ω

σ · ∇V (B.61)

where v ∈ W 1− 1
p′
,p′

(Γ ), V ∈ W 1,p′

(Ω) is any function such that γV = v. Then σn is well-defined. Indeed, one have to
show only that∫

Ω

div σ V +

∫
Ω

σ · ∇V = 0 (B.62)

for all V ∈ W 1,p′

(Ω), γV = 0. This is a consequence of the well-known fact that

{V ∈ W 1,p′

(Ω) : γV = 0} = W 1,p′

0 (Ω) := C∞

0 (Ω)
W1,p′ (Ω)

.

For any V ∈ C∞

0 (Ω), (B.62) holds simply by definition of the div operator; moreover, the left hand side of (B.62) is a
continuous function of V in W 1,p′

(Ω) norm. A density argument proves (B.62) for any V ∈ W 1,p′

0 (Ω). Hölder inequality
implies that σn is continuous and

∥σn∥
(W

1− 1
p′
,p′

(Γ ))′
≤ ∥σ∥Wp(div,Ω) .

The operator

γn : W p(div,Ω) ∋ σ → γnσ := σn ∈ W−
1
p ,p(Γ ) (B.63)

defines thus a continuous trace operator. We shall show momentarily that the operator is surjective.

Lemma 3. Let p ∈ (1,∞) and p′ denote the conjugate exponent. Let u, v ∈ R. Then

u = |v|p
′
−2v ⇔ v = |u|p−2u .

Proof. The proof relies on simple algebra. Let u = |v|p
′
−2v. Then

|u|p−2
= |v|(p

′
−2)(p−2)

|v|p−2
= |v|(p

′
−1)(p−2)

= |v|p
′p−p−2p′

+2
= |v|2−p′

(p′p = p′
+ p) .

Consequently,

v = u|v|2−p′

= |u|p−2u . □

Let now σn ∈ W−
1
p ,p(Γ ). Consider the ‘‘Banach version’’ of Riesz representation of σn,

V = argmin
U∈W1,p′ (Ω)

1
p′

∥U∥
p′

W1,p′ (Ω)
− ⟨σn, γU⟩ .

V satisfies the following Neumann boundary-value problem,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
|V |

p′
−2V −

∑
j

∂

∂xj

(⏐⏐⏐⏐∂V∂xj
⏐⏐⏐⏐p′

−2
∂V
∂xj

)
= 0 in Ω

∑
j

⏐⏐⏐⏐∂V∂xj
⏐⏐⏐⏐p′

−2
∂V
∂xj

nj = σn on Γ .

(B.64)

Define now σj = |
∂V
∂xj

|
p′

−2 ∂V
∂xj

. The equation above implies that div σ = |V |
p′

−2V . Lemma 3 implies that

V = |div σ |
p−2 div σ and

∂V
∂xj

= |σj|
p−2σj .

This implies that σ satisfies the Dirichlet boundary-value problem,⎧⎨⎩|σj|
p−2σj −

∂

∂xj

(
|div σ |

p−2 div σ
)

= 0 in Ω

σ · n = σn on Γ .
(B.65)
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In other words, σ ∈ W p(div,Ω) is a minimum-energy extension of σn. A direct computation shows that the minimum
energy extension norm coincides with the dual norm of σn. In exactly the same way, we show that the dual norm
to the minimum energy extension norm for space W−

1
p ,p(Γ ) coincides with the minimum energy extension norm for

W 1− 1
p′
,p′

(Γ ).

Remark. Our formal proof showing that the minimization problem for V , equivalent with Neumann boundary-value
problem (B.64), is equivalent to Dirichlet boundary-value problem (B.65) for σ , can be made fully precise by using the
duality theory [11]. Indeed, (B.65) corresponds to a maximization problem dual to the minimization problem for V . This
explains why we term the result as the duality lemma.

Theorem 5. Normal trace operator (B.63) defines is a continuous surjection with a norm equal one. The boundary spaces
W 1− 1

p′
,p′

(Γ ) and W−
1
p ,p(Γ ) equipped with the minimum energy extension norms form a duality pairing.

Existence of trace operators opens now up the analysis for broken variational formulations in the same way as in [2].
We start by introducing the broken test spaces.

W 1,p(Ωh) :=
∏

K∈Ωh
W 1,p(K )

W p(div,Ωh) :=
∏

K∈Ωh
W p(div, K ).

(B.66)

Let Γh denote now the mesh skeleton. We introduce the trace spaces defined on the skeleton in the usual way,

W−
1
p′
,p′

(Γh) := {σn = {σK ,n} ∈
∏

K∈Ωh
W−

1
p′
,p′

(∂K ) : ∃σ ∈ W p′

(div,Ω) : γn,∂Kσ |K= σK ,n}

W 1− 1
p′
,p′

(Γh) := {u = {uK } ∈
∏

K∈Ωh
W 1− 1

p′
,p′

(∂K ) : ∃U ∈ W 1,p′

(Ω) : γ∂KU |K= uK }.
(B.67)

By construction, the duality pairings on the mesh skeleton are well-defined,

⟨σ̂n, v⟩Γh =
∑

K∈Ωh
⟨σK ,n, γ∂KvK ⟩∂K σ̂n ∈ W−

1
p′
,p′

(Γh), v ∈ W 1,p(Ωh)

⟨û, τ ⟩Γh =
∑

K∈Ωh
⟨uK , γn,∂K τK ⟩∂K û ∈ W 1− 1

p′
,p′

(Γh), τ ∈ W p(div,Ωh) .

Also, by the standard density arguments, we have,

v ∈ W 1,p(Ωh), ⟨σ̂n, v⟩Γh = 0 ∀ σ̂n ∈ W−
1
p′
,p′

(Γh) ⇔ v ∈ W 1,p(Ω)

τ ∈ W p(div,Ωh), ⟨û, τ ⟩Γh = 0 ∀ û ∈ W 1− 1
p′
,p′

(Γh) ⇔ τ ∈ W p(div,Ω) .

Well-posedness of broken variational formulations. Consider now the Banach version of classical variational formula-
tion (2.10),⎧⎨⎩

Find u ∈ W 1,p′

(Ω), u = 0 on Γout

(ϵ∇u − βu,∇v) = (f , v) −

∫
Γin

βnu0 v ∀v ∈ W 1,p(Ω) : v = 0 on Γout .
(B.68)

The ‘‘broken’’ version of the formulation reads as follows.⎧⎪⎨⎪⎩
Find u ∈ W 1,p′

(Ω), σ̂n ∈ W−
1
p′
,p′

(Γh) :

u = 0 on Γout, σ̂n = −βnu0 on Γin

(ϵ∇u − βu,∇hv) − ⟨σ̂n, v⟩Γh = (f , v) ∀v ∈ W 1,p(Ωh) .

(B.69)

As usual, ∇h denotes the gradient computed element-wise.
Similarly, consider the Banach version of the ultraweak formulation (2.13),⎧⎪⎪⎨⎪⎪⎩

Find σ ∈ (Lp
′

(Ω))N , u ∈ Lp
′

(Ω) :

(σ , ϵ−1τ ) + (u, div τ + ϵ−1β · τ ) = 0 ∀ τ ∈ W p(div,Ω) : τn = 0 on Γin

(σ ,∇v) = (f , v) −

∫
Γin

βnu0v ∀ v ∈ W 1,p(Ω) : v = 0 on Γout

(B.70)

with the corresponding ‘‘broken’’ version,⎧⎪⎪⎪⎨⎪⎪⎪⎩
Find σ ∈ (Lp

′

(Ω))N , u ∈ Lp
′

(Ω), σ̂n ∈ W−
1
p′
,p′

(Γh), û ∈ W 1− 1
p′
,p′

(Γh) :

σ̂n = −βnu0 on Γin, û = 0 on Γout

(σ , ϵ−1τ ) + (u, divh τ + ϵ−1β · τ ) − ⟨û, τ ⟩Γh = 0 ∀ τ ∈ W p(div,Ωh)
(σ ,∇hv) − ⟨σ̂n, v⟩Γh = (f , v) ∀ v ∈ W 1,p(Ωh) .

(B.71)
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Theorem 6. Assume variational problems (B.68) and (B.70) are well-posed. Then the broken counterparts (B.69) and (B.71)
are well-posed as well, with inf-sup constants of the same order as those for the original formulations.

Proof. Proof is identical to the reasoning in [2]. □
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