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problems proposed in Cai et al. (2021) [5], which tracks solution along approximations
to characteristics in the DG framework, allowing extra large time stepping size with
stability. The newly proposed GEL DG method in this paper is motivated for solving linear
hyperbolic systems with variable coefficients, where the velocity field for adjoint problems

Keywords:

Eulerian-Lagrangian of the test functions is frozen to constant. In this paper, in a simplified scalar setting, we
Discontinuous Galerkin propose the GEL DG methodology by freezing the velocity field of adjoint problems, and
Characteristics method by formulating the semi-discrete scheme over the space-time region partitioned by linear
Mass conservative lines approximating characteristics. The fully-discrete schemes are obtained by method-
Discrete geometric conservation law of-lines Runge-Kutta methods. We further design flux limiters for the schemes to satisfy

Maximum principle preserving the discrete geometric conservation law (DGCL) and maximum principle preserving (MPP)

properties. Numerical results on 1D and 2D linear transport problems are presented to
demonstrate great properties of the GEL DG method. These include the high order spatial
and temporal accuracy, stability with extra large time stepping size, and satisfaction of
DGCL and MPP properties.
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1. Introduction

In this paper, we propose a generalized Eulerian-Lagrangian (GEL) Runge-Kutta (RK) discontinuous Galerkin (DG) method
for a model transport equation in the form of

U+ V- Pu;x, Hu) =0, (x,t) e R x [0, T, (1.1)

where d is the spatial dimension, u: RY x [0, T] — R, and P(u; X, t) = (P1(u; X, t), -+, P4(u; X, t))T is a linear or nonlinear
velocity field. Such a model could come from a wide range of application fields including fluid dynamics, climate modeling,
and kinetic description of plasma.
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The GEL DG method is a generalization from the EL DG method proposed in [5]. With RK time discretization, their
fully-discrete schemes are termed “GEL RK DG” and “EL RK DG” methods. The EL DG method is built upon a fixed set of
computational mesh, yet in each time step, the solution is evolved over a local dynamic space-time region 2; (see Fig. 2.1),
the partition of which is determined by linear approximations to characteristics. The EL DG method introduces modified
adjoint problems for the test function

¢ +P-Vp=0, (12)

with its velocity field P being a linear approximation to the velocity field P in (1.1). Then RK methods are used for the time
discretization via the method-of-lines approach. The proposed GEL DG method shares the same space-time partition strategy
as the EL DG method. A major difference is the velocity field for the local modified adjoint problem of test functions. The
GEL DG uses a constant function with P = Pj in (1.2), whereas P € P1(x,t) in the EL DG, to approximate the velocity field
P of (1.1). Such design is motivated from solving the wave equation via tracking information along different characteristics
families in a linear system. Take a 1-D 2-by-2 hyperbolic system for example,

Ut + (AU)x =0,

which could arise from the wave propagation in a heterogeneous media. The modified adjoint problem for the system by
the GEL DG method is

D +AjO,=0,

where Aj; is a frozen local constant matrix that approximates A(x) on ;. In this paper, we focus on the GEL RK DG
algorithm for scalar transport problems. The proposed GEL RK DG maintains mass conservation, high order spatial and
temporal accuracy, and allows for extra large time steps with stability. We also establish that the semi-discrete GEL DG and
EL DG formulation are mathematically equivalent, whereas the time discretization introduces differences for fully discrete
schemes.

We further study the property of discrete geometric conservation law (DGCL) and maximum principle preserving (MPP)
property of GEL RK DG method, and find that the method fail to satisfy the DGCL and MPP property in general. We then
propose MPP limiters to preserve the DGCL and MPP properties. The MPP limiters involve the polynomial rescaling limiter
[26,27] and the parametrized MPP flux limiter [22,24,23]. The polynomial rescaling limiter preserves the MPP property for
the piecewise DG polynomials, while the parametrized MPP flux limiter preserves the MPP property of cell averages in the
final RK stage only, to avoid order reduction of RK methods if limiters are applied to intermediate RK solutions.

Finally, among different classes of EL methods in the literature, we would like to mention a few closely related ones.
Eulerian-Lagrangian finite volume methods were introduced in [13] to handle nonlinearity for characteristic methods in the
finite volume framework. The Eulerian Lagrangian Localized Adjoint Methods (ELLAM) [6] introduces an adjoint problem for
the test function in the continuous finite element framework and has been applied to different problems [20,18]. Compared
with ELLAM, the EL DG, SL DG and EL RK DG [21,1,5] are being developed in the discontinuous Galerkin finite element
framework. Another line of development, that is closely related to this work, is the Arbitrary Lagrangian Eulerian (ALE) DG
method [15,12]. Both EL DG and ALE DG evolve the DG solution on a dynamic moving mesh. The dynamic mesh movement
of the EL DG approximates characteristics for the potential of using larger time stepping sizes with stability, whereas the
mesh movement of ALE DG could come from tracking moving computational domain and/or better shock resolution. The
formulation of EL DG comes from the introduction of a local modified adjoint problem, whereas the ALE DG method is
formulated through the coordinate transform of test function on a reference domain.

This paper is organized as follows. In Section 2, we develop the GEL DG for one-dimensional (1D) linear transport
problems. We discuss numerical treatment of inflow boundary conditions and extensions to 2D problems by dimensional
splitting. In Section 3, we establish the equivalence of the GEL DG and EL DG method in semi-discrete form. In Section 4,
we study the DGCL and MPP properties of the GEL RK DG method and propose a MPP limiter to preserve DGCL and MPP for
fully discrete schemes. In Section 5, the performance of the proposed method is shown through extensive numerical tests.
Finally, concluding remarks are made in Section 6.

2. GEL DG formulation for linear transport problems

We propose the GEL DG method, which differs from the EL DG method [5] in the design of the modified adjoint problem
for test functions. In the EL DG method, the adjoint problem is uniquely determined from the partition of the space-time
region ;; while in the GEL DG method, the adjoint problem is independent from the partition of the space-time region.
Such design of adjoint problems offers flexibility in handling hyperbolic systems when characteristic decomposition varies
in space.

2.1. 1D linear transport problems

We start from a 1D linear transport equation in the following form

U+ (ax, Hu)x =0, X € [Xq, Xp]. (2.1)
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Fig. 2.1. lllustration for dynamic element Tj(t) of new GEL DG. (For interpretation of the colors in the figure(s), the reader is referred to the web version of
this article.)

For simplicity, we assume periodic boundary conditions, and the velocity field a(x, t) is a continuous function of space and
time. We perform a partition of the computational domain x, :x% < x% <. o< xN+% =xp. Let I} = [xjf% , Xj+%] denote an

J
V,’; ={vh:vnli; € Pk(lj)}, where Pk(Ij) denotes the set of polynomials of degree at most k. We let t" be the n-th time level
and At =t"t1 — " to be the time-stepping size.

The scheme formulation is summarized in four steps. We will first partition the space-time region €2;'s, then introduce
a new modified adjoint problem for the test function v (x, t). We then formulate the semi-discrete GEL DG scheme. Finally,
we apply the method-of-lines RK method for the time marching.

element of length Ax; =Xj 1 =X and define Ax = max; Ax;. We define the finite dimensional approximation space,

(1) Partition of space-time region 2;: We define a space-time region Q; = 1 i x [t", t"*+1] with
7. e 5 n .n+l1

being the dynamic interval of time-dependent length Ax;(t) = ;‘Hl (t) — )2];1 (t), see Fig. 2.1. Here ijil(t) =Xj;1+ (t —
2 2 2 2
t"‘”)vji% are straight lines emanating from cell boundaries Xjp1 with slopes Vigl = a(xji% ,t""1y as in the EL DG scheme.
We let I; = Tj(t”) = [x}‘ ; ,x}f+1] be the upstream cell of I; at t". Note that vji% are chosen to best take advantage of the
-2 2

characteristics information. In a classical Eulerian RK DG scheme, v 1= 0, Vj.

(2) Adjoint problems. We consider a local adjoint problem for the test function:

{wt+aij=o, x.t) € Qj,

Y=t =wkx), Y¥E) e P"(ij*). (22)

Here we let o = a(x;j, t"+1). To obtain the test function ¥ (x, t) on Qj, W(x) needs to be defined in a large enough neigh-
borhood containing I, named I}‘* = [x;’f* 1, X ], with
—2

Jt+3
X =minx;, 1,x* | +aijAt), X =max(x.,1,X* | +aiAl). 2.3
-3 (1*2 -3 iAD j+3 (Hz j+3 iAn (23)

Please see the green curves in Fig. 2.1 for the slope of &, and the interval 17*. Here we take a natural extension of W from
Ij to I}’f*. That is, we denote that W on 17* has the same representation as it on I;, they are the same polynomial but define
on a larger domain. The idea of defining W(x) on ij* is to ensure that ¥ (x,t) can be found on ; from adjoint problem
(2.2), see the area shadowed by green dash lines in Fig. 2.1. This is different from the adjoint problem in the EL DG method,
which follows the adjoint problem (3.6) with velocity field «(x,t) (3.5) as a linear interpolation of mesh velocity at cell
boundary Vil Thus the test function ¥ of EL DG stays the same polynomial, if I;(t) is linearly mapped to a reference

interval I; as (2.13).

(3) Formulation of the semi-discrete GEL DG scheme. In order to formulate the scheme, we integrate (2.1)- v +(2.2)-u over
Qj,

/ [(21)- ¥ +(2.2) - u]dxdt = 0. (2.4)
£2;

That is,
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t”+1 t"'H
0:/ /(ut¢+u¢t)dxdt+/ /((a(x,t)u)xl/f + ot jeu) dxdt
" T 10
t"+1 tn+1
:/ /(UI//)thdf-i-/ /((a(x,t)m/f)x—a(x,t)ulpx—i—aiju)dxdt
e 7j(t) e T
t”+1
d ;‘j+%(t)
=/ pr / uwdx—vH%utpl;H%(t)+vj_%u1p|,~<j_%(t)+auw ;‘j,%(t)
e T

+/(aj—a)uz//xdx dt

I
tn+1
d
= o | uvdxt @y - VH%)uwI&H%(t) —(@;_1 - Vj,%)ulﬂl;}jf%(t)
e T
+ / (aj —a)uyxdx | dt. (2.5)
I
Letting F(u) = (a — v)u, the time differential form of (2.5) gives
d
— | wyyydx=—(Fy) |z ;0 TFY) |z ;0 + | (@—ajupxdx. (2.6)
dt Ity =7

I;0 G}

Notice that the dynamic interval of Tj(t) can always be linearly mapped to a reference cell £ in I; by the mapping
X(t; (£,t"1)), then eq. (2.6) in the &-coordinate becomes

_1
2

d Ax(t; (&,t"F1))
E/(uw(S))Tdé =—(Fy) ‘é:xH% + (Fy) ‘E=xj
I

+ / (a— ajueds. @7)
Ij

The DG discretization of (2.7) is to find up(§,¢t) € Pk(lj), so that the following equality holds,

d ox - - - -
g | wE0vE 0T de=—F G 0.0 +F G 0.0+ /(a —aj)unyeds, (28)

Ij I

for v (x,t) satisfying the adjoint problem (2.2) with YW¥(x) = y(x, t"*1) € P"(I;?*). Here F at a cell boundary can be taken
as a monotone flux, e.g. the Lax-Friedrichs flux

Fu,uh)= %(F(U’) +F@™)) + %(U’ —uh), a= max |F'(u)}; (2.9)

and we use Gauss quadrature rules with k + 1 quadrature points to approximate the integral term on the R.S.H. of the
equation (2.8).

Next we discuss the choice of basis functions for representing solutions and test functions, with which one can assemble
time-dependent mass matrices for implementation. In a classical Eulerian DG setting, the test functions are the same as basis
functions of V,’;. However, in the GEL DG setting, the test function ¥, (x,t) is in a time-dependent domain Tj satisfying
the adjoint problem (2.2) with

VX)) =¥;nx), j=1,..,N, m=0, ...,k (2.10)

{W;m(®)}1<j<N,0<m<k are the basis of P"(Ij) with a natural extension to I;f*. In fact, we have from eq. (2.2)

4
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Vim®, t) = W) m(x —ajt — ")), (211)

We let 0j(t) be a vector of size (k+ 1) x 1 with its elements consisting of

/ Up (X, ) rjm(x, t)dx . (212)

1j® 0<m<k

On the other hand, we set our basis function as {&j,m(x, t)} on a reference cell with a linear mapping
1<j<N,0<m<k

REE ) =R O & —x,

Nl—=

Axj(t) AX; (213)
with
VimR(E (¢, 7)), 0 = W) m(©), (214)
where W;m|j; is a set of basis in V},‘ on I;. Then we let
k
up(x, )=y 2P OFjx.0). on T;(). (2.15)

=0

where 1) are coefficients for the basis. Let Ujt)= (ﬁ;o) ), - ,ﬁ;k) ()T be the coefficient vector of size (k+ 1) x 1. Notice
that U;(t) here is different from Uj(t) defined in (2.12), satisfying the GEL DG scheme (2.8)

k
/ Up(X, )Y m (X, Ddx = / > P OF 1 O m(x, Ddx

~ ~ =0
1:(t) I;(0)
j i (2.16)
k k
~(l - ~(l =
=>aPm / P10 O mx. Ddx =Y a0 / Vi1 W m(x — (e — " ))dx,
1=0 o 1=0 o
Now we assemble the time dependent mass-matrix Aj(t) of size (k4 1) x (k4 1) with its elements consisting of
/ V(6 O (x — it — £ ))dx
U[0) 0<lI<k,0<m<k
Further, we have by eq. (2.12), (2.15), (2.16)
Ujt)=AjOU;@®), Vj=1,..,N, Ve e [t", "], (217)
Now we can write the semi-discrete scheme (2.8) as
0 ~ d
U0 = 2 (AjOU;0) = £ (Uj1(0, U0, Uj 0).1). (2.18)

where the spatial discretization operator on the RHS of (2.8) is denoted as £ (U]-,l ®),U;j®),Ujq1(0), t).

(4) RK time discretization and fully discrete scheme. Next, we describe the fully discrete scheme with method-of-lines RK
discretization of the time derivative. There are two main steps involved here.

1. Obtain the initial condition of (2.18) by an L2 projection of u(x, t") from background cells onto upstream cells ij. That

is,

Aj(t”)US?= /u(x,t”)lpj,o(x,t”)dx,~~-, f ux, ty p(x, thdx (2.19)

Jj(em Ij(em



X. Hong and J.-M. Qiu Journal of Computational Physics 464 (2022) 111160

Table 2.1
Parameters of some practical Runge-Kutta time
discretizations. [19,14].

Order aj Bil d
2 1 1 0
11 1
23 03 1
3 1 1 0
31 1
31 01l 1
? 42 42 1
303 003 2
4 1 3 0
10 01 %
100 001 1
1121 1
~3333 0005 1
T
n n n n
= /u(x,t YWiox+ajAth)dx, - - ,/u(x,t Wiox+ajAtNdx | . (2.20)
* *
I I

The integrals over the upstream cells above can be evaluated in the same fashion as the SL DG scheme [1].

2. Update (2.18) from U? to U?“. We apply the SSP explicit RK methods [19] as in a method of lines approach. In
particular, the time-marching algorithm using an s-stage RK method follows the procedure below:
(a) Get the mesh information of the dynamic element 7;1), [=0,---,s on RK stages by )?ji% = Xjxl +(t— t”“)vji%.
(b) For RK stages i=1,---,s, let tO ="+ d;At", compute

i—1
AjeHu =3 [a,-,A MUY + pyaec (U(.')

O O L0
],1,Uj LUt )] (2.21)
=0

j+1°

where «; and Bj are related to RK methods, where we can update the coefficients U;i) by inverting A j(t(i)) from
the equation above. The coefficients for second, third and fourth order RK methods are provided in Table 2.1.

This finishes the description of a fully discrete GEL DG method, which enjoys the mass conservation as stated in the follow-
ing Theorem.

Theorem 2.1. (Mass conservation) Given a DG solution up(x, t") € V;,‘ and assuming the boundary condition is periodic, the proposed
fully discrete GEL DG scheme with SSP RK time discretization of (2.18) is locally mass conservative. In particular,

N N
Z/uh(x, t”“)dx:Z/uh(x, tMydx.
i1 i1

Proof. It can be proved by letting y» = 1, the conservative form of integrating F function with unique flux at cell boundaries,
as the mass conservation property of EL DG scheme [5]. We skip details for brevity. O

2.2. Inflow boundary conditions

In this subsection, we discuss our treatment of inflow boundary conditions. We consider the linear transport equation
(2.1) with the initial condition and the inflow boundary condition

{u(x, 0) =uo(x), (2.22)

uxp, t) = f(0).

The proposed procedure for inflow boundary conditions follows steps below. At the outflow boundary, characteristics will
go to the interior of domain, hence the original GEL DG algorithm could be directly applied.

Step 1: Set up ghost cells. We first set up a ghost region which is sufficiently large, on which discretizations are per-
formed to define ghost cells. For example, in the 1D setting, for CFL < 2, we have two ghost cells [x_%,xf%], [x ,x%] as
illustrated in Fig. 2.2 (a).

Step 2: Obtain the DG solutions on ghost cells. We find DG solution at t" on ghost cells by tracking information along
characteristics from boundary data in the semi-Lagrangian fashion. In order to do this, we first find the velocity field a(x, t)

1
2

6



X. Hong and J.-M. Qiu Journal of Computational Physics 464 (2022) 111160

*
St 3
-7 2
r_3 T_1 T3 T5 Pae
2 -2 Tp 2 2 - xp 33% 33%
" ¥ tn+l 7 . . tn+1
t*
_1
0 2
L tTL
% oY % tr
2 2 2
(a) (b)

Fig. 2.2. Illustration on ghost cells intersecting inflow boundary.

on ghost regions, which could be done by a natural extrapolation from interior of domain. In particular, we consider the
following problem

(2.23)
u(xp, t) = f(t),

where a(x, t) at the ghost region can be approximated by extrapolations from the interior of domain. As shown in Fig. 2.2(b),
there is € bounded by characteristic curves emanating from boundaries of ghost cells. We let the test function v (x,t)
satisfies the adjoint problem with VW € PX(Ip),

[ut + (a(x,t)u)x =0, x at the ghost region

Ve +ax, Hyx=0,
{1//()(, t")y = w(x), xe[xf%,x%]. (2.24)
Integrate ((2.23)- v +(2.24)-u) over %, we have
/(utﬁ)r + (a(x, tHyuyr)xdxdt = 0. (2.25)
2
Using Green formula, we can get
X1 )
2 2
/ u(x, twx)dx = / a(xp, Hu(xy, Oy (xp, H)dt. (2.26)

X

tn

(SE

As in the SL DG [3,2,1], Gauss quadrature rule can be applied to evaluate the right-hand side of the above equation. Similar
procedure can be used to obtain DG solutions on the ghost cells.

Step 3: Update solution. Once the solution on ghost cells are available, we can update the solution following the GEL RK
DG procedure described previously.

2.3. 2D linear transport problems

We extend the GEL RK DG algorithm to 2D problems via dimensional splitting [17]. Consider a linear 2D transport
equation

ur+ @, y,Huw)x + (bx, y,Hu)y =0, (x, y) € Q, (2.27)

with a proper initial condition u(x, y,0) = ug(x, y) and boundary conditions. Here (a(x, y,t),b(x, y,t)) is a velocity field.
The domain €2 is partitioned into rectangular meshes with each computational cell A;; = [xi_% , xi+%] X [yj+% s yH%], where

we use the piecewise Q¥ tensor-product polynomial spaces.

1. We first locate (k 4+ 1)? tensor-product Gaussian nodes on cell Ajj: (Xip,¥jq)» P.q=0,....k. For example, see Fig. 2.3
(left) for the case of k= 3.

2. Then, the equation (2.27) is split into two 1D advection problems based on the quadrature nodes in both x— and y—
directions:
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Fig. 2.3. Illustration of the 2D GEL RK DG scheme via Strang splitting, k = 3.

ur +(alx, y,tiu)x =0, (2.28)
ue + (b(x, y, thu)y = 0. (2.29)

Based on a 1D GEL RK DG formulation, the split equations (2.28) and (2.29) are evolved via Strang splitting over a time

step At as follows.

e Evolve 1D equation (2.28) at different y}qqs with different velocity for a half time-step At/2, see Fig. 2.3 (middle). For
each y; 4, the (k4 1) point values are mapped to a P¥ polynomial per cell, then the 1D equation (2.28) is evolved by
the proposed GEL RK DG scheme. Finally, we can map the evolved P¥ polynomial back to the (k4 1) point values to
update the solution.

e Evolve 1D equation (2.29) at different xg,ps for a full time-step At as above, see Fig. 2.3 (right).

e Evolve 1D equation (2.28) at different y;qqs for another half time-step At/2.

The splitting 2D GEL DG formulation maintains many desired properties from the base 1D formulation, such as high order
accuracy in space, extra large time stepping size with stability and mass conservation. However, a second splitting error in
time is introduced, and the computational cost increases exponentially with the dimension of the problem. Higher order
splitting methods can be constructed in the spirit of composition methods [25,11,9,4]. A direct 2D algorithm as those in [5]
will be subject to our future work.

3. Equivalence of semi-discrete GEL DG and EL DG methods

In this section, we first study the equivalence between the evolution step of the GEL DG and SL DG methods for a
linear constant problem (2.1) in section 3.1; the equivalence between the GEL DG and EL DG methods for a linear variable
coefficient problem (2.1) is also presented in section 3.2. In [5], we established that the evolution step in the EL DG scheme
is the same as the ALE DG method, for which theoretical stability analysis are performed in [15].

3.1. Equivalence between semi-discrete GEL DG and SL DG for a linear constant coefficient equation
The extra degree of freedom in the GEL DG scheme design, compared with the SL DG, is the space-time partition and the
adjoint problem for the test function. For a linear constant coefficient advection equation, if we assume the exact space-time

partition as the SL DG method, while varying the velocity field of the modified adjoint problem in GEL DG, we show below
that the semi-discrete GEL DG scheme is equivalent to the SL DG scheme.

Theorem 3.1. For linear constant coefficient equation (2.1) with a(x,t) = 1, GEL DG scheme with the exact space-time partition
Vipl = 1 and a perturbation of velocity cj =1+ ¢, ¢ # 0in (2.2), is equivalent to SL DG scheme in semi-discrete form.

Proof. In this case, the GEL DG scheme (2.6) is reduced into
d
o / (uCELDG (x, t)I/jGELDG(X’ £)dx = — f CuGELDGwXGELDGdX. (3.1)

T I

We can rewrite the scheme as in integral form
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/(UGELDG(X’ YW (x))dx
1

1
ijm) " Ti(o) (3.2)

1

= /(u”(x)\lf(x+(l+c)At))dx—c/ /uGELDG(x,t)\llx(x—i—(l—|—c)(t”+1—t))dxdr
I ™ Tj(o)

~ RHSGELDG

where 1;(t") = [x;_1 — At,x;,1 — At] and It = (X 1+t~ t”“,le +t —t"1]. We also rewrite the SL DG scheme as
2 2 2

[N]]

in integral form

/(uswc(x, YW (x))dx = / W (0w StPS (x, ¢7))dx
y e (3.3)
= / W (x)W(x + At))dx = RHSSLPC.
Ijem
If we assume u%ELDC (x, 1) = uSLPG(x, 1), T € [t", t"t1) then
RHSSLDG _ R SGELDG
= / W () W(x + At))dx — / W) (x, t"HW(x + (1 +c)At))dx

T;(tm T;(em

tn+1
+c / / uStPC (£ 4 (1 — "), )Wy (& + c(t"T! — 1) + At)dedT
t" ij(t")
t”+1
= / u"(X)(W(x + At) — W(x+ (1 +c)At))dx — / u (&) / —CWi(€ + (™ — ) + At)drde
T;am Im tn
tn+1
= / u"(X)(W(x + At) — W(x+ (1 +c)At))dx — / u (&) / Wo (€ 4 ct™ — 1) + At)drdE
T;am Im tn
=0.

This verifies that the u®ELPG = ySLDG for semi-discrete schemes. O

The fully discrete GEL RK DG and SL DG scheme are not equivalent for any P¥ approximation spaces. The equivalence
holds true for the special case of GEL RK DG P° and P! schemes, as specified in the Theorem below.

Theorem 3.2. Under the same condition as Theorem 3.1, the fully discrete GEL RK DG and SL DG scheme are equivalent for P¥ (k <1)
approximation spaces with any RK time discretization. Thus GEL RK DG schemes with P¥ (k < 1) approximation spaces are uncondi-
tionally stable.

Proof. We first consider the GEL DG method with forward-Euler time discretization by (3.1)

/uGELDG(X,t”H)\p(x)dx: / u"(X)W(x+ (1+c)At)dx — cAt / u" (X)Wy(x 4 (1 4+ ) At)dx
I 1jem 1M

- RHSlGELDG.
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We compute the right hand side
RHSSLDG _ Ry S1CELDG
= / u(xX)(W(x + At) — U(x+ (1 +c)Ab))dx + At / cu" X)Wy (x + (1 4+ c)At)dx
Ijem) Ijem
= / Ut (X)(W(x + At) — U(x + (1 + ) At) + cAtWy(x + (1 + ) At))dx
T;(m

So, if W(x) € P k <1, then RHSSLPG — RHS1CELDG — o, That is, the GEL DG and SL DG scheme are equivalent for P¥ k <1
approximation space with forward-Euler time discretization. Such equivalence can be generalized to any SSP RK methods,
which can be written as a convex combination of forward Euler method. O

Remark 3.3. It can be shown that under the same assumption as Theorem 3.1 with P2 approximation space, the fully
discrete GEL RK DG method, when the SSP RK2 and RK3 are applied for time discretization in Table 2.1, is equivalent to
the SL DG. Thus the scheme is unconditionally stable. However, the GEL RK DG, when coupled with forward Euler time
discretization, is not equivalent to the SL DG and is not unconditionally stable.

3.2. Equivalence between semi-discrete GEL DG and EL DG scheme

Theorem 3.4. For a linear transport problem with variable coefficient (2.1), GEL DG scheme is equivalent to EL DG scheme in the
semi-discrete form, assuming that they have the same space-time partition.

Proof. We first consider EL DG scheme for scaler equation (2.1), which is formulated as

i [ awix==(F0) s o+ (Fo)|s o+ [ Fua (34)

10 T

with F(u) = (a — a)u,

X—X; 1(t) X—X;_1(t)
+7 —_=
alx,t)=—v,; /T2 172

_—_— . _—— ] ~. ~.
=3 T AX; (D) Vi Ax;j(t) € P(1%-3 0. %, ®D. (3:5)

and F is a monotone numerical flux. We represent u in the form of (2.15), and take v as our basis function %Ym(x, t) satisfy
(2.14) with W; ;; (x) being orthonormal basis of the space Pk(lj), which follows the adjoint problem of EL DG:

{wf-i-a(x, HYx =0, (x,t) € Qj, (36)

Y=t =W(x), V() e PkdI)).

Then we have

/ Vi 0% mx, t)dx:ij(t)/\pj,i(x)\pj,m(x)dx=5,~,mij(t).
10 I

We can write the EL DG scheme (3.4) into a matrix form

%10 +Bj(®OU;(®), (3.7)
2

d "~
(U0 A%;0) =~ (Firy)

o ()

where Bj(t) is a time-dependent matrix consisting of [Ej(t)],-,m = fij(t) (a(x,t) — a)l/?j,m(x/}j,i)xdx, i=0,..k,m=0,...k and

¥i=jo. ... " is a vector of size (k+1) x 1.
For GEL DG, we share the same space-time partition and we can rewrite the scheme (2.8) as

d o X
" f Wyt dx=—(Fypi) [ o + (Fvii) [y o0 + / (@(x.0) = e)u (V. )xdx. (38)
2 2
[G) T
where v} ; is the test function as defined in (2.11). Then, we rewrite the GEL DG scheme (3.8) into the matrix form

10
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d "
(A 0850U;0) = - (Fy))

o ()

where [Aj(O)lin = ff, ¢, Vim X, 0106 DA/ AX;(©), [BjOlim = fi 0 @(% 0 = @) PjmWrj.)xdx and ¥ j = W0, s Y507
Applying the product rule to the LHS of (3.9), and with manipulations of the equation, we have

® +BjOU;(®), (3.9)

1
2

%(ij(t)Uj(t)) = 4710 (= (F¥) |13 + (Foy) |2 +BiOU;0 — 4;0850U50). (3.10)

As {IZIJ‘J‘(X, t)}if=O and {v ;(x, t)};‘:0 are bases of Pk(ij(t)), we can represent v; ;(x, t) as

k

Vit = D (Wi 0, i ) Va6, 0/ Ax;(0) = [A;O1i .

n=0
where [A;(f)]; is the ith row of matrix Aj(t). That is,

AT OV =1, (3.11)
which leads to
AT O (ﬁ:/fj) ‘Hl + (Fw,) ‘Hl )_—(ﬁ{pj)

Next, we compute A](t) by Axj(t) = Ax+ (v

ij+% o F (F]/,j>

jo1 = V)@ — 1) and dx(@) = (V)1 —v;_1)/A%j(0)

f(jf%(t) .

(v_1 1
[A ®Olim= AXj (t) dt / l/f] mX, OVjix, t)dx“‘W / 1/fj mX, OVjix, t)dx
10 Ij®
- /(a(“ B ) + O ~))dx+7(vj‘%_v”%)/f X, DV (% dx
= ij(t) t 1//j,m)‘ﬁ],l 1l’],m t W},l) x(alp],ml”],l (ij(t))z ‘/f],m( s W},l ,

I I

1 ~ ~ ~ ~ ~
= ij(t)~/ <_058x(1//j,m)‘/fj,i - 1//j,mO(jax(‘,[/j,i) + ax(a)‘/’j,mwj,i +Olax(‘/fj,m)wj,i +O“ﬂj,max(\/fj,i)) dx
1;(t)
(Vj,%

HTNT (t))2

/ W]m(x Oy i(x, tydx

;)

Vi1 =v;1)
AX](t) /(05 a])l/’jmax(wjz)dx‘f‘— / I/Ime] idx

Ax;(t)
I i . b
(Vf*% ]+2
TO / Vjm (X, OV i(x, O)dx
[](f)
ij(t) /(0{ a])w“”(x £)ox (Vi) (x, t)dx.

Ij()

So we have [B;(t)]im — [Aj(O)]imAXj(t) = /'7],(0 @, t) — )P m(x, 0)dx(¥j.i) (x, )dx. Then we can easily get Aj_](t)(Bj(t) -
Aj(H)Ax;(t)) = Bj(t) by (3.11), which shows the equivalence of (3.7) and (3.10). O

Remark 3.5. For general nonlinear problems, the equivalence of semi-discrete GEL DG and EL DG methods can be established
in a similar way, given the same space-time partition.

Remark 3.6. (Fully discrete case) The fully discrete EL RK DG scheme is known as equivalent to the fully discrete ALE DG
scheme combined with one extra step of solution projection (which does not affect stability). Thus the stability result of
ALE DG method for linear conservation laws [28] can be directly applied to assess the stability property of fully discrete
EL RK DG scheme. The stability of fully discrete GEL RK DG method is still theoretically open, and is being investigated
numerically in the numerical section.

11
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4. DGCL, MPP properties and numerical limiters

We consider the property of DGCL, which requires that the numerical scheme reproduces exactly a constant solution
under the geometric parameters of numerical schemes. As shown in [8], satisfaction of DGCL is a necessary and sufficient
condition for a numerical scheme to preserve the nonlinear stability of its fixed grid counterpart. In the context of GEL
DG scheme, the geometric parameters refer to the parameters involved in the space-time partition on which the PDE is
evolved. It was established in [15] that ALE-DG scheme (the evolution step in the EL DG method) satisfies the DGCL for
1D problems, and for high D problems with the time integrator which holds the accuracy not less than the value of the
spatial dimension [10]. Below we shown the conditions under which the DGCL holds for GEL DG method when coupled
with forward Euler time discretization, see Table 4.2. As a direct consequence, we find the DGCL no longer holds for general
GEL RK DG schemes. Proposition 4.1 is numerically verified in Table 4.3.

Proposition 4.1. Under the conditions specified in Table 4.2 that the GEL DG method coupled with forward Euler time discretization
satisfies the DGCL.

Proof. For the GEL DG scheme with Forward-Euler time discretization, we can get
@)

X

g0+ (F)

X,
+3

/(u?+1¢(x, 1)) dx = /(u'}w(x, £1))dx + At(— (ﬁw)

i 1y (4.1)

+ At/(a —oj)uypdx =RHS.
;

We let u’j? =1,

"

RHS = / V(x4 ajAt)dx + At(—(a — v)W(x +O€jAt)|)}j+l([n) +(@a—v)¥x+ ocht)|,~<j
2

A
Y

1
2

+ (a —Olj)‘l’(X+C(jAt)|;<j+l(tn) —(a —ozj)\ll(x~|—oejAt)|,~<j )
2

1
2

)

= / W(x+ ajAt)dx + At(—(aj — v)\U(x+oszt)|,~(j+l(tn) + (aj — V)‘I’(X+O{jAt)|;(j
2

)
Y

1
2
With different choices of W, we show conditions in Table 4.2, under which the DGCL is satisfied. O

From the above proposition, the GEL DG method with P® polynomial space and forward Euler satisfies DGCL. However,
for the method with high order polynomial spaces, DGCL fails for general GEL RK DG schemes. On the other hand, MPP is
the principle that numerical solutions will be bounded by the maximum and minimum of initial condition. One can show
that if a scheme satisfies the MPP, it automatically satisfies the DGCL. Below, we are going to first show that first order GEL
DG scheme satisfies the MPP property. Then we apply two MPP limiters to high order GEL RK DG schemes to get the MPP,
hence the DGCL property.

Proposition 4.2. (MPP property of the first order GEL DG scheme.) Let u, = minug(x), up = maxug(x), then the first order GEL DG
solution ﬁ? € [um, upl, Vj, n under the condition At < ﬁ—l" where a1 = max; la — v|;

i+
Proof. The first order GEL DG scheme reads
~n+14, SN, n _h
/uj dx_/ujdx At(hH% hj7%>
Ij I
where i is the first order monotone flux, e.g. the Lax-Friedrich flux,
_ on on ~n ~n
fl 1_1,:_| (a V)j+%(uj+]+uj) a](uj+1—uj)
. 1= "‘. tn = - k)
g TR @ 2 2
and ﬁ’]? is the reaveraging of solution u’} on I}f. ﬁ']? € [um, up], since u’]? € [um,upy]. Let A = %, we get

12
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gl;liet\zted parameters settings about RHS and DGCL of GEL DG method for u; + auy = 0.
v RHS condition for DGCL
1 Ax -
X %(vjf%—vj%)-&- AA—f(ij%—UH%)(%—aj) Vi1 =y
-1 7%[(vj+%7aj)2+(vj,% 7aj)2]+§§)[;[(vj+%7“}')37(1)]',%7aj)3] Vipl =Vi1 =0
Table 4.3

DGCL. The error |[up(x,t) — u(x, t)|[;~ of the GEL DG scheme solving
ur + uy = 0 with initial condition u(x,0)=1, T =1, CFL=0.1. We

test schemes with different choices of v 41 as parameters for space-

time partition and ¢/; as parameters for adjoint problems.

Olj . )
1 1+05 1+ Axsin(x;)

PO [ 10 [ 10° [ 10°T®
1 Pl | 107" | 10715 | 1071
P2 | 1071 | 1072 | 107®
PO [ 107 [ 107D 10°P
1+0.5 Pl | 1071 | 1071 | 10715
P2 10—02 10—14 ]0—02
PO 107" [ 107 [ 107
14 Axsin(x;,1) pt | 1079 | 10703 10705
’ P2 | 1079 | 10-% 10-%

AXE _
—n+1 _ J=n _ 5k _h
u; _—Axuj )\[hH% hjf%]
s,oa—@=via @-v); 1 +ar_
= (1 —rap)il] + 2 > Wy +A—— 1 .

Under the condition of At < é—l" with o1 = max; |a — V|j+1- the coefficients 1 — A1, @ &= (a — U)j,l are all positive, hence
2 2

-n+1
Uuj

is a convex combination of ﬂ?, ﬁ?H , ﬁ’}_l. Therefore, ﬁ?“ €lum,uyl. O

Next we propose to apply MPP limiters to high order GEL RK DG schemes to obtain the MPP property, leading to DGCL
in a general setting. There are two MPP limiters that we will make use of: one is the rescaling limiter for DG polynomials
[26,27], and the other is the parametrized flux limiter in a sequence of work [22,24,23]. While the rescaling limiter works
very well for RKDG schemes, it often leads to extra time step restrictions for MPP property and reduction in temporal order
of convergence [26]. For the GEL RK DG scheme, we propose to apply the rescaling limiter [26,27] only for solutions at
t" and in the solution remapping step, and apply the flux limiter only in the final stage of RK methods [22]. Neither the
rescaling limiter nor the flux limiter is applied in internal stages of RK methods to avoid the temporal order reduction of
RK methods.

Below, we demonstrate the procedure of the proposed MPP flux limiter in the context of a third order SSP RK time
discretization.

Step 1: We first use the polynomial rescaling MPP limiter [26] to preserve the MPP property for the DG polynomial

u(x,t") on I;, then perform the L2 projection of u(x, t") from background cells onto upstream cells I}’f. We assume ﬁ? as

the reprojected polynomial on I;‘f, then 1:1']? € [um, upml.
Step 2: We propose to apply the parametrized MPP flux limiters [23] in the context of a moving mesh to guarantee
ﬂr}“ € [um, upm]. Taking ¥ =1 in (2.8), we have

, (4.2)

1
2

/ uj(x,t)dx:I:IH% —I:Ij_

T

d
dt

where H is the high order monotone flux. With the third order SSP RK method, the update of cell averages in equation (4.2)
can be written as

AXT -
un

-n+1l _ ) =n
i T Ax

frk Gk
u )\[HH_% H" 1]7

)
(k. _ 1¢mn 1M 20@ : i i — ; ; : (i)
where Hj+% 6Hj+% + 5Hj+% + 3Hj+% with H", i =0, 1, 2 being the numerical flux obtained by up(x, t'V) at each RK
stage. The MPP flux limiter is proposed to replace the numerical flux H;’jr% by a modified one H;’jr% = 9j+% (H;’jr% _hj+%)+

13
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le%, where sz% is the numerical flux from a first order scheme as in Proposition 4.2 and 91+% € [0, 1], Vj. The parameter

0j+1 is set to be as close to 1 as possible, and to ensure ﬂ']'.“ € [um, uym], for which sufficient inequalities to have are, Vj,
2

w._l(zfzf.’i% —hy_y) =20, (A  —hy - <o, (4.3)
1(Hr7% hi_y) =26, 1(H:"+1 hi 1) —TF =0, (4.4)
with
* AX*
M r m__ =0 _
Fj —UM_A—U +)L(h]+1 _h]’,%)v Fj =Un Axu —i—)\(h +1 h %)

Here we adjust the terms FM and F'T‘ from [23] in the context of moving meshes, and obtain the parameter 9]. +1 satisfying

(4.3) and (4.4) for all j, thus guarantee u”+1 € [um, upm]. Note that such 0 always exists, since 9j+% =0 is a solution to (4.3)

and (4.4) for all j. Then we go back to Step 1 to apply the polynomial rescaling MPP limiter again to ensure DG polynomials
up(x, t"t1) satisfy the MPP property.

We call the GEL RK DG method with the above described limiter ‘GELDGMPPlimiter’. We also apply the polynomial
rescaling MPP limiter [26] at each RK internal stages, for which the scheme is termed ‘zhang MPP limiter’. We will compare
numerical performance, in terms of error and time stepping size for numerical stability, of these two limiters in the next
section.

Remark 4.3. For a linear variable coefficient equation, MPP property is lost, but the PP property stays valid. A PP limiter can
be applied in a similar fashion to preserve the PP property.

5. Numerical results

In this section, we perform numerical experiments for linear transport problems, where we set the time stepping size as
At = EL Ax for 1D and At = —“EL— where a and b are maximum transport speed in x- and y-directions respectively. We

AX
mainly study the following aspects: the spatial order of convergence by using small enough time stepping size, the temporal

order of convergence by varying CFL, numerical stability under a large time stepping size. When applicable, we also present
the EL DG solutions [5] for comparison.

5.1. 1D linear transport problems

Example 5.1 (1D linear transport equation with constant coefficient).
We consider a simple 1D transport equation

ur+uy=0, xe[0,2r], (5.1)

with the smooth initial data u(x, 0) = sin(x) and exact solution u(x, t) = sin(x — t). For the constant coefficient problem, the
proposed GEL DG method, if using the exact velocity field for space-time partition and the adjoint problem, is the same as
EL DG and SL DG. Here we perturb the velocity at cell boundaries, i.e. Vi1 and the velocity in the modified adjoint problem
ie. o in (2.2) to get GELDG1, GELDG2 and GELDG3 schemes respectively. Parameters of these GEL DG methods are given
in Table 5.4. Table 5.5 reports the spatial accuracies of these methods for this example with the same time stepping size.
The proposed GEL DG methods are found to perform comparably as the ELDG method. We vary time stepping size, with
fixed well-resolved spatial meshes, and plot error vs. CFL in Fig. 5.4 for these schemes with P'-SSP RK2 solutions (left) and
P2-SSP RK3 solutions (right) at a long integration time T = 100. GELDG2 methods are found to be unconditionally stable
with the space-time partition exactly following the characteristics, which is consistent with Theorem 3.2 and Remark 3.3.
GELDGS3 behaves closer to ELDG and performs better than GELDG1, as the adjoint problem and the space-time partition are
more closely related. It indicates that, designing the GEL DG scheme associating the adjoint problem with the space-time
partition is advantageous for better performance of the scheme. In particular, the adjoint problem is determined by the
space-time partition in the EL DG algorithm for which best numerical stability is observed and theoretically investigated in
[5].

Further, we apply higher order RK methods for time discretization, as we are interested in using relatively large time
stepping size. We show error vs. CFL in Fig. 5.5 for GELDG1 and GELDG3 schemes P! with SSP RK2, RK4 (left) and P2
SSP RK3, RK4 (right) at a long integration time T = 100. We can conclude that GELDG3 is better than GELDG1 in terms of
stability and the higher order RK help with reducing the error magnitude when large time stepping size is used. We note
that in both Fig. 5.4 and 5.5, the CFL allowed with stability is much larger than that of the RK DG method which is ﬁ

Finally, we verify the DGCL property of the scheme when the proposed MPP limiters are applied. Table 5.6 shows that
we regain the DGCL property by applying ‘GELDGMPPlimiter’ to GEL RK DG schemes, whose DGCL property are assessed in
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Table 5.4
The numerical parameters of ELDG, GELDG1, GELDG2 and GELDG3 method for (5.1).
ELDG GELDG1 GELDG2 GELDG3
mesh vH% 1+sin(xj+%)Ax 1+sin(xj+%)Ax 1 1+sin(xj+%)Ax
adjoint o - 1 1+ sin(xj) Ax 1+ sin(x;j) Ax
Table 5.5

1D linear transport equation with constant coefficient. u; +uy = 0 with initial condition u(x, 0) = sin(x).

T =m.We use CFL=0.3 and CFL =0.18 for all P! and P2 schemes, respectively.

Mesh L' error Order L' error Order L' error Order L' error Order
P! ELDG P! GELDG1 P! GELDG2 P! GELDG3
40 6.08E-04 - 6.08E-04 - 637E-04 - 6.08E-04 -
80 155E-04 197 155E-04 197 159E-04  2.00 155E-04 197
160 3.84E-05  2.02 3.84E-05  2.02 3.90E-05  2.03 3.84E-05  2.02
320 9.77E-06 198 9.77E-06 198 9.83E-06  1.99 9.77E-06 198
P2 ELDG P2 GELDG1 P2 GELDG2 P2 GELDG3
40 769E-06 - 2.60E-05 - 725E-06 - 771E-06 -
80 945E-07  3.03 191E-06  3.77 923E-07 297 9.45E-07  3.03
160 118E-07  3.00 1.67E-07  3.51 117E-07 298 118E-07  3.00
320 141E-08  3.07 1.63E-08  3.36 1.40E-08  3.06 141E-08  3.07
10° - - - : ' 107 : '
&  P1ELDG N=160 > { P2ELDG N=160
® > P1GELDG1 N=160 N [> P2 GELDG1 N=160
@ * P1 GELDG2 N=160 > % + P2 GELDG2 N=160
1 > . P1 GELDG3 N=160 4 * s . P2 GELDG3 N=160
107 ¢ NG E 107 ¢ R E
B . Ll
@ .
5 2L D»B;D Bo i 5 5L . g
51 e s K
x x
© ©
£ £ > - ©
4 10—6 4
..' ek + H
TREEE %a PERTTIRY
’, ’A
B BNy
444743 f%‘, }f ol ]
20 25 30 0 5 10 15
cfl

Fig. 5.4. The L* error versus CFL of ELDG methods, GELDG1, GELDG2 and GELDG3 methods P! (left) with SSP RK2 and P2 (right) with SSP RK3 time
discretization for (5.1) with initial condition u(x, 0) = sin(x). A long time simulation is performed with T =100 and mesh size N = 160.

> P1GELDG1 N=160 SSPRK2 > P2 GELDG1 N=160 SSPRK3
* P1GELDG3 N=160 SSPRK2 . 4 * P2 GELDG3 N=160 SSPRK3 |
<l P1GELDG1 N=160 RK4 B 10 <l P2 GELDG1 N=160 RK4
10! %P1 GELDG3 N=160 RK4 [‘>> < | x P2 GELDG3 N=160 RK4
slope=2 slope=3
slope=4 i%g\ 102 slope=4 7
<J <]
g 102+ 1 g 100 F 3
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3 3
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102 F @%Q] Sy 1
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Fig. 5.5. The L™ error versus CFL of GELDG1 and GELDG3 methods P! (left) with SSP RK2, RK4 and P2 (right) schemes SSP RK3, RK4 time discretization
for (5.1) with initial condition u(x, 0) =sin(x). A long time simulation is performed with T =100 and mesh size N = 160.
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Table 5.6
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Compute up(x,t) — u(x,t) to check if all P°, P! and P? GEL DG
schemes with ‘GELDGMPPlimiter’ satisfy DGCL for (5.1) with initial

condition u(x,0) =1, T =1, CFL =0.1 respectively.

o
J 1 1405 | 1+ Axsin(x;)
vjil
PO [ 107 [ 107 [ 10°T®
1 P! | 10716 | 10716 | 10716
P2 | 107 | 10715 | 10716
PP [ 107 [ 10" | 10°T®
1+0.5 Pl | 1076 | 10716 | 10716
P2 | 1076 | 10715 | 10716
PO [ 107 [ 10° | 10°T®
1+ Axsin(xj,1) Pl | 1076 | 10716 | 10716
’ Pz | 10716 | 107> 10716

P2 GELDG1 GELDGMPPIlimiter N=160 RK4
P2 GELDG1 zhangMPPlimiter N=160 RK4

P2 GELDG2 GELDGMPPIlimiter N=160 RK4
P2 GELDG2 zhangMPPlimiter N=160 RK4

P2 GELDG3 GELDGMPPIlimiter N=160 RK4
P2 GELDG3 zhangMPPlimiter N=160 RK4
slope=4

.
O P1GELDG1 GELDGMPPIimiter N=160 RK4 o
>  P1GELDG1 zhangMPPlimiter N=160 RK4
X P1 GELDG2 GELDGMPPIlimiter N=160 RK4 100 o

10 P1 GELDG2 zhangMPPlimiter N=160 RK4 ] .
<l P1GELDG3 GELDGMPPIlimiter N=160 RK4 N
%P1 GELDG3 zhangMPPlimiter N=160 RK4 x

slope=4

= =102

e} 2] e}
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Fig. 5.6. The L> error versus CFL of GELDG1, GELDG2 and GELDG3 methods with ‘GELDG MPP limiter’ and ‘zhang MPP limiter’ for P! (left) and P2 (right)
with RK4 time discretization for (5.1) with initial condition u(x, 0) = sin(x). A long time simulation is performed with T =100 and mesh size N = 160.
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Fig. 5.7. The solution u of GELDG2 method P2 without (left) and with (right) ‘GELDGMPPlimiter’ with RK4 time discretization and CFL =1 for (5.1) with
initial condition (5.2). A long time simulation is performed with T =40 and mesh size N = 160.

Table 4.3. Next, we present in Fig. 5.6 the L* error versus CFL of GEL DG methods with ‘GELDG MPP limiter’ and ‘zhang
MPP limiter’ P! and P2 schemes. We apply the RK4 for time integration. From Fig. 5.6, we can observe better stability and
accuracy for GEL DG method with ‘GELDGMPPlimiter’ which is applied only in the final RK stage, compared with one with
‘zhang MPP limiter’ which is applied in every RK intermediate stages, especially for schemes with P2 polynomial space. We
also test the MPP property for a step function initial condition:
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Table 5.7
The related parameters settings of ELDG,
GELDG method for u; + (sin(x)u)x = 0.

setting ELDG GELDG

mesh Uj+% sin(xH%) sin(ijr%)

adjoint o - sin(x;)
Table 5.8

1D transport equation with variable coefficients. u; +
(sin(x)u)x = 0 with the initial condition u(x,0)=1. T =
1. We use CFL=0.3 and CFL =0.18 for all P! (RK2)
and P2 (RK3) schemes, respectively.

Mesh L' error Order L' error Order
P! GELDG P' GELDG

40 1.36E-03 - 1.36E-03 -

80 3.57E-04 193 3.57E-04 1.93

160 8.95E-05 1.99 8.95E-05 1.99
320 2.31E-05 1.95 2.31E-05 195

P2 ELDG P2 GELDG
40 515E-05 - 5.20E-05 -
80 6.33E-06  3.03 6.37E-06  3.03
160 7.84E-07  3.01 7.89E-07  3.01

320 9.60E-08 3.03 9.71E-08 3.02

1, 2<x<7,

u(x,0) =
*.0) 0, otherwise.

(5.2)

The computational domain is [0,90]. The solutions of GELDG2 method for P2 with CFL =1, N = 160 and with RK4 time
discretization without (left) and with (right) ‘GELDGMPPlimiter’ are shown in Fig. 5.7. We can observe the MPP property for
GEL DG with ‘GELDGMPPlimiter’.

Example 5.2. (1D transport equation with variable coefficients.) Consider
Uy + (sin(x)u)y =0, x € [0, 27] (5.3)
with initial condition u(x, 0) =1 and the periodic boundary condition. The exact solution is given by

sin(2tan~!(e~* tan(%)))
sin(x)

u(x,t) = (5.4)

The related parameters settings are given in Table 5.7. The expected spatial convergence of ELDG and GELDG is shown in
Table 5.8. In Fig. 5.8, we plot the L® error versus CFL of ELDG and GELDG scheme with P! (left) and P2 (right) polynomial
spaces. The following observations are made: (1) both methods perform similarly around and before CFL = 1, which is well
above the stability constraint of the RK DG method 1/(2k + 1); (2) after CFL =1 and before stability constraint of the
method, the temporal convergence order is observed to be consistent with the order of RK discretization; (3) EL RK DG has
better performance than GEL RK DG with the same mesh.

In addition, we test the proposed inflow boundary condition for the following problem

U+ (sinu)xy =0,x e [%, 2Z]
u(x,0=1, (5.5)
u(%,t)=sin2tan"!(e~‘ tan(%))).

We use the GEL DG method with PP limiter to solve this problem, the L' and L* errors for P! and P2 are shown in
Table 5.9. The optimal convergence rate is observed. Besides, we show the L* error versus CFL of GEL DG method with PP
limiter in Fig. 5.9. Expected temporal convergence is observed.

5.2. 2D linear passive-transport problems

Example 5.3. (Swirling deformation flow). Consider

U — (cosz(g) sin(y)g(t)u)x + (sin(x) cosz(%)g(t)u)y =0, x,y)e[-m, 7] (5.6)
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Fig. 5.8. The L™ error versus CFL of ELDG methods and GELDG methods for (5.3) with the initial condition u(x,0)=1. T =1. At = CFLAx.

Table 5.9

1D transport equation with variable coefficients. u; +
(sin(x)u)y = 0 with the initial condition u(x,0) =1 and
inflow boundary condition. T = 1. We use CFL = 0.3
and CFL=0.18 for all P! (RK2) and P2 (RK3) schemes,

respectively.
Mesh L' error Order L' error Order
P! GELDG
without PP limiter with PP limiter
20 5.06E-03 - 4.97E-03 -
40 1.36E-03 1.90 1.36E-03 1.88
80 3.55E-04 194 3.55E-04 1.94
160 8.90E-05 1.99 8.90E-05 1.99
320 2.30E-05 1.95 2.30E-05 195
P? GELDG
without PP limiter with PP limiter
20 4.16E-04 - 4.16E-04 -
40 5.20E-05 3.00 5.20E-05 3.00
80 6.38E-06 3.03 6.38E-06 3.03

160 7.90E-07 3.01 7.90E-07 3.01
320 9.72E-08 3.02 9.72E-08 3.02
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Fig.5.9. The L*° error versus CFL of GELDG method with PP limiter for (5.3) with the initial condition u(x,0) =1 and inflow boundary. T = 1. At = CFLAx.
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Table 5.10
Swirling deformation flow. Q¥ EL DG and GEL DG methods without and with PP limiter (k = 1, 2) for (5.6) with the
smooth cosine bells (5.7) at T = 1.5. CFL=2.5.

N Q! Q2
L2-error order L>°-error order L2-error order L>°-error order
20° 1.85E-02 - 2.78E-01 - 3.95E-03 - 5.74E-02 -
40? 4.14E-03 2.16 8.21E-02 1.76 1.76E-04 4.49 3.99E-03 3.85
EL DG 80° 6.29E-04 2.72 1.39E-02 2.56 1.59E-05 3.47 3.57E-04 348

1602 9.05E-05 2.80 2.28E-03 2.61 2.12E-06 290 5.25E-05 2.77
320° 1.52E-05 2,57 4.19E-04 245 2.73E-07 2.96 6.82E-06 2.94

202 1.85E-02 - 2.78E-01 - 3.96E-03 - 5.78E-02 -
40? 4.14E-03 216 8.21E-02 176 1.76E-04 4.49 4.01E-03 3.85
GEL DG 80° 6.29E-04 272 1.39E-02 2.56 1.58E-05 347 3.54E-04 3.50

1602 9.05E-05 2.80 2.28E-03 2.61 2.12E-06 290 5.25E-05 2.76
320° 1.52E-05 2.57 4.19E-04 2.45 2.73E-07 2.96 6.82E-06 294

202 2.07E-02 - 3.22E-01 - 3.61E-03 - 5.13E-02 -
40? 4.16E-03 231 8.65E-02 1.89 2.96E-04 3.61 5.53E-03 3.21
GEL DG-PP 802 6.34E-04 271 1.40E-02 2.63 1.95E-05 3.92 4.82E-04 3.52
160° 9.01E-05 2.81 2.26E-03 2.63 2.15E-06 318 5.40E-05 3.16
320? 1.51E-05 2.58 4.15E-04 244 2.74E-07 297 6.92E-06 2.96

X
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2 4
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10'H < Q1 GELDG-split N=80% RK4 9 % J <l Q2 GELDG-split N=802 RK4 o
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Fig. 5.10. The L*° error versus CFL of EL DG methods and GEL DG methods for (5.6) with the smooth cosine bells (5.7) at T = 1.5.

where g(t) = cos(”%)n and T = 1.5. The initial condition is the following smooth cosine bells (with C°> smoothness),

b

b ~n6T seb _ b
rpcos’(—=m), ifr’ <rg,

ux, y,00=1°"" "2 0 (5.7)
0, otherwise,

where 15 = 0.37, and 1 = \/(x—xg)z + (y — yB)? denotes the distance between (x, y) and the center of the cosine bell

(x'(’,, yg) = (0.3, 0). In fact, along the direction of the flow, the initial function becomes largely deformed at t = T /2, then
goes back to its initial shape at t = T as the flow reverses. If this problem is solved up to T, we call such a procedure
one full evolution. We test accuracy for Q¥ EL DG, GEL DG methods without and with PP limiter with 4th RK and 4th
splitting method for k = 1,2 with CFL = 2.5 up to one full evolution, and summarize results in Tables 5.10. As expected,
the (k + 1)th order convergence is observed for these methods. We plot the L* error versus CFL of EL RK DG, GEL DG
methods with Q1 (left) and Q2 (right) polynomial spaces for this case in Fig. 5.10 which shows that these three methods
have similar stability for higher order discretization. We also plot the L*° error versus CFL of GEL DG methods with PP
limiter in Fig. 5.11, in comparison to the one without limiter in the previous figure.

Lastly, we test two schemes on the swirling deformation flow (5.6) with the following setting: the computational domain
is [—m, ] with the periodic boundary conditions and an initial condition plotted in Fig. 5.12, which consists of a slotted
disk, a cone as well as a smooth hump, similar to the one used in [16]. It is a challenging test for controlling oscillations
around discontinuities. We adopt a simple TVB limiter with M = 15 in [7] for all schemes. We simulate this problem after
one full revolutions and report the numerical solutions in Fig. 5.13. For better comparison, we plot 1D cuts and zoom in of
the numerical solutions along with the exact solution to demonstrate the effectiveness of the PP limiter in Fig. 5.14. It is
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Fig. 5.13. Plots of the numerical solutions of GEL DG schemes with TVB and PP limiters for solving (5.6) with initial data plotted in Fig. 5.12. The final
integration time T is 1.5. The mesh of 100 x 100 is used. Left: Q2 GELDG-split+TVB+PPlimiter with CFL = 2.2. Right: Q2 GELDG-split+TVB+PPlimiter with

CFL=5.2.
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Fig. 5.14. Plots of 1D cuts and zoom in of the numerical solutions for GEL DG methods with and without PP limiter for solving (5.6) with initial data
Fig. 5.12. The mesh of 100 x 100 is used. Left: numerical solutions at x =0+ 77 /100. Right: numerical solutions at y =7 /2 + 7 /100.

found that oscillations are well controlled with the TVB limiter and are positivity preserving with the PP limiter. Solutions
with larger CFL are observed to dissipate less than solutions from smaller CFL.

6. Conclusion

In this paper, we develop a generalized Eulerian-Lagrangian (GEL) discontinuous Galerkin (DG) method for linear trans-
port problems. Inflow boundary treatment is discussed. The method has the advantages in stability under large time
stepping sizes, and in mass conservation, compactness and high order accuracy. Maximum principle preserving and positiv-
ity preserving limiters are proposed, leading to the discrete geometric conservation laws. These properties are numerically
verified by extensive numerical tests for 1D and 2D linear transport equations. Future works include further theoretic de-
velopment and developing schemes for linear system such as the wave equations.
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